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Abstract

This work details the design, modelling, control and successful demonstration of a
tethered multirotor UAV system; as a first iteration towards an alternative, and
more accessible, persistent aerial platform. The project focusses specifically on the
development of appropriate modelling and flight control strategies, in addition to
the development of a suitable practical testing platform.

The tether model is developed based on the assumption of a quasi-static catenary,
which sufficiently encapsulates the dominant tether forces. The flight control strat-
egy is catered towards the civilian landscape with a minimalist sensor configuration
that aims to keep the system simple and cost-effective. A conventional control
system is initially developed for the untethered system, and thereafter adapted to
cater for the unique aspects of tethered flight. The control architecture implements
variations of linear PID control in a successive loop closure approach.

A physical test platform is developed consisting of a 0.8 m×0.8 m quadrotor vehicle,
modified to accommodate a tether. Results are presented for hardware-in-the-loop
simulations as well as practical flight tests. The practical flight tests served to suc-
cessfully demonstrate the developed flight control strategy, in addition to providing
insight into some of the observed idiosyncrasies of tethered flight.
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Chapter 1

Introduction

This chapter provides a brief introduction and summary of the research project. It
begins by establishing the project context, and provides the motivation behind the
research topic. Thereafter, the project objectives, research method and scope are
defined, whilst the chapter concludes with an overview of the thesis structure.

1.1 Project Background

Small Unmanned Aerial Vehicles (UAVs) are being subjected to extensive research
and development for use in an ever-increasing range of applications. While the ex-
ploration of UAV technology has traditionally been performed predominantly for
military purposes, advances in integrated avionics systems have rendered UAV tech-
nology more accessible and UAV platforms are, as a result, rapidly growing in pop-
ularity for a number of civilian applications. This has led to an increasing demand
for reliable UAV platforms, with the versatility of UAVs offering Vertical Take-off
and Landing (VTOL) capabilities proving particularly attractive.

Multirotor aerial vehicles are defined as rotorcraft with three or more rotors, al-
though they are conventionally referred to using their specific numerical prefixes
(e.g. Quadrotor) with reference to the number of rotors employed. Multirotors have,
in recent times, begun to fill the ‘VTOL-capable UAV’ niche and have emerged as a
popular alternative to the standard helicopter configuration, particularly within the
civilian setting. This is due to the reduced complexity of the rotorhead mechanics,
which lack the intricate swashplates and linkages required for flight control in tradi-
tional helicopters. As a result, multirotor vehicles are significantly less maintenance
intensive in comparison to their single or dual-rotor counterparts [1]. Flight con-
trol of multi-rotors is achieved by independently varying the speeds of the aircraft’s
rotors, with the symmetric nature of the rotor blade configurations subsequently
resulting in reduced control complexity. The trade-off, however, lies in the loss of

1
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CHAPTER 1. INTRODUCTION 2

Figure 1.1: Hovermast by SkySapience (left) & PARC Robot by CyPhy Works

efficiency incurred as a result of the smaller rotors employed, which are more energy
intensive. The reduced efficiency levels, coupled with the current battery technol-
ogy available, have resulted in limited payload capacities and flight times, typically
to payloads of less than 1 kg and/or flight times of less than 20 minutes [2]. Fur-
thermore, the relatively small sizes of these vehicles result in them being especially
sensitive to small mass fluctuations. This creates somewhat of a design paradox, in
that extending the flight time of the aircraft requires additional battery mass which
can significantly reduce the payload capability, and visa-versa.

Recently a small number of developments in the commercial landscape have begun
addressing these issues. LaserMotive [3] is currently investigating a means of wireless
power transmission for various UAV platforms via laser transmitters. The benefits
of such a system include the preservation of the vehicle mobility as well as impressive
range, with useful beam intensities reported at distances of up to 10 km, line-of-
sight permitting. However, current limitations of the concept include the low power
transmission efficiencies (less than 20% for an ideal hover case) and the high capital
costs involved, which look set to restrict accessibility primarily to high-resource
military applications. Alternatively, the Hovermast by SkySapience [4] and the
PARC robot by Cyphy Works [5] (illustrated in Figure 1.1) are two variations of
proposed tethered multirotor UAV systems. In addition to providing a more efficient
means of continuous power transmission, tethers can simultaneously be used for
vehicle recovery and/or as a reliable, rapid and secure communications channel.
The recently developed Fotokite [6] system extends this utility by using a tether as
a novel means of user-vehicle interaction.

While tethered solutions do pose some obvious drawbacks, most notably to the mo-
bility and manoeuvrability of the aircraft, they do offer a unique set of characteristics
and have the potential to fulfil a number of both civil and military applications. In
particular, a tethered multirotor platform provides a potentially appealing addition
to the field of persistent surveillance, with the ability to monitor large areas with
radar and/or high resolution cameras on land or at sea. Such platforms would offer
extended range and mobility to traditional mast-mounted antennas. Furthermore,
they would provide a more mobile and lesonsps conspicuous alternative to con-
ventional tethered aerostats (blimps) and parafoils, with further benefits of rapid
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deployment and retrieval, as well as a potentially broader range of environmental
operating conditions.

This research forms part of the Electronic Systems Laboratory (ESL) at Stellen-
bosch University where the autonomous flight control of both fixed and rotary wing
UAVs has been studied for several years. This work builds on the previous SLADe
project [7] where the full autonomous flight capability, including landing on a trans-
lating platform, of an unmanned quadrotor vehicle was developed.

1.2 Problem Statement

In recent times, multirotor UAVs have seen a tremendous growth in popularity,
primarily due to their mechanical simplicity and the increased availability and af-
fordability of integrated avionics systems. While advances in battery technology
and general aircraft efficiencies have improved things somewhat, the utility of such
systems continues to be shackled by short flight times and small payload capabilities.

A tethered solution offers the possibility of continuous power transmission and indef-
inite flight times. Although this advantage is tempered significantly by the resulting
lack of lateral and longitudinal mobility, such a system could fulfil a niche role within
the industry, particularly in the field of persistent surveillance.

There is currently a very limited amount of literature and research available on teth-
ered multirotor UAV systems, with almost none in the public domain. Thus, this
research aims to provide a contribution towards the industry by extending the ver-
satility of multirotor UAVs, and thereby broadening the boundaries of application,
through the investigation of a tethered multirotor UAV system.

1.3 Project Objectives

The principal objective of this research is the design and practical demonstra-
tion of a multirotor UAV system capable of autonomous tethered flight. Successful
tethered flight requires that the autonomous control strategy accommodates the
influence of a tether on the stability of the aircraft, and makes provision for the
lengthening and shortening of the tether. In addition to being capable of counter-
ing disturbances, the vehicle must be able to manoeuvre safely and effectively in a
predefined flight envelope, whilst maintaining sufficient tension to keep the tether
elevated in its entirety. In order to further extend its usability, the developed system
is catered towards a civilian setting. This requires a concerted effort towards both
cost-effectiveness and simplicity. This places limitations on the sensor configurations
available, as certain sensors can prove prohibitively expensive (e.g. DGPS, RTK,
load cells etc.) in the civilian landscape.
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The secondary objective is to gain insight into the tether influence on the vehicle
stability and dynamics, with the aim of benefiting future designs. This analysis
includes identifying the effects of both a ‘taut’ and ‘loose’ tether configurations on
the system dynamics in addition to the effect of varying the tether length.

1.4 Project Overview

A brief overview of the research methodology, with the primary project activities
required to realise the research objectives, is provided in Table 1.1.

Table 1.1: Project Outline

Project Component Description

Literature Survey An analysis of similar work performed aims to iden-
tify a research gap as well as any useful modelling
and control techniques.

Vehicle Modelling The derivation of a sufficiently accurate mathemati-
cal model of the developed vehicle is required in order
to adequately control the vehicle.

Tether Modelling A similar mathematical model of the tether is re-
quired in order to investigate potential failure modes
as well as to verify the control system through nu-
merical simulation.

Control System Design A suitable control strategy and design is required
to accommodate the tether influence on the vehicle
dynamics.

Hardware Implementation In addition to the need for a practical testing plat-
form, the physical implementation of the final de-
signs enables Hardware-In-the-Loop (HIL) testing
as a valuable final verification step before practical
flight testing.

Practical Verification Practical evaluation of the designed system is desired
to substantiate the simulation results and potentially
expose any unmodelled phenomena.

Certain elements of the project, such as the vehicle modelling, have been well re-
searched and are already well established in the industry. The novel aspects of
this research focus on the changes to the numerical model and autonomous flight

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 1. INTRODUCTION 5

controller to account for the introduction of a tether. Thus, the primary project
components listed in Table 1.1 can be further abridged into three core project com-
ponents; namely the:

1. Tether modelling

2. Autonomous control system for tethered flight

3. Practical testing platform

Tether Modelling

To-date the tethered-UAV problem has remained relatively unexplored and, there-
fore, the tether model forms a focal point of this study. A mathematical model of
the tether is required primarily for simulation purposes, which forms the basis of the
controller design verification. The aim is to accurately simulate the resultant forces
on the vehicle (originating from the tether) and how these forces fluctuate during
flight. The model must accurately simulate the tether forces during both ‘loose’
and ‘taut’ tether configurations. Of particular importance are the force fluctuations
during these ‘loose’ to ‘taut’ transitions.

Flight Control Strategy and Design

A tethered UAV system, with its inherently limited flight envelope and mobility,
will not require prodigious performance capabilities in a traditional sense. The con-
strained nature of tethered flight also poses considerable risk, particularly during
‘loose’ to ‘taut’ tether transitions. Such transitions are capable of generating large
impulse forces which could cause instability and lead to the vehicle crashing, es-
pecially in the likely event of the tether attachment point being offset from the
vehicle centre of mass. This offset could induce an undesirable ‘tether moment’
which would cause the vehicle to rotate. Furthermore, taut tethered flight presents
a unique control challenge as any uncertainty in the position measurement could
lead to controller saturation if the tether prevents the vehicle from reaching a com-
manded set-point. Thus, in light of these challenges, the control philosophy adopted
is a pragmatic one with an emphasis on conservatism. Disturbance rejection and
general flight stability is favoured over speed of response. The flight controllers are
first developed and tested on the conventional, untethered quadrotor before being
adapted for the tethered case.

Practical Testing Platform

Practical flight data is desirable in effectively evaluating the proposed autonomous
flight control strategy as it includes any previously unmodelled phenomena; which
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may not be properly accounted for within the simulation model. A physical test
platform is developed consisting of a 0.8 m×0.8 m (large by conventional standards)
quadrotor vehicle, modified to accommodate a tether. A quadrotor configura-
tion is preferred to alternative multirotor configurations primarily due to the cost-
effectiveness and availability of the required hardware and components. Further-
more, the disk loading (ratio of the vehicle weight to the rotor disk area) of rotary
wing aircraft is generally reduced with a reduction in the number of rotors em-
ployed, with traditional helicopters having the lowest disk loading. Lowering the
disk loading improves the rotor efficiency1 by minimising the change in velocity of
the fluid through the rotor disk which, in turn, allows for longer flight times for a
given vehicle mass and battery capacity.

1.5 Scope and Limitations

This research serves as a departure point, somewhat of a feasibility study if you will,
into the tethered flight of multirotor UAVs. The scope and limitations associated
with the research project serve to narrow the project focus in line with the defined
research objectives.

Representative Tether

Typical dual data and power transmission cables commonly available are not gen-
erally designed for the purposes of tethered flight. A full working prototype will
require significant research towards an optimal tether design and power supply strat-
egy. Thus, power transmission via the tether is considered beyond the scope of this
work. Batteries are instead used to power the aircraft, and further serve to simulate
an added payload. The tether employed aims to be representative both in its mass
and aerodynamic drag characteristics.

Flight Modes

A final working product would, in all likelihood, require a winch or similar system
to control the amount of slack in the tether, particularly during take-off and land-
ing. This would influence the dynamics during these flight modes and consequently
alter the final take-off and landing strategies. Such a system might also offer an
additional general flight control technique that incorporates both the aircraft and
winch in controlling the tether tension. The development of such a winch system
was not considered in order to limit the project scope. Thus, the developed au-
tonomous flight controller does not consider the full flight envelope, but instead
focusses on the general autonomous flight behaviour of the aircraft with a tether

1The mathematical justification of this concept is provided in Chapter 3.3.4
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that is fixed to a stationary point on the ground. Autonomous take-off and landing
strategies under a ‘loose tether’ configuration were not considered in order to mit-
igate the risks associated with the practical flight tests, especially considering that
they would soon be made redundant with the development of an appropriate winch
system. An additional student within the ESL is currently building on this research
and investigating an autonomous tethered landing strategy, by incorporating a new
winch system with the aircraft and general flight controller developed in this project.

Hardware and Sensor Configuration

The aircraft developed in this project is based on a conventional quadrotor design,
primarily using off-the-shelf components. There is no attempt to radically optimise
the vehicle design for use in a surveillance environment. A minimalist approach is
adopted in terms of the sensor configuration selected in order to reduce the system
cost and complexity, by not deviating too far from current conventional practice in
the civilian landscape. Many of the specific hardware choices are based on existing
legacy hardware within the ESL. This includes the onboard avionics system, which
was previously developed in-house and serves as a generic kit for all current UAV
projects, with modifications made as required. Additionally, optimisation of the
state estimation techniques used in the ESL are considered beyond the scope of this
work, with the current systems used talis qualis.

1.6 Thesis Outline

Having established the project context and research objectives, Chapter 2 continues
with a review of the available literature that the author deemed pertinent to the
research topic. It begins with a summary of the current state of research on tethered
multirotor UAV systems. Thereafter the analysis is extended to include additional
tethered aerial vehicles such as traditional helicopters and several flying concepts
for electricity generation. A brief review of the prevailing autonomous flight control
techniques employed on quadrotor vehicles is presented, including the previous work
carried out internally in the ESL.

Chapter 3 presents the layout and system design of the project’s practical compo-
nent. Specific hardware choices and component designs are presented, along with
the layout and integration of the testing hardware.

Details of the vehicle and tether models are presented separately in Chapters 4 and
5. Each includes mathematical derivations as well as a discussion on the assumptions
employed and the resulting limitations.

Chapter 6 begins with a discussion on the control problem and the considerations
required. An analysis of the expected tether influence on the system dynamics is
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included in order to coordinate the autonomous flight control strategy.

Chapter 7 provides the details of the control system design. It begins with the
design of the conventional quadrotor control system before presenting the extended,
tethered flight controller.

Chapter 8 presents the non-linear simulation environments utilised in the evaluation
of the control designs. These include the Software-In-the-Loop and Hardware-In-
the-Loop simulations (SIL and HIL respectively). SIL and HIL simulation results
are presented for both the tethered and untethered cases.

Chapter 9 serves as the penultimate chapter, and provides the results of the practical
tests. These include flight test data for both the untethered and tethered systems.

The thesis concludes with a summary of the research project and the notable project
outcomes. Finally, recommendations are made for future work and improvement.
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Chapter 2

Literature Study

A literature study was conducted in order to evaluate the current state of research
into tethered multirotor UAVs. The survey yielded very little work on tethered
multirotor systems, and thus, the scope was extended to include work performed on
tethered flight systems in general. This included the tethering of traditional heli-
copters, in addition to tethered aerial systems designed for the purpose of electricity
generation. The study concludes with a brief analysis on different autonomous flight
control approaches for quadrotor UAVs.

2.1 Tethered Multirotor Vehicles

The limited nature of the literature available on the use of tethered multirotor sys-
tems as persistent surveillance platforms suggests that the technology is currently in
its infancy. The only notable developments identified by the author were Skysapi-
ence’s Hovermast and CyphyWorks’ PARC robot, previously illustrated in Figure
1.1. The PARC robot utilises a conventional quadrotor vehicle tethered to a ground
station, whilst the Hovermast utilises an alternative multirotor configuration in an
effort to boost efficiency by lowering the rotor disk loading. The Hovermast configu-
ration is effectively a merger between a central ducted fan design, which acts as the
primary lift source, surrounded by a traditional quadrotor which provides lateral
and longitudinal mobility. In both systems the primary function of the tether is
to provide power and data transmission to and from the vehicle. Both systems are
commercial projects still currently in development at the time of writing.

A study by Lupashin and D’Andrea [8] investigates the development of a tethered
quadcopter system aimed at reducing the costs and complexities associated with
VTOL-capable UAVs, in order to render the technology more accessible. The au-
thors propose a cost-effective stabilisation approach and create a novel, user-friendly
method of vehicle control.

9
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The system uses a simplified on-board inertial sensor configuration and an Un-
scented Kalman Filter (UKF) to estimate the tether and vehicle attitude states. A
Proportional-Derivative (PD) controller is used to stabilise the system for a fixed
tether angle relative to the anchor point. The vehicle commands an open-loop thrust
value, sufficiently high to keep the tether taut. The tether constrains the vehicle in
the vertical direction, and offers a simple means of controlling the vehicle’s move-
ment in the horizontal plane by simply moving the anchor point. The study uses a
simplified mathematical tether model with the effects of the tether mass and elastic-
ity neglected. The authors determine an estimate of the tension force in the tether
using the ‘known’ thrust and attitude states. Subsequent commercial development
of the system has resulted in the Fotokite system [6], illustrated in Figure 2.1.

Figure 2.1: Demonstration of the Fotokite System (Lupashin and D’Andrea, 2013)

2.2 Tethered Helicopters

A report by Slegers [9] proposes the tethering of a traditional helicopter as a persis-
tent surveillance platform. The report outlines the modelling process followed, the
control implemented and the results of a single flight simulation. The author mod-
els the tether as a series of lumped-mass viscoelastic elements, with each element
comprising of a spring and a viscous damper. The model includes the effects of both
the mass and aerodynamic drag of the tether. A solution is obtained via a recursive
process using a fourth order Runge-Kutta algorithm. A linear PID controller is
implemented for the flight control of the helicopter UAV. The report vaguely doc-
uments a single 35 second flight simulation. The emphasis seemingly being on the
evaluation of the recursive tether model, the results of which are unclear, whilst an
analysis of the autonomous performance is not provided.
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Sandino et al [10] propose the use of a tether to improve the hover performance of
helicopter UAVs in high winds. The authors postulate that the tether produces two
primary effects on the system. Firstly, that it provides an advantageous stabilising
influence on the translational dynamics of the aircraft, thereby providing robustness
to external disturbances such as wind. Secondly, that it renders control of the system
more difficult as a result of the ‘tether moment’ induced by the tether tension force.
The induced tether moment is generated as a result of an offset between the tether
attachment point on the fuselage and the aircraft’s CoM; and has a negative effect
on the controllability of the aircraft by producing coupling between the translational
and rotational dynamics of the vehicle. The tether is modelled as a single viscoelas-
tic element, comprising of a parallel spring and viscous damper system, connected
in series to an additional spring. Forces due to the tether mass and aerodynamic
drag are assumed negligible relative to the tether tension. The authors assume the
tether tension force and tether attitude states are known (in addition to the full state
knowledge of the vehicle itself), with a ground device controlling the tether tension.
A PI control scheme is developed for the ground device and Linear-Quadratic In-
tegral control (LQI) implemented on the helicopter with the feed-forward of the
induced tether moment. In a subsequent study by the same authors [11], the LQI
helicopter control is replaced by a more elaborate strategy comprising of linearisa-
tion through model inversion and PID control. The system was validated through
simulation with both wind and additional sinusoidal and impulse disturbance forces
applied to the vehicle CoM in both the lateral and longitudinal directions. The pa-
per concludes that the nonlinear control scheme achieved significant improvements
in performance over the LQI predecessor, while both systems offered substantial
benefits in hover performance over a similar, untethered system.

A study by Schimdt and Swik [12] conducted in 1974, proposes the design of an Au-
tomatic Hover Control System (AHCS) for a tethered rotor-platform. The system
uses the tether for fuel supply, data transmission and altitude control. A special
emphasis is placed on the tether dynamics in the system model and two approaches
are proposed for the design of the AHCS. The rotor-platform considered consists of
a single two-bladed rotor system, powered by a light gas turbine. The design avoids
the use of a tail rotor and achieves yaw control through a controllable exhaust nozzle.
Collective and cyclic pitch control of the rotor constitute the remainder of the sys-
tem control inputs. The tether is modelled as a series of elastic elements, with each
element consisting of a spring and damper in parallel and subjected to external aero-
dynamic forces. Optimal linear control constituted the first of the two approaches
investigated for the AHCS. Due to a lack of complete state information, the optimal
controller did not prove feasible, which led to the design of a suboptimal controller
using classical root-locus methods. The analysis considered two alternative control
strategies. The first being pure attitude stabilisation with position regulated by the
feedback property of the tether. The second included active lateral and longitudinal
position control, and proved the most effective. Flight tests of the system yielded
mixed results, with the aircraft exhibiting good attitude stability but poor transla-
tional performance, as slow circular motions were experienced. This led to manual
control inputs being required to counter these slow drift motions, particularly during
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take-off and landing. The performance difficulties experienced by the system was
attributed to sensor drift and threshold issues.

2.3 Tethered Electricity Generating Systems

Figure 2.2: Top (from left): The KE60 & BAT Aerostat. Bottom: The Makani
AWT & a conceptual design of the Jabiru FEG.

Developments in the renewable energy sector have investigated the use of tethered
flying systems to generate electricity from high altitude winds, as they provide an
abundant and persistent source of kinetic energy. Several alternative systems have
been developed but the basic mechanism of electricity generation remains the same,
with each using an aerofoil to power either an airborne or land-based generator.
Four commercial examples of alternative concepts are listed below:

The BAT aerostat by Altaeros Energies [13] consists of a tethered airborne wind
turbine housed in a lighter-than-air aerostat (see Figure 2.2) and tethered to a
ground station.

The Makani AWT (Airborne Wind Turbine) [14] consists of a tethered airfoil
similar in design to a conventional fixed-wing model glider. The vehicle flies cross-
wind in large vertical loops, generating lift across the wing which keeps the tether
taut and the vehicle aloft. Four rotor-generator combinations are fitted to the wing
to generate electricity during normal operation. These generators are also used to
power the vehicle during the start-up and shut-down phases of operation, enabling
the vehicle to hover.
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The KE60 by KITEnergy [15] produces electricity by using a tethered kite to power
a ground-based generator. The tension in the tether can be controlled by manipu-
lating the forces on the kite. The system operates by reeling the kite in and out,
with the tether attached to a drum which powers a generator. A net power gain is
achieved by dispensing the tether out (power generation phase) at high tension and
reeling it back in (the power absorption phase) at a lower tension value.

The Jabiru by Sky Windpower [16] utilises a tethered multirotor system, which uses
four airborne wind turbines to generate electricity and simultaneously provide lift.
The design is based on the concept of autorotation, with the large wind velocities
at high altitudes used to rotate the rotors, simultaneously generating electricity and
providing lift. Like the Makani AWT, the generators can be used as conventional
motors to power the vehicle during start-up and shut-down phases, or during periods
of low wind.

While these developments differ in both design and application from the proposed
tethered multirotor system, they do provide useful insight into the flight dynamics
and stability of similar flying tethered systems. Comparing the effect of the tether
on various aerial vehicles provides a basis from which to anticipate the effects on the
proposed system. Furthermore, the investigation of such concepts provides a useful
review of the techniques and methods used in the modelling of various tethered
aerial systems.

Tethered inflatable kite systems have followed recent advances in kite technology as
a promising prospect in the field of high-altitude wind power, and as a result, the
available literature on the subject is comprehensive. A paper by Williams et al [17]
presents modelling and control techniques for a tethered kite system. The authors
develop an elaborate tether model derived from Newton’s second law, with the
dynamic equations solved simultaneously using a Gaussian elimination algorithm. In
the analyses the tether is discretised into 200 m long, straight and inelastic lengths,
based on the lumped mass principle. The tether drag forces are similarly lumped
to each of the discretised lengths. String-like vibrations resulting from the tether
dynamics are ignored. A later paper by Williams et al [18] investigates the accuracy
of alternative kite modelling techniques and compares them with recorded flight test
data. The authors quantify the effect of the tether mass, drag and resulting tether
torque on the system dynamics, on the basis that the angular accelerations of the
kite are decoupled from those of the tether. Breukels [19] proposes a simplified,
but computationally efficient, means of including the effects of slow vibrations in
kite tethers. A similar multi-body approach is adopted for the tether model, with
the effects of the tether elasticity again neglected. A paper by de Groot et al
[20] investigates an alternative kite model with an alternative tether model also
provided, and valid for ‘short’ tether lengths less than 150 m. In this instance the
authors include the effects of the tether elasticity by modelling the tether as a spring-
damper system, but neglect the effects of the tether mass and aerodynamic drag.
Goela [21] develops a set of governing equations for the tether dynamics based on
a static catenary, more accurately taking the effects of the tether sag into account.
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Hobbs [22] follows a similar approach in his dissertation, advocating the quasi-
static assumption. Goela et al [23] investigate wind loading effects on several tether
modelling strategies. The authors identify two important performance characterising
parameters and determine applicability limits for each of the strategies investigated.
Relationships for the tether drag and lift forces, as a function of wind speed, air
density and tether inclination, are also provided based on practical data compiled
by Hoerner [24]. Similarly, Argatov et al [25] develop a tether model based on the
quasi-static assumption in addition to providing a single simplified expression for
the tether drag, neglecting terms tangential to the tether with little loss in accuracy.

Figure 2.3: Testing of the Gyromill Mk2 (Roberts and Blackler, 1980)

Roberts and Blackler [26] investigated a method of harnessing high-altitude wind
power using a tethered rotary vehicle, resulting in the 1980 Gyromill Mk2 prototype.
The twin-rotor vehicle concept was successfully demonstrated at low altitude and
under manual control, but it seems no further development took place until 2003
when the concept was revisited by Roberts and Shephard [27]. This work led to the
development of an updated, four-rotor concept. Recent papers by Roberts et al [28,
29] profile the aforementioned Jabiru by Sky Windpower. The prototype is a 240 kW
craft with rotors 10.7 m in diameter. The craft is designed to operate at attitudes of
15000 ft and above, with flight control achieved via collective pitch control on each of
the individual rotors. A single electromechanical tether, comprising of an aluminium
conductor and a high-strength fibre-optic cable, is used for power transmission and
communication. The developed tether is 10 mm in diameter with a density of
115 kg/km and has a transmission efficiency of 90%. The analyses focus on the
economics of the concept development with a brief overview of the theoretical power
generation capabilities. The modelling and control specifics of the design are not
provided.

A paper by Terink et al. [30] investigates the flight dynamics and stability of a teth-
ered inflatable kite-plane. The kite-plane is similar in shape to a conventional glider
airplane but is constructed from inflatable beams and wing surfaces. The aircraft
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is attached to a single-line tether by means of a two-line bridle. The bridle system
constrains the rotational freedom of the aircraft. The tether and bridle are both
modelled as single, massless, straight-line elements. The investigation determined
the longitudinal stability to be comparable to that of a similar untethered aircraft,
but new stability issues in the lateral motion were observed and attributed to the
introduction of the tether. This lateral instability, dubbed ‘pendulum instability ’,
manifested in unstable roll and yaw motions when the aircraft was offset in the lat-
eral direction. Significant improvements in stability were achieved by increasing the
dihedral angle of the primary wing and the surface area of the vertical tail plane.
The pendulum instability identified is expected to be less prevalent in a multirotor
system due to the alternative method of vertical lift generation (hover capable) as
well as the symmetric nature of the vehicle geometry.

2.4 Quadrotor Flight Control Techniques

The intrinsic physical nature of multirotor UAVs (with their multiple rotors dis-
tributed around the vehicle centre of mass) coupled with their small ‘UAV-scale’
sizes, render these vehicles uncontrollable by a human without some form of ar-
tificial damping. The layout of these vehicles causes unpredictable pitching and
rolling moments due to factors such as inconsistent airflows to each of the rotors,
discrepancies in the vehicle layout and variations in the performance characteristics
of the coupled battery, speed-controller, motor and propeller systems. While the
small vehicle sizes, and their correspondingly small moments of inertia, result in
fast pitch and roll dynamics which generally exceed the bandwidth limitations for
human control.

Apart from the popularity of multirotor UAVs as convenient robotic platforms, and
their subsequent military and civilian utility, the nonlinear and underactuated na-
ture of a multirotor’s dynamics have led to their increased usage in academic circles
for control systems research. This has contributed to an abundance of research on
differing control techniques for multirotor UAVs, and quadrotors in particular. The
various control approaches cater for a wide variety of performance characteristics,
each with varying degrees of complexity.

Attitude stabilisation forms the basis of both the manual and autonomous flight con-
trol of quadrotor UAVs, with various linear and nonlinear techniques investigated.
The bulk of the practically implemented control techniques are linear Single-Input
Single-Output (SISO) nested systems, with independent controllers for pitch, roll,
yaw and heave. The nested architecture has the advantage of arming or disarming
control loops independently to allow easy transitioning between full-autonomous
and stability-augmented manual flight modes. This is a particularly attractive fea-
ture in a research environment in order to mitigate risks associated with practical
flight testing. The most common linear control approaches consist of Proportional-
Integral-Derivative (PID) and Optimal Control (typically Linear-Quadratic Regu-
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lators - LQR) techniques; while Backstepping, Feedback Linearisation and Sliding
Mode controllers form the large majority of the nonlinear control techniques investi-
gated. Some less common, but perhaps more recent, approaches include intelligent
control techniques such as Fuzzy logic and Neural networks, whilst traditional Ro-
bust controllers have also been studied.

The performance of autonomous quadrotor controllers is typically evaluated in terms
of attitude stabilisation and either trajectory-tracking and/or path-following control.
These results are used to provide an indication of controller performance, but it is
pertinent to note that several additional factors (e.g. variations in software imple-
mentation, state estimation techniques, hardware choices and quality etc.) can have
a significant influence on the final performance.

Linear PID control is presently the overwhelming favourite for quadrotor vehicles
across-the-board; in academic, hobbyist and commercial environments alike. Multi-
ple studies [31, 32, 33, 34, 35, 36, 2], including projects completed internally within
the ESL [7], have achieved good performance with comparatively simple designs
around the linearised hover equilibrium condition. Furthermore, PID control has
proved notably robust to disturbances and model uncertainties [37] due to the in-
tegral action. However, the propitiously simple design can prove problematic away
from the hover set-point, with a loss in reference-tracking performance as the model
nonlinearities (typically due to aerodynamic effects such as drag and blade flap-
ping) become more pervasive [36]. Bouabdallah [34], in his dissertation, investigates
four conventional control techniques for a quadrotor UAV; specifically, PID, LQR,
Sliding Mode and Backstepping control schemes, with the PID and Backstepping
schemes achieving the best performance in terms of attitude stabilisation and way-
point tracking respectively. Ultimately a combination between the two approaches,
dubbed Integral Backstepping, is provided resulting in subtle performance improve-
ments. In a similar survey conducted by Özbek et al [38], Sliding Mode Control
(SMC) is preferred, somewhat conversely, to several nonlinear control techniques,
including a conventional Backstepping approach. The study sanctions SMC as an
improvement to benchmark PID control performance away from the hover equilib-
rium condition. Chen and Huzmezan [39] develop a hybrid H∞ and Model Predictive
Control (MPC) strategy as an improvement to a conventional H∞ Loop shaping
approach [40] by the same authors. Finally, several studies performed under the
guidance of Professor D’Andrea in the widely publicised, and highly specialised,
ETH Zurich Flying Machine Arena1 [41] have demonstrated the precise and highly
acrobatic flight of small quadrotors using both linear PID [42] and linear Optimal
Control strategies [43, 44, 45] in conjunction with iterative learning techniques.

1The Flying Machine Arena is an advanced 10 × 10 × 10 m testing platform containing a high-
precision infrared motion tracking system capable of providing millimetre-accurate position and
altitude measurements at 200 Hz. An independent state observer uses these measurements to
provide full state feedback while the controller computation is also performed off-board on an
accompanying computer.
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Chapter 3

Hardware and System Design

This chapter presents details of the project’s practical component. Specific hardware
choices and component designs are presented, along with the layout and integration
of the testing hardware.

3.1 System Overview

The overall system command structure is outlined in Figure 3.1. The quadrotor
vehicle is operated by a RC pilot, via a conventional RC remote (transmitter),
and a Ground Station Officer, via a laptop computer (running the Ground Station
software) and a RF transceiver module.

Figure 3.1: System command structure.

17
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Quadrotors, by nature, require a stability augmentation system, typically in the
form of attitude rate feedback, as a minimum requirement in order to be manually
controllable by a human pilot. The RC pilot is capable of arming the innermost
(attitude rate) control loops, from a switch on the RC remote, in order to manually
pilot the vehicle independently from the Ground Station Officer. Additional capabil-
ities of the RC pilot include the ability to control the tether release servo and, more
significantly, to disarm the higher-level autonomous flight controllers at any time,
in order to return the vehicle to a manual flight control state. These precautionary
functions are controlled via separate switches on the RC remote.

Higher-level system functionality is controlled by the Ground Station Officer and ex-
ecuted by the on-board avionics systems. The on-board avionics can be broadly cat-
egorised as the on-board communications hardware, the on-board computer (OBC),
the servoboard and the hardware interfaces to the various on-board sensors. The
basic layout and functionality of the on-board avionics is illustrated in Figure 3.2,
with detailed operational and component specifics provided in Chapter 3.2.2.1.

Figure 3.2: Basic system definitions and functionality.

The OBC is the main on-board processing device, with it’s functions including (but
not limited to) the execution of the flight control and state estimation algorithms.
The Ground Station communicates directly with the OBC via the RF link, trans-
mitting high-level system commands and receiving pertinent telemetry data. Final
control commands to the actuator controllers1 are transmitted via the servoboard,
as per Figure 3.2.

3.2 Vehicle Hardware

3.2.1 Design Rationale

In a purpose-built tethered UAV system, final performance requirements would
largely dictate the vehicle design strategy. Such requirements would likely include

1The electronic speed controllers (ESCs) and the tether release servo.
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Figure 3.3: The fully assembled, untethered aircraft.

factors such as the desired operational altitude, the power transmission strategy,
payload requirements and additional operational considerations based on unique
environmental specifics. As this research project focusses on the investigation of
tethered flight with a multirotor UAV, the vehicle design specifications are much
more loosely defined.

The chief system design consideration is that of the mechanical characteristics of
the tether, which are treated as ‘black-box’ specifications. The tether specifications
relate to the cable density, aerodynamic profile and, to a lesser extent, the material
composition. The tether profile is specified as circular, with no attempt made to
optimise the design for aerodynamic performance. The material composition is
loosely based on an insulated conductor, while the cable density specification is
listed in Table 3.1.

Further design specifications include an additional on-board payload capacity of
1.5 kg, which effectively translates into a minimum battery mass, and a maximum
total thrust to vehicle mass ratio, Tmax

mg . The thrust to mass ratio pertains to the
total thrust headroom available above the required hover thrust for the untethered
aircraft. This ratio has a significant bearing on the control sensitivity of the air-
craft, particularly from the perspective of manual flight control. Prior academic
research using similarly sized multirotor vehicles have favoured ratios in the region
of Tmax

mg ≈ 1.25 − 1.3, while implementations in the general RC community, that
typically employ large multirotor aircraft for aerial photography and filmography
purposes, have found a ratio of Tmax

mg ≈ 2 to be optimal in terms of total payload
capacity and manual controllability.

The on-board avionics hardware and the vehicle sensor configuration were first fi-
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Table 3.1: System design specifications.

Tether density 0.05 kg/m

On-board payload capacity 1.5 kg

Tmax
mg 2− 2.5

nalised, with the remaining hardware (airframe, propulsion system and tether at-
tachment and release mechanism) selected concurrently via a recursive process.
Hardware choices for the airframe and propulsion system were based on the sys-
tem design specifications, with the aim of maximising the operational ceiling of
the tethered system, and were limited to available off-the-shelf components; while
the tether attachment and release mechanism were designed and manufactured sep-
arately based on the airframe specifics, with the aim of minimising the distance
between the tether attachment point and the vehicle CoM.

3.2.2 Hardware Components

3.2.2.1 On-board Avionics and Sensors

Designs for the on-board avionics hardware were previously developed in-house at
the ESL, and are modular by design in order to cater for various UAV platforms.
The avionics package is compatible with a conventional2 sensor configuration, which
provides measurements for the kinematic state estimator. The sensor configuration
used in this project comprises of the following components:

1. GPS receiver.

2. Inertial Measurement Unit.

3. Magnetometer.

4. Status sensors.

The GPS receiver used on the aircraft is a NEO-7P module by ublox which pro-
vides position and velocity measurements at an update rate of 5 Hz. The NEO-7P
is a stand-alone, single frequency GPS receiver that uses Precise Point Positioning
(PPP) technology to achieve sub-meter3 horizontal position accuracy at a signif-
icantly lower cost relative to Differential GPS (DGPS) or Real-Time Kinematic
(RTK) solutions.

The Inertial Measurement Unit (IMU) employed is the ADIS16355 by Analog De-
vices. The IMU is a complete 3-axis gyroscope and 3-axis accelerometer inertial

2Typically used on UAV systems.
3< 1 m, 50% Circular Error Probability (CEP), > 6 SV.
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sensing unit, that provides angular rate and acceleration measurements at a fre-
quency of 100 Hz.

The magnetometer employed is the HMC2003 by Honeywell. The magnetometer
provides measurements of the geomagnetic field vector in body axes at 50 Hz. The
kinematic state estimator compares these measurements against a reference geomag-
netic field vector in the inertial axis system, in order to determine the ‘measured’
attitude state of the aircraft.

The status sensors comprise of standard hall-effect current and voltage sensors which
are used to monitor the currents and voltages of all the on-board batteries. These
sensors are mounted on a separate Status Board and their measurements are com-
municated wirelessly to the Ground Station at 2 Hz, to enable pre- and in-flight
monitoring by the Ground Station Officer as a precautionary measure.

Individual sensors are mounted to purpose-built sensor boards which handle the
analog-to-digital conversion and subsequent transmission of the sensor measure-
ments. The on-board electronic hardware architecture and communication specifics
are illustrated in Figure 3.4. A Controller Area Network (CAN) bus facilitates com-
munication between the OBC and the Servoboard, and between the OBC and the
vehicle sensors, with the exception of the GPS receiver which communicates with
the OBC via UART. The on-board avionics hardware and sensors are adequately
powered by a single 3-cell (12.6 V), 1200 mA h lithium polymer (LiPo) battery by
X-power RC.

On-board
Computer

Servoboard

C
A
N
B
us

RC
Receiver

On-board
RF

Transceiver

Status Board

Magnetometer

IMU

GPS

ESC 1

ESC 2

ESC 3

ESC 4

Servo

UART

UART

PWM

PWM

Figure 3.4: Overview of the on-board avionics architecture and sensor configuration
with communication specifics.

The OBC is the main on-board processing device containing two dsPIC30F micro-
controllers (MCUs) by Microchip Technology Inc. The OBC executes the control,
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state estimation, data logging and data transmission algorithms on a single MCU,
while the remaining MCU is limited to GPS packet parsing. Wireless data transmis-
sion from the OBC to the Ground Station is implemented via two paired XStream
2.4 GHz RF modules by Digi International.

The servoboard serves purely as an analog-to-digital and digital-to-analog converter,
between the RC receiver and OBC, and the OBC and actuator controllers4 respec-
tively. Pilot commands are received wirelessly by the RC receiver as Pulse Width
Modulation (PWM) pulses before being quantised for use on the OBC. Conversely,
digital control commands from the OBC are converted to ‘analog’ PWM control
inputs to the tether release servo and the electronic speed controllers.

The physical separation of the servoboard and OBC was originally implemented
as an additional safety feature for alternative UAV platforms (such as fixed-wing
aircraft), as it enables manual flight control independent of the OBC. This inde-
pendence is desirable as it mitigates the risk associated with the commissioning of
new vehicles as expensive avionics hardware and sensing equipment can be removed
during initial test flights. Furthermore, it ensures that manual flight controllability
of the vehicle is preserved in the event of an OBC failure and/or a loss of power to
the avionics system. In this project, however, manual flight control requires the aug-
mented stability system, which is executed by the OBC. Consequently, this feature
is rendered redundant for the quadrotor UAV case.

A final consideration is the vibration isolation of sensitive avionics and sensor hard-
ware. Even with proper balancing, during operation the four rotors induce significant
vibrations in the airframe corresponding to their rotational velocities. To mitigate
these effects, the OBC stack, which houses the especially sensitive IMU, is mechan-
ically isolated via rubber vibration mounts. The vibration mounts are selected to
have a cut-off frequency of 50 Hz in order to negate the 65−125 Hz frequency range
of the rotors.

3.2.2.2 Airframe and Propulsion System

The airframe used in this project is the Syn-X4 by Syndrones which is illustrated
in Figure 3.5. The airframe was selected based on several practical and mechanical
design factors. Several alternative airframes were initially short-listed based on the
practical considerations of whether they possessed sufficient space for the on-board
avionics and sensor requirements, and whether this space was easily adaptable to the
on-board hardware. Mechanical considerations included the distribution of mass of
the fully assembled aircraft, minimising rotor aerodynamic interference and ensuring
the airframe was structurally sound and mechanically rigid enough considering the
tethered application, whilst still remaining lightweight. The distribution of mass
is of particular importance in order to maximise the aircraft control sensitivity by

4The electronic speed controllers (ESCs) and the tether release servo.
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minimising the aircraft mass moments of inertia.

Figure 3.5: Syn-X4 airframe by Syndrones.

Minor modifications were made to the original airframe in order to adapt it for the
current project. Custom ‘feet’, illustrated in Figure 3.6, were added to the landing
gear, which were identified as a potential vulnerability. The feet reduce the risk
of the landing gear fracturing by significantly increasing the surface area of the
contact point and by reducing the impact loads through the introduction of high-
density foam which serves to absorb some of the impact forces. The feet are encased
in a rigid plastic housing with a low-friction coefficient in order to reduce the risk
of the aircraft toppling over during take-off and landing by minimising potential
shear forces. Furthermore, custom parts were 3D-printed to mount some of the on-
board hardware, whilst the battery trays were modified to manipulate the battery
mounting positions, in order to balance the aircraft and minimise aerodynamic shear.

Vehicle Leg

M4 Washer

M4 Bolt

Grooves for
relative movement
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M4 Washer

M4 Nut
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Figure 3.6: Details of the vehicle ‘feet’ design and assembly.
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Propulsion System

The vehicle propulsion system comprises of four individual propulsion units which,
in turn, each consist of a rotor, a BLDC motor, an electronic speed controller and
a battery power source. The rotor blades employed are fixed-pitch 16x5.5” car-
bon fibre props by RC Timer. Carbon fibre props are selected for their stiffness
characteristics and lower inertias. The increased stiffness reduces the flexural char-
acteristics of the blades and mitigates against the effects of blade flapping. While the
lower rotational inertias result in faster dynamic response times, which ultimately
improves the autonomous performance.

The rotors are driven by T-motor MN4120 BLDC motors, with a kV rating of 400 kV
and a 12N14P magnet configuration. The motors are specially designed for large
multirotor applications with their high torque capabilities, and optimised thermal
dissipation design.

The motors are controlled by T-motor 60 A electronic speed controllers. The ESCs
were selected based on their continuous 60 A output capability as well as their com-
patibility with the T-motor BLDC motors.

Each ESC-motor-rotor combination is powered by an individual 6-cell (22.2 V),
2600 mA h lithium-ion polymer (LiPo) battery by X-power RC. LiPo batteries are
the preferred power source for RC applications due to their attractive energy densi-
ties and power delivery capabilities. The batteries were selected primarily based on
the battery voltage and 35C continuous discharge rate capability.

The individual battery capacities of 2600 mA h enable an untethered flight time of
roughly 8 minutes, based on the final, untethered vehicle mass of 5.8 kg. The total
battery mass is 1.7 kg, which is marginally greater than the desired 1.5 kg additional
payload capability for the aircraft. Each propulsion unit is capable of a maximum
thrust output of 3.5 kg, which translates to a final maximum thrust to weight ratio
of Tmax

mg ≈ 2.4.

3.2.2.3 Tether Attachment and Release Mechanism

The tether attachment forms the physical interface between the aircraft and the
tether. It incorporates a remotely operated release mechanism in order to enable
the in-flight detachment of the tether from the aircraft. Motivation for the in-flight
detachment of the tether is two-fold. Firstly, it mitigates the risk associated with
landing the aircraft and is a necessary safety feature in the event of an in-flight
emergency. Secondly, it provides a useful testing feature by enabling tethered-to-
untethered flight transitions. These transitions provide insight into the influence of
the tether on the aircraft and can be used in the development of recovery strategies.

The tether release is operated by both the pilot, via a switch on the RC remote,
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(a) Tether attachment and release mechanism.

(b) Operation of the tether release mechanism.

Figure 3.7: Tether release mechanism operation and component details.

and the ground station officer, via a button on the GUI of the Ground Station
software. To assist with recovery the pilot release switch simultaneously disarms
the higher-level autonomous controllers and resets the integrator values (to zero) of
the innermost control loops.

The tether attachment and release mechanism are mounted on the underside of the
central hub of the aircraft, and are illustrated in Figure 3.7a. The tether attachment
consists of the attachment plate and bracket; while the servo, pin and associated
fasteners constitute the tether release mechanism. The servo employed on the release
mechanism a JR NES 591 servo. A safety factor (SF), in terms of the servo torque
capability, is determined in Appendix A.1 as SFs ≈ 1.25 which is sufficient for this
research project.

The central hub, tether attachment and release mechanism pin are identified as crit-
ical parts as they are exposed to significant impact forces, known as ‘shock’ or ‘snap’
loads, as the aircraft transitions suddenly from a loose to taut tether configuration.
Designs of these components aim to ensure that they are able to withstand these
forces without the need for an auxiliary mechanical damping mechanism, which
would introduce additional dynamics and complexity to the vehicle model and de-
sign.
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Figure 3.8: Tether Impact Force Estimates

Conservative estimates of the impact forces are determined in Appendix A.2 for
various tether lengths and initial transition velocities, with the results illustrated
in Figure 3.8. Considering the aircraft flight envelope, an impact force of 400 N is
utilised in the structural analysis of the critical components.

The tether attachment plate and bracket were manufactured from 6082 T6 alu-
minium. The bracket was machined from a solid block of material while the plate
was laser-cut from a 2 mm-thick sheet. The material properties of 6082 T6 alu-
minium are taken from Gale and Totemeier [46] and are listed in Table A.1. Alu-
minium was used for the tether attachment due to both it’s material and pragmatic
suitably. The 6082 T6 grade is characterised by a low density (relative to other met-
als) and particularly stout structural properties, whilst remaining easily machinable
and locally available. Furthermore, aluminium is a paramagnetic material with a
positive but inconsequential magnetic susceptibility, resulting in a relative5 perme-
ability near unity (see Table A.1). The size and proximity of the tether attachment
assembly to the on-board magnetometer made this property a necessity.

The tether release pin is manufactured from tool steel (specifically from an old
drill bit), which is a high carbon, water-hardened steel alloy with good mechanical
characteristics. The load bearing portion of the vehicle hub is made from 3 mm-
thick sheets of FR-4, which is a glass-reinforced epoxy laminate. The mechanical
properties of the two materials are provided in Table A.2.

A structural assessment of the critical parts is conducted prior to fabrication in order
to identify any potential mechanical vulnerabilities. A safety factor against yielding
is determined in Appendix A.3 for each component exposed to an impact force of

5Relative to the permeability of free space.
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400 N. The tether attachment and vehicle hub are modelled as thin plates of various
geometries while the release pin is modelled as a cantilever beam. While the release
pin is well represented by the general boundary and loading conditions presented
in Figure A.2, approximations for the tether attachment and vehicle hub are less
representative. Considering the uncertainty in these approximations a minimum
safety factor of SF ≥ 2 is desired for each of the components under a 400 N load.

Table 3.2: Safety factors against yielding of critical parts (P = 400 N).

Component σY
σmax

Release Pin > 103

Attachment Bracket 3.39

Attachment Plate 1.23

Vehicle Hub 4.27

The results of the assessment, presented in Table 3.2, indicate that the design safety
margins for the release pin, attachment bracket and vehicle hub are satisfactory.
However, the safety margin of the attachment plate is insufficient. Simply increas-
ing the plate thickness is not possible due to limited supply, therefore the plate is
subjected to further mechanical analysis.

The maximum bending stress in the plate is determined based on the general case of
a central concentrated load and with the plate simply supported along its outer edge.
The loading case applied is a conservative approximation considering that the force
transfer to the plate occurs through four mechanical fasteners situated in the corners
of the attachment bracket. Contrastingly, the simply supported boundary condition
is a generous approximation. In reality the supporting mechanical fasteners provide
localised fixed support, but due to the fastener placement and total surface area, the
slope at the component outer edge remains largely unconstrained, and the boundary
condition is more accurately represented using a simply-supported assumption.

In order to more accurately represent the actual boundary and loading conditions,
a Finite Element Analysis (FEA) is conducted on a 3D CAD model of the tether
attachment plate. From the FEA a revised safety factor against yield of SF = 3.9 is
determined for the plate under a 400 N load. Details of the Finite Element Analysis
are presented in Appendix A.4.

3.3 Identification of System Parameters

A pragmatic approach is followed in the identification of the system parameters
using a combination of analytical and empirical methods. The system parameters
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addressed in this section include the relationship between PWM-input to thrust-
output for each of the vehicle propulsion units, the actuator time constant, the
vehicle body aerodynamic coefficients, the virtual yaw moment arm, the vehicle
mass moments of inertia and the elastic modulus of the tether.

3.3.1 Thrust vs PWM Mapping

Thrust vs PWM mapping of the propulsion units is required in order to convert
the OBC control commands from newton units to the corresponding PWM pulse
lengths. Subtle manufacturing differences between the individual components in
each propulsion unit can prove significant when accumulated, and thus, mapping
is performed to determine the unique relationship between PWM-input to thrust-
output for each unit.

Mapping is performed on a custom-built thrust test jig, illustrated in Figure 3.9.
The test jig was previously developed at the ESL and incorporates both hardware
and software components. The hardware components include a beam-type load
cell, hall-effect voltage and current sensors, an optical tachometer, a custom PCB
and a mounting stand assembly. The PCB incorporates a microcontroller that
integrates the sensor data and generates PWM commands to drive an electronic
speed controller.

The microcontroller firmware and a test jig GUI application form the non-hardware
components of the test jig. The test jig GUI application is run on an accompanying
laptop computer and enables user-specifiable PWM commands to the electronic
speed controller with a command resolution of 10 µs, in addition to the logging of
the test sensor data at 400 Hz. A FTDI RS232-USB converter on the PCB facilitates
communication between the laptop computer and the PCB microcontroller.

Load-cell
Motor-rotor
Assembly

Counter-weight

Optical
Tachometer

PCB

Figure 3.9: Illustration of the thrust test jig.

The mapping test consists of running each of the propulsion units from standstill to
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the maximum rated current of the motors6, at (PWM) step increments of 10 µs. The
recorded thrust measurements are averaged at each PWM interval, excluding mea-
surements during the transient states, with the results illustrated in Figure 3.10a.
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(a) Test Measurements
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Figure 3.10: Thrust vs PWM Mapping Test Results

Thereafter, Matlab’s polyfit function is used to determine a best-fit third order poly-
nomial function, fi(x), via the method of least squares, such that,

yi = fi(x) [µs] (3.1)

where,

fi(x) =

{
ai3x

3 + ai2x
2 + ai1x+ ai0, x ≤ yt

bi3x
3 + bi2x

2 + bi1x+ bi0, x > yt
(3.2)

x is the desired motor thrust output
yi represents the corresponding PWM input for the ith motor
yt is the PWM curve transition point of 1380 µs

The Thrust-PWM curve generated by Equation 3.1 for Motor 1 is illustrated in
Figure 3.10b, while the polynomial coefficients in Equation 3.2 and the Thrust-
PWM curves for the remaining motors are provided in Appendix B.1.

3.3.2 Actuator Time Constant

The actuator lag dynamics are sufficiently encapsulated by a first-order transfer
function. Numerous studies [34, 47, 32] have shown this to be a reasonable assump-
tion. From the virtual actuator definitions provided in Equations 4.26–4.29, the

6As indicated by the motor data-sheet.
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virtual actuator dynamics can be shown to be,

δ̇i = −1

τ
δi +

1

τ
δiR (3.3)

where, δi represents the output in newtons for the ith actuator and δiR represents
the commanded/reference value.

The motor time constant, τ from Equation 3.3, is determined empirically for a given
4PWM command input differential. This results in a lumped value that includes the
additional time delays associated with the battery dynamics, the ESC commands,
and the actuator dynamics.

The rotor PWM-Rotor Speed relationship is determined using the thrust test jig
in Figure 3.9, in an identical manner to the PWM-Thrust relationship from Chap-
ter 3.3.1. An optical tachometer enables the measurement the rotor speed, with the
results illustrated in Figure 3.11a.
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Figure 3.11: Rotor Speed vs PWM Mapping Test Results

Matlab’s polyfit function is, once again, used to determine a best-fit polynomial
function, gi(xi), via the method of least squares. Comparisons between 1st, 2nd
and 3rd order polynomial functions for the Rotor Speed-PWM curve of Motor 1 are
illustrated in Figure 3.11b. In this instance a second-order equation was deemed
sufficient for simulation purposes.

ωi = gi(xi) [rad/s] (3.4)
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where,

gi(x) =

{
ci1x

2 + ci1x+ ci0, x ≥ xs

0, x < xs
(3.5)

ωi represents the rotor speed of the ith motor
xi is the OBC PWM output for the ith motor
xs is the motor start-up PWM value of 1070 µs

The motor constant is a particularly important parameter for the quadrotor UAV
case as it determines the fundamental controller bandwidth limits, and can sub-
sequently have a dramatic influence of the aircraft stability. A thrust step test is
performed (as illustrated in Figure 3.12) on each of the propulsion units in order to
determine the average motor constants, τ , for various 4PWM command input step
sizes around the untethered, hover-thrust set-point.
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Figure 3.12: Motor 1 Thrust Steps Test

From the test results presented in Table 3.3, it is clear that the motor constant varies
significantly for differing 4PWM step commands. Thus, in the absence of a more
comprehensive actuator model, the choice of a reference 4PWM command forms a
critical design consideration for the quadrotor UAV case.

Table 3.3: Average Motor Constants for all Motors.

4PWM 10 20 30 60 100 [µs]

τavg 5.0 17.5 28.5 51 58 [ms]
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Figure 3.13: Motor input command data from a practical flight test.

An iterative approach is followed in the selection of an appropriate reference4PWM
command. A reference step command size of 4PWM = 10 µs is initially selected
after analysing the motor input data from Hardware-In-the-Loop simulations. This
results in a selected motor constant of τ = 5 ms.

Figure 3.13a presents the recorded motor input data from a practical flight test
involving both manual and fully autonomous flight control. Figure 3.13b illustrates
the 4PWM step command distribution after accounting for measurement noise.
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The mean command input size, including measurements during the take-off and
landing phases, is determined as 4PWM = 5 µs, which is comfortably within the
4PWM = 10 µs command assumption.

3.3.3 Vehicle Aerodynamic Coefficients

Lumped vehicle drag coefficients are determined analytically for each of the body-
axis directions using the method of superposition [48]; whereby the individual com-
ponents of the vehicle assembly are analysed independently and combined using
Equation 3.6 to determine an approximate value for the total vehicle drag coeffi-
cient.

CDi =
∑

CjDiA
j
i [m2] (3.6)

where, CjDi and Aji represent the drag coefficient and frontal surface area, respec-
tively, of the jth component in the ith body-axis direction.

Hub

Battery

Motor

Boom

Leg

Antenna GPS

OBCDisk

ESC

Figure 3.14: Illustration of the vehicle assembly simplification in the determination
of lumped drag coefficients.

The vehicle components are represented by various simplified three-dimensional bod-
ies as per Figure 3.14. Drag coefficients for various common 3D geometries are de-
termined experimentally and provided by C� engel and Cimbala [48, Table 11-2]. The
behaviour of these drag coefficients can vary significantly between the the creeping,
laminar and turbulent flow regimes which are characterised by low, moderate and
high Reynolds numbers (Re) respectively.

The coefficients employed in this project are based on the laminar flow regime (104 <
Re ≤ 5 × 105) where they remain essentially constant. The Reynolds number is
determined using Equation 3.7, with the relationship between the external fluid flow
velocity and Reynolds number (for each of the component profiles in the xB and yB

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 3. HARDWARE AND SYSTEM DESIGN 34

axes) illustrated in Figure 3.15. The representative body sizes are scaled relative to
the actual frontal surface areas of the real-life components in order to accommodate
for variations between the component profiles and those of the representative bodies.

Re =
ρViDj

µ
(3.7)

where, µ is the dynamic viscosity of the fluid and Dj is the characteristic length of
the jth component profile.
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Figure 3.15: Flow Regime Verification

From Figure 3.15 it is clear that the laminar flow assumption is valid for relative flow
velocities between 1 m/s . Vx/y . 12 m/s for the legs, hub, disk, and OBC compo-
nents, which form the major contributors towards the total aerodynamic drag in the
xB and yB axes. The drag coefficients are typically underestimated for Reynolds
numbers Re < 104 but the resulting drag forces in this range are small enough
relative to the vehicle mass and inertia to render these effects insignificant.

The drag coefficient in the zB axis direction is simpler, comprising only of the booms,
motors and a single circular disk; with the latter used to model the components in
the central portion of the vehicle. Here the central disk dominates the aerodynamic
drag calculation, with the laminar flow assumption valid for relative flow velocities
greater than Vz & 0.5 m/s, while the velocity range for the booms and motors is
comparable to the xB and yB axes in Figure 3.15.

The final lumped vehicle drag coefficients, relative to their respective frontal surface
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areas in each of the aircraft’s body axes, are given by Equations 3.8 – 3.10 as,

CDx = 0.064 [m2] (3.8)

CDy = 0.067 [m2] (3.9)

CDz = 0.089 [m2] (3.10)

These values are used in Equations 4.61 and ?? from Chapter 4.4.3 to calculate the
final aerodynamic forces in the body axis coordinate system.

3.3.4 Virtual Yaw Moment Arm

The virtual yaw moment arm is a theoretical coefficient, RN [m], that determines the
rotor drag torque, τR, acting on the vehicle about the zB body axis as a function of
the rotor thrust output. The rotor drag torque, which is used to control the vehicle
in yaw, can therefore be defined as,

τRi = RNTi [N m] (3.11)

where, Ti is the thrust output of the ith actuator.

The rotor drag torque is dependent on the unique aerodynamic characteristics of the
rotor, which can be highly variable and notoriously difficult to accurately determine.
The approach followed in this thesis uses blade element theory, based on a general
set of aerodynamic assumptions for the rotor, to determine an estimate for RN . This
analytically calculated value is then compared against the expected mechanical and
electrical efficiencies of the propulsion system as a final sanity check.

The rotor drag torque is determined in a similar fashion to the rotor thrust and
hub forces in Chapter 4.4.1.2. From blade element theory, the rotor drag torque is
determined by Johnson [49] as,

τRi = ρACRi(ωiR)2R [N m] (3.12)

where,

ρ is the air density
A rotor blade area
CRi rotor torque coefficient of the ith rotor
ωi rotational speed of the ith rotor
R rotor disk radius

The total mechanical power output, Pmech, is determined as the sum of the individual
rotor mechanical power outputs as,

Pmech =
4∑
i

ρACPi(ωiR)3 =
4∑
i

τRiωi [W] (3.13)
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From Equations 3.12 and 3.13, it follows that the rotor torque and power coefficients
are equivalent,

CRi = CPi (3.14)

The rotor power coefficient is related to the rotor thrust coefficient, CT i, according
Johnson via,

CPi =
κCT i

3
2√

2
+
σcd
8

(3.15)

where, κ is a constant used to incorporate additional rotor blade tip losses, cd
is the rotor blade drag coefficient and σ is the rotor solidity ratio as defined in
Equation 4.37.

The relation for the constant, κ, is provided by Johnson in terms of the rotor tip-loss
factor, B as,

κ =
1.13

B
(3.16)

where,

B = 1−
√

2CT i
N

(3.17)

where, N is the number of blades.

A relation for the blade drag coefficient, cd, is given by Johnson as a function of the
rotor disk angle of attack, α as,

cd = 0.0087− 0.0216α+ 0.4α2 (3.18)

which simplifies to cd = 0.0087 for the hover case of α = 0.

Average values for the electrical power in, P̄elec = V̄inĪin [W], and the actuator thrust
coefficient, C̄T (using Equation 4.35), are determined around the hover set-point of
Ti = 14.25 [N]. Measurement data for each of the individual propulsion units is
recorded using the thrust test jig. The averaged test measurements are listed in
Table 3.4.

The total system efficiency can then be calculated as the mechanical power-out to
electrical power-in ratio,

ηt =
Pmech
Pelec

(3.19)

The rotor efficiency is defined by Johnson as,

ηr =
Tivh
Pin

=
C

3
2
T i

CPi
√

2
(3.20)

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 3. HARDWARE AND SYSTEM DESIGN 37

Table 3.4: Averaged test measurements around hover.

Ti 14.25 N

ω̄r 482 rad/s

C̄T 0.009 -

V̄in 24.7 V

Īin 9.7 A

P̄elec 239.6 W

A lumped motor-ESC efficiency, ηm/e, can subsequently be deduced from the rotor
and total system efficiency as,

ηm/e =
ηt
ηr

(3.21)

To summarise, from measurement recorded using the thrust test jig one can empiri-
cally determine the constants listed in Table 3.4. This allows the analytical determi-
nation of the rotor power coefficient, via Equation 3.15, and subsequently the virtual
yaw moment arm via Equation 3.11. Following this method, a virtual yaw moment
arm of RN = 0.018 m is determined for the vehicle around the untethered, hover
set-point. Thereafter, the recorded measurement data are used to determine the
rotor and total system efficiencies from Equations 3.20 and 3.19 respectively. With
knowledge of these efficiencies one can determine the lumped motor-ESC efficiency
from Equation 3.21, which can be further separated by taking the motor efficiency
as provided by the manufacturer. These system efficiencies are used purely as a
final sanity check considering the number of general assumptions employed in the
blade element theory derivation of RN . The resulting total and component-specific
efficiencies are listed in Table 3.5, with each component falling within the plausible
efficiency limits, thereby lending confidence to the calculated value of RN . The ESC
efficiency, ηe, is calculated based on a motor efficiency of ηm = 0.8 as provided by
the manufacturer.

Table 3.5: Expected vs calculated component and system efficiencies.

Component Unit Expected Efficiency Calculated

Motor ηm 0.75 - 0.85 0.8†

Rotor ηr 0.7 - 0.75 0.73

ESC ηe 0.85 - 0.95 0.88

Total ηt 0.45 - 0.60 0.51

† Assumption based on manufacturer data.
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3.3.5 Mass Moments of Inertia

Three alternative methods were utilised in the determination of the vehicle mass
moments of inertia, including a detailed CAD assembly model, a simple experiment
and simplified hand calculations as a final verification.

The CAD assembly model is illustrated in Figure 4.4, and is made up of separate
parts for all the major aircraft components using measured values for the component
masses and dimensions. The masses of any associated wiring are lumped to the
appropriate components to increase the model fidelity. A CAD assembly model
provides a simple means of incorporating unique component shapes and positioning
details, in terms of both placement and orientation, in determining the physical
parameters of the aircraft assembly. The CAD assembly model is, however, limited
to a uniform density assumption for each of the individual components.

The moment of inertia experiment is based on work by Treurnicht [50], and is used
to determine the mass moment inertia about the zB body axis, Izz. The aircraft is
suspended by two ropes attached to opposite ends of the aircraft as illustrated in
Figure 3.16. The aircraft is orientated upside down in this case due to the mounting
plane being offset in the positive zB axis from the vehicle CoM. From a stationary
starting position, the aircraft is perturbed in yaw and left to oscillate about the zB
body axis. The mass moment of inertia, Izz, is determined using Equation A.27 by
measuring the period of oscillation of the perturbed hanging system.

Figure 3.16: Mass moment of inertia experiment setup.

For the hand calculations the aircraft components are represented by simplified geo-
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metric shapes in an identical manner to the aerodynamic drag coefficient calculation
in Chapter 3.3.3. The individual mass moments of inertia are calculated based on
equations provided by Budynas and Nisbett [51, Appendix A-18], and combined
using Equation 3.22 as,

I =
n∑
i

(Ii +mid
2
i ) [kgm2] (3.22)

The results of the analyses are listed in Table 3.6. The CAD model overestimates
the total vehicle mass slightly due to discrepancies between the actual mechanical
fastener masses used on the vehicle, and those used in the CAD assembly which
are generic fasteners taken from the CAD component library. The hand calcula-
tions and experiment results match well for Izz, while the CAD model prediction is
marginally greater. The final mass moments of inertia are based predominantly on
the experimental test and the hand calculations. The assumptions employed in the
hand calculations assume Ixx = Iyy and, therefore, the CAD prediction is used to
differentiate between the two axes.

Table 3.6: Aircraft Mass Moments of Inertia

Method mv [kg] Ixx [kgm2] Iyy [kgm2] Izz [kgm2]

CAD 6.03 0.172 0.177 0.310

Calculations 5.79 0.151 0.151 0.271

Experiment 5.79 - - 0.266

Final 5.79 0.149 0.153 0.268

3.3.6 Tether Mechanical Properties

PVC-coated steel wire rope (SWR) is selected for the system tether as it satisfies
the desired physical characteristics at a low-cost. The PVC-coated stranded wire
configuration resembles that of an insulated conductor, particularly in an aerody-
namic sense. While the strong mechanical properties represent a worst-case scenario
with respect to the flexural stiffness of the tether, in addition to snap loading events.
This ensures a comprehensive evaluation of the autonomous control strategy.

The calculation of the tether impact forces on the vehicle in Appendix A.2 is highly
dependent on the modulus of elasticity, E, of the tether. Variations between specific
lay-up configurations can have a significant effect on the resulting mechanical prop-
erties of stranded materials. Furthermore, manufacturer-provided mechanical data
for SWR is typically limited to maximum breaking loads/forces due to the nature
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of typical application. Consequently, the tether modulus of elasticity is determined
via a series of tension tests.

Test
Specimen

Extensometer

Hydrualic Force
Transducer

Test Computer

Figure 3.17: Tether Tension Test Setup
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Figure 3.18: Specimen 1 - Tether Tension Test Results

The tension tests were carried out in accordance with the Standard Test Method for
Tension Testing of Wire Ropes and Strand as provided by ASTM A931-08 (2013).
The tests were conducted on a 30 kN MTS Universal Testing Machine with a MFA
25 mm extensometer, as illustrated in Figure 3.17.

The tests consisted of measuring the deformation of the wire rope test specimens un-
der an increasing tensile load. The strain, ε, in each test specimen can be determined
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from the specimen deformation as,

ε =
4l
l

(3.23)

where, l is the length of the original, undeformed test specimen.

The stress, σ, in the test specimen is determined as the applied force, F , over the
cross-sectional area, A, of the undeformed specimen as,

σ =
F

A
[Pa] (3.24)

Thereafter, the elastic modulus of the specimen can be calculated via,

E =
σ

ε
[Pa] (3.25)

The results of the tether tension tests provide valuable insight into the behaviour
of the tether under an applied load. From Figure 3.18 it is clear that there exists
a definite change in gradient of the stress-strain slope, and therefore the ‘perceived’
elastic modulus, at an applied load of roughly 50 N. This is a result of the wire
rope strands ‘tightening’ as the stress in the tether increases, until a point where
the cable begins to deform elastically.

The results from tether tension tests are averaged for three test specimens and result
in the following values for the tether modulus of elasticity, Et, for an applied tether
tension, Ft,

Et =

{
43 GPa, Ft ≤ 50 N.

166 GPa, Ft > 50 N.
(3.26)
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Chapter 4

Vehicle Modelling

A mathematical model of the complete tethered system is required in order to evalu-
ate the autonomous flight controller via numerical simulation before practical testing
can be attempted. The model aims to replicate the real-world behaviour of the sys-
tem, with a higher-fidelity model providing more meaningful results.

This chapter presents the quadrotor UAV model utilised in this project. The rigid-
body assumption is applied universally when modelling conventional quadrotor UAV
designs, with models commonly derived using either of the Euler-Lagrangian or
Newton-Euler approaches. The derived system model follows the Newton-Euler for-
malism, and is similar in approach to modelling strategies implemented by Pounds [31],
Bouabdallah [34] and Mahony et al [35].

The chapter begins with a discussion on the assumptions employed in the model
derivation and their applicability to the research project. A definition of the co-
ordinate systems utilised is then provided, followed by the rigid-body kinetics and
kinematics. Thereafter, the dominant forces and moments acting on the vehicle are
described. The chapter concludes with a derivation of the actuator model utilised
in this project.

4.1 Assumptions and Limitations

The major assumptions employed in the derivation of the vehicle model are discussed
in the context of this research project.

42
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4.1.1 Airframe Properties

The aforementioned rigid-body assumption greatly simplifies the analysis by ne-
glecting the effects of mechanical elasticity in the airframe. Numerous studies on
quadrotor UAVs have proven this to be a reasonable assumption. The addition
of a tether does, however, increase the possibility of flex in the airframe, particu-
larly during ‘loose to taut’ tether transitions. However, any flex-related dynamics
occurring in the airframe are expected to be outside of the controller bandwidth.
Concerted efforts were made to mitigate these effects through the design of the
tether attachment assembly.

Furthermore, the vehicle geometry is assumed symmetric about the XZ- and YZ-
planes, with a similarly balanced distribution of mass. This assumption simplifies
the inertia tensor matrix and is reasonable for the vehicle developed in this project.

4.1.2 Dissymmetry of Lift & Blade Flapping

Dissymmetry of lift is a phenomenon that affects rotary wing aerial vehicles, partic-
ularly during periods of fast ‘forward’1 flight. It manifests, ostensibly, as a tilting of
the rotor plane, and consequently the thrust vector, which is caused by a lift force
differential between the advancing and retreating rotor blades. A difference in lift
arises when opposite blades experience differing tip speeds relative to the incoming
airflow; either due to the vehicle translating horizontally or in the presence of strong
winds. In reality the resulting asymmetric thrust profile causes dynamic flapping
of the rotor, dubbed ‘blade flapping’. However, the rotor flap dynamics correspond
with the rotor RPM and are extremely fast relative to the vehicle rigid body dynam-
ics. Consequently, analyses are limited to the steady-state dynamics as a function
of the planar velocity [49]. The time-scale separation is even greater for multirotors
relative to similarly sized helicopters, as the former employ smaller blade diameters
and operate at higher RPM values.

Full-size helicopters exploit this phenomenon with rotor blades designed to inten-
tionally flap both vertically and horizontally. This is achieved either through the
use of mechanically articulated rotors or by incorporating an added degree of elastic
flexibility in the rotor blade design. This has two primary functions; specifically, it
helps compensate for the dissymmetry of lift phenomenon as the blade angle of inci-
dence can be manipulated effectively through careful design. Additionally, it serves
to alleviate the large bending stresses generated in the rotor blades, mitigating their
effects on the rotor hub assembly.

Multirotor UAVs follow a different approach, and typically utilise fixed pitch unar-

1It is worth noting that the ‘forward’ flight reference used here is typically based on traditional
helicopters flying nose-forward. The symmetric nature of multirotor designs result in an omni-
directional flight capability, and thus, ‘forward’ flight may refer to the horizontal translation of the
vehicle in either the lateral or longitudinal directions.
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Figure 4.1: An illustration of the dissymmetry of lift phenomenon

ticulated rotor blades. Their multiple rotor configurations render the effects of the
dissymmetry of lift phenomenon less pronounced than in helicopters with their larger
single-rotor designs. In conventional quadrotor designs the two pairs of counter-
rotating rotors result in the rolling moments generated by the lateral tilt of the rotor
planes largely cancelling, with the dissymmetry of lift effects comprising primarily
of the pitching moments resulting from the longitudinal tilt of the rotor plane [36].
Furthermore, the smaller rotor diameters and UAV-scale vehicle sizes result in re-
duced bending stresses in the rotor blades, permitting the use of hinge-less designs.
While plastic rotors with significant flex characteristics are commonly used, this
is typically an economic decision as opposed to a purposeful design consideration.
Carbon fibre rotor blades form the bulk of the premium propeller market, especially
for larger multirotor applications.

Rotor blades are commonly modelled as ‘rigid’, with the effects of blade flexibility
frequently neglected. Studies [34, 36] have proved this to be a reasonable assumption
at slow velocities near the hover equilibrium condition. The derived model follows a
similar approach. This is an acceptable omission considering the hardware choices,
flight envelope and research objectives of this project.
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4.1.3 Rotor Thrust Variations

A variety of factors can cause inconsistencies in the rotor thrust output of rotary
wing aerial vehicles. These thrust variations can be significant in certain scenarios,
and have led to a number of notable military crashes [52, 53]. Factors that influence
the rotor thrust output include,

i. The free stream velocity and angle of inclination with respect to the rotor
plane.

ii. Rotor inflow variations due to aerodynamic interference from the airframe
and/or other propellers on the free stream.

iii. Flow states of the rotor.

iv. Proximity to the ground.

v. Mechanical wear.

Thrust variations due to changes in the free stream velocity are largely modelled
through the real-time determination of the rotor thrust coefficient, as described in
Chapter 4.4.1.2. This includes airflow velocity changes due to wind and translational
movements of the vehicle, but the effects of rotational movements (rolling, pitching
and yawing about the CoM) remain unmodelled. Rotational movements will result
in additional discrepancies in the rotor thrust outputs of opposing motor pairs,
due to the motor mounting positions being situated away from the vehicle CoM.
These effects are frequently neglected in literature and, thus, the effects of which
are expected to be small. Changes in the angle of inclination of the rotor plane with
respect to the free stream are inherently included in the analysis by resolving the
free stream into body axis components.

Accurately quantifying the impact of the aerodynamic interference of the airframe
and the multiple rotors on one another is a more challenging endeavour. Hoffmann
et al [36] found that alternative airframe configurations had a significant influence
on attitude stability, although these differences were primarily attributed to the use
of protective shrouds around the rotors, which can be considered somewhat of an
extreme case. These effects are acutely vehicle-specific, and without comprehensive
wind-tunnel testing or Computational Fluid Dynamics (CFD) studies there remains
a great deal of uncertainty in any attempt to quantify these effects. A suitable
wind-tunnel test facility was not available for this project and CFD studies were
deemed beyond the project scope. Thus, the effects of aerodynamic interference
are neglected in the derived model. The low-speed flight envelope, low wind-speed
flight testing conditions and specific hardware choices all contribute to mitigate
these effects during practical testing, and therefore, this is deemed a reasonable
assumption.
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The rotor flow states are the differing airflow conditions through the rotor for various
cases of the three general vertical flight regimes; namely, climb, hover and descent.
In this project analytical solutions for rotor performance are developed using a com-
bination of momentum and blade element theory, as described in Chapter 4.4.1.2.
Momentum theory is based on a simplified wake model, with airflow in the same di-
rection and a well-defined slipstream [49]. These assumptions are invalid for certain
flow conditions, which can result in drastic discrepancies in performance from the
predicted results. Four alternative rotor flow states for vertical flight are defined by
Johnson [49] as,

a. Normal working state

b. Vortex ring state

c. Turbulent wake state

d. Windmill brake state

c).

b).a).

d).

Figure 4.2: Rotor flow states: a). Normal working state b). Vortex ring state
c). Turbulent wake state d). Windmill brake state. Adapted from: Cel 84 / CC-
BY-SA-3.0
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The normal working state includes both the climb and hover flight regimes, where
the wake assumptions are reasonable and momentum theory provides good results.
Although hover is theoretically the lower boundary limit for the normal working
state, momentum theory solutions have shown to provide reasonable results for
small rates of descent (up to V/vh < −1

2), even though the flow model is technically
incorrect. The remaining flow states occur during the descent flight regime. The
vortex ring state is characterised by recirculation and unsteady flow over the rotor
disk, caused by the rotor descending within it’s own downwash. This condition
leads to a loss of lift which can prove insensitive to subsequent power increases, as it
can merely exacerbate recirculation. The vortex ring state escalates with increasing
descent velocities until the point of ideal equilibrium autorotation (in the absence
of rotor power losses), which represents the turbulent wake state boundary. At this
point the flow pattern is similar to that of a solid circular plate in a perpendicular
flow stream, with no airflow through the rotor and a turbulent wake. The windmill
brake state is encountered at very high descent velocities (almost exclusively during
autorotation manoeuvres). The flow is once again smooth and steady, but in this
case, upwards through the rotor. However, unlike the gradual flow changes between
the vortex ring and normal working states, the boundary between the windmill
brake and turbulent brake states is decisive with the flow state changing abruptly.
Momentum theory again provides a good indication of rotor performance during
the windmill brake state, while empirical methods are required to determine the
performance during the vortex ring and turbulent wake states.

The model derived in this project assumes that the rotor flow remains at all times
within the normal working state. Considering the project objectives and flight en-
velope, it is expected that the turbulent wake and windmill brake states will not be
encountered at any point during practical flight testing. However, exposure to the
vortex ring state is unavoidable to some degree, and this might have an influence
on the autonomous performance during periods of descent. These effects are miti-
gated by limiting the maximum permissible sink rate to within the aforementioned
momentum theory region of applicability.

Additional unmodelled effects include thrust variations due to ground effect and
mechanical deterioration. Ground effect reduces the rotor induced velocity by con-
straining the rotor wake, which increases the rotor thrust output for a given power
input. Variations due to ground effect are significant when the rotors are within
one rotor diameter from the ground [49]. Over time, mechanical deterioration will
degrade the rotor performance but this is expected to occur over longer time frames
relative to the current project. Thus, these are reasonable omissions considering the
project flight envelope and time-scale.
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Figure 4.3: Inertial axes definition

4.2 Coordinate Systems

Two coordinate systems are used in this project for modelling purposes; namely, an
inertial axis system and an aircraft body-fixed axis system. Both axis sys-
tems are right-handed orthogonal Cartesian axis systems. The body-fixed and iner-
tial axis systems initially coincide, and are otherwise related by Equations 4.19 and 4.24
as defined in Chapter 4.3.2.

{A} = {XI , YI , ZI} denotes the inertial axis system which conforms to the North-
East-Down (NED) standard (see Figure 4.3) and assumes a non-rotating, flat earth.
This is a reasonable assumption for short range applications [54] and one commonly
applied to UAVs. The axis origin is selected to coincide with the runway centre,
with the XI and YI axes pointing in North and East directions respectively. The
remaining ZI axis points downwards, perpendicular to the ‘flat’ earth surface.

{B} = {xB, yB, zB} denotes the aircraft body-fixed axis system as illustrated by
Figure 4.4 in Chapter 4.3. The body-fixed axes are selected to coincide with the
vehicle’s principal axes of inertia, with the body-fixed axis origin at the aircraft’s
centre of mass (CoM). The xB axis is selected as the ‘forward’, longitudinal axis
with the yB axis selected as the ‘sideways’, lateral axis. The remaining zB axis
points downwards, opposite in direction to the rotor thrust plane. The symmetric
nature of the quadrotor configuration results in near-identical values for the Ixx and
Iyy principal axes of inertia, which results in correspondingly similar lateral and
longitudinal flight dynamics. As a result, allocation of the vehicle principal axes to
specific lateral and longitudinal directions is a mere formality.

4.3 Equations of Motion

The derivation of the equations of motion for the quadrotor vehicle is based on work
performed by Blakelock [55] on fixed-wing aircraft, using the rigid-body assumption.
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4.3.1 Kinetics

The translation and rotation (about the CoM) of a rigid body in an inertial reference
frame, subjected to external forces and moments applied to or about the CoM, is
described by Newton’s 2nd Law which equates the external forces and moments to
the time derivative of the linear and angular momenta respectively as,

FA =

(
dP

dt

)
A

=
d

dt
(mVA) = mV̇A (4.1)

MA =

(
dL

dt

)
A

=
d

dt
(IA ·ΩA) = IA · Ω̇A (4.2)

Where P & L are the linear and angular momentum vectors of the rigid body
respectively, and IA is the inertia tensor calculated in the inertial frame {A}. The
drawback of this method of analysis is that IA can vary as the body moves in the
inertial frame, which complicates matters. In order to simplify the analysis, we
analyse the system dynamics in the rotating, body-fixed reference frame {B}. This
permits the use of a constant inertia tensor IB as the vehicle’s mass is constant
and the vehicle structure is assumed rigid. The external forces and moments are
subsequently determined in the body-fixed reference frame {B} that is rotating
relative to {A} as,

FB =

(
dP

dt

)
B

+ ΩB×PB = mV̇B + ΩB ×mVB (4.3)

MB =

(
dL

dt

)
B

+ ΩB×LB = IBΩ̇B + ΩB × IBΩB (4.4)

Equations 4.3 and 4.4 include fictitious forces due to centrifugal and Coriolis effects,
and are presented more succinctly in matrix form by Equation 4.5 as,[

mIn 0
0 IB

] [
V̇B

Ω̇B

]
+

[
ΩB ×mVB

ΩB × IBΩB

]
=

[
FB

MB

]
(4.5)

In is a 3× 3 identity matrix and IB is given by Equation 4.6, with the subsequent
simplification in accordance with the vehicle layout assumption in Chapter 4.1.1 and
the body-axis coordinate system definition in Chapter 4.2.

IB =

 Ixx −Ixy −Ixz
−Iyx Iyy −Iyz
−Izx −Izy Izz

 ≈
Ixx 0 0

0 Iyy 0
0 0 Izz

 (4.6)

Defining the force, moment, linear velocity and angular velocity vectors in the body-
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P - Roll Rate
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U - Velocity

N - Yawing Moment

R - Yaw Rate
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Figure 4.4: Aircraft Notation

axis coordinate system as,

FB = {X,Y, Z}T (4.7)

MB = {L,M,N}T (4.8)

VB = {U, V,W}T (4.9)

ΩB = {P,Q,R}T (4.10)

Equation 4.5 can be expanded, with the final dynamic equations defined as,∑
i

Xi = m
(
U̇ − V R+WQ

)
(4.11)∑

i

Yi = m
(
V̇ − UR+WP

)
(4.12)∑

i

Zi = m
(
Ẇ − UQ+ V P

)
(4.13)∑

i

Li = Ṗ Ixx +QR (Izz − Iyy) (4.14)∑
i

Mi = Q̇Iyy + PR (Ixx − Izz) (4.15)∑
i

Ni = ṘIzz + PQ (Iyy − Ixx) (4.16)

4.3.2 Kinematics

Having derived the vehicle equations of motion in the convenient body-fixed axis
coordinate system, a method of relating the vehicle dynamics between the body-
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fixed and inertial axis systems (and visa versa) is required. Euler angles and a
transformation matrix, known as the Direction Cosine Matrix (DCM), are used to
provide relationships between the two coordinate systems for both the orientation
dynamics and flight path information respectively.

4.3.2.1 Orientation Dynamics

Euler angles describe the orientation, or attitude, of the body-axis system relative
to the inertial axis system. Three Euler angles are required to fully describe the
vehicle attitude; these angles are illustrated in Figure 4.5 and defined below as,

1. Roll angle, φ - Vehicle rotation about the xB axis.

2. Pitch angle, θ - Vehicle rotation about the yB axis.

3. Yaw angle, ψ - Vehicle rotation about the zB axis.

zB

xB

yB

zB

θ

ϕ

ψ

y
B

x B

North

Horizon

Figure 4.5: Euler Attitude Parameters

The orientation dynamics are derived via the Euler 3-2-1 method, where the body-
fixed axis initially coincides with the inertial axis system before being rotated con-
secutively through a specific three-angle sequence; specifically, yaw, pitch and roll.
The result is an expression in terms of the body axis angular velocity ΩB, shown
by Etkin and Reid [56] to be,

ΩB =

PQ
R

 = RΩ

φ̇θ̇
ψ̇

 (4.17)

Where,

RΩ =

1 0 − sin θ
0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ

 (4.18)
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The time rate of change of the Euler angles can be calculated through Equation 4.19
by taking the inverse of Equation 4.18.φ̇θ̇

ψ̇

 = TΩ

PQ
R

 (4.19)

Where,

TΩ =

1 sinψ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ

 |θ| 6= π

2
(4.20)

The drawback of the Euler 3-2-1 method is the resulting singularity at θ = ±90 deg.
This is, however, an acceptable limitation for the current project as the pitch angle
is limited to θmax = ±25 deg.

4.3.2.2 The Flight Path

The Direction Cosine Matrix relates the vehicle flight path information between
the two axis systems, by transforming the coordinates of the vehicle state vector
from one axis system to the other, using the vehicle attitude state information. A
similar sequence of transformations (yaw, pitch and roll rotations) is employed in
the derivation of the DCM, meaning it is essentially the matrix product of three
separate transformation matrices, with each representing a single axis rotation. The
resulting DCM presented here is defined in terms of the velocity vector, but the
position vector can be used interchangeably.

The body axis linear velocities VB = {U, V,W}T are related to the inertial axis by
the DCM RV as, UV

W

 = RV

VNVE
VD

 (4.21)

Where, VNVE
VD

 =

ṄĖ
Ḋ

 (4.22)

RV =

 cψcθ sψcθ −sθ
cψsθsφ− sψcφ sψsθsφ+ cψcφ cθsφ
cψsθcφ+ sψsφ sψsθcφ− cψsφ cθcφ

 (4.23)

cx = cos(x)

sx = sin(x)
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Whilst the inverse, TV , of RV in Equation 4.23 relates the linear velocities in the
inertial axis system to those in the body axis system as per Equation 4.24.VNVE

VD

 = TV

UV
W

 (4.24)

Where,

TV =

cψcθ cψsθsφ− sψcφ cψsθcφ+ sψsφ
sψcθ sψsθsφ+ cψcφ sψsθcφ− cψsφ
−sθ cθsφ cθcφ

 (4.25)

4.4 Forces and Moments

The external forces and moments acting on or about the vehicle CoM are used to
determine the vehicle rigid-body dynamics as per Equation 4.5. The forces and
moments acting on the quadrotor vehicle developed in this project arise from four
alternative sources; namely,

1. Actuators

2. Tether

3. Body aerodynamics

4. Gravity

4.4.1 Actuators

4.4.1.1 Definitions

As previously stated in Chapter 1.1, the popularity of multirotor UAVs emanates
from their inherently simple designs which lack the sophisticated rotorhead me-
chanics of traditional helicopter designs. Helicopters achieve flight control through
the use of intricate swashplates, which allow the operator to vary the angle of at-
tack of both the main and tail rotors whilst maintaining a consistent rotor speed.
In contrast, multirotors employ several fixed-pitch, unarticulated rotors with flight
control achieved by manipulating the thrust outputs of each of the aircraft’s rotors
by independently varying the individual motor speeds. Movement in the lateral and
longitudinal directions is achieved by tilting the vehicle thrust vector in the desired
direction of travel, while yaw movements exploit the differences in aerodynamic drag
on the rotor blades rotating at different rotational velocities.

The positive quadrotor roll, pitch and yaw control inputs are illustrated in Figure 4.6.
Virtual actuator definitions are applied in a similar fashion to those in traditional
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Figure 4.6: Virtual Actuator Definitions

fixed-wing aircraft; namely, aileron - δA, elevator - δE and rudder - δR, for roll,
pitch and yaw commands respectively. The heave control input, δT , is omitted in
Figure 4.6 but the concept is trivial in comparison as it simply involves changes in
the total thrust output. The control inputs are therefore defined as,

δT = T1R + T2R + T3R + T4R [N] (4.26)

δA = T4R − T2R [N] (4.27)

δE = T1R − T3R [N] (4.28)

δR = −T1R + T2R − T3R + T4R [N] (4.29)

The aileron and elevator control inputs result in net rolling, L, and pitching, M ,
moments, respectively, about the vehicle CoM due to the motor mounting positions.
The rudder control input instead generates a yawing moment by spinning each pair
of counter-rotating rotors at differing rotational velocities, effectively exploiting the
resulting rotor drag force differential to produce a net torque on the vehicle. The
thrust control input simply results in a force input in the negative zB body-axis
direction.

4.4.1.2 Rotor Aerodynamics

The rotor aerodynamics are derived using a combination of both momentum and
blade element theory based on work by Johnson [49] and Fay [57]. Momentum theory
follows a global approach, whereby the rotor is modelled as a disk of zero thickness
capable of supporting a pressure discontinuity. Estimates of the rotor performance
are calculated using overall flow velocities and the conservation of momentum prin-
ciple. Contrarily, blade element theory estimates the specific forces acting on the
rotor blades due to their relative motion with a fluid.

From momentum theory the inflow velocity through the rotor disk in hover can be
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shown to be,

vh =

√
Th

2ρA
[m/s] (4.30)

where Th is the hover thrust, ρ is the density of the air and A is the rotor disk
area. Considering the case of purely horizontal relative motion between the rotor
and the fluid (with the rotor shaft perpendicular to the fluid flow) the inflow velocity
is determined as,

v1 =

√√√√−VH2

2
+

√(
VH

2

2

)2

+ v4
h [m/s] (4.31)

with,

VH =
√
Vx

2 + Vy
2 [m/s] (4.32)

where Vx and Vy are the relative airflow velocities in the xB and yB axes, as defined
in Equation 4.65.

The inflow ratio, λi, is used to relate the inflow velocity to the rotational speed of
the ith rotor. The inflow ratio is a dimensionless value and also serves to incorporate
the effects of relative airflow in the zB body axis as,

λi =
v1 − Vz
ωiR

(4.33)

where, ωi is the rotational speed of the ith rotor and R is the rotor disk radius.

Similarly, the rotor advance ratio, µi, relates the horizontal relative airflow velocity
to the rotational speed of the ith rotor as,

µi =
VH
ωiR

(4.34)

From blade element theory the total thrust output is calculated as,

Ti = ρACT i(ωiR)2 [N] (4.35)

CT i
σa

=

(
1

6
+

1

4
µ2
i

)
θr0 −

(
1 + µ2

i

) θtw
8
− 1

4
λi (4.36)

where σ is the rotor solidity ratio, defined as,

σ =
Nc̄

πR
(4.37)

with the equation variables defined as:
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CT i rotor thrust coefficient of the ith rotor
a blade two-dimensional lift curve slope
θr0 rotor blade pitch-angle constant
θtw rotor blade linear twist rate
N number of blades
c̄ mean blade chord length

4.4.1.3 Rotor Hub Forces and Moments

In additional to the vertical thrust forces, the rotor blades also generate significant
horizontal (relative to the rotor disk plane) forces, which, when integrated over all
the blade elements, result in a net drag force acting on the rotor hub. This net
hub force acts perpendicular to the motor shaft in the direction of the net relative
airflow. Following a similar derivation to the total thrust output, the rotor hub force
is calculated as,

Hi = ρACHi(ωiR)2 [N] (4.38)

CHi
σa

=
1

4a
µiC̄d +

1

4
λiµi

(
θr0 −

θtw
2

)
6 (4.39)

The total rotor hub force is resolved into xB and yB body axis components by
Equations 4.40–4.41.

Hxi =


Vx

VH
Hi [N], if VH > 0

0, if VH = 0

(4.40)

Hyi =


Vy

VH
Hi [N], if VH > 0

0, if VH = 0

(4.41)

These forces consequently result in additional rolling and pitching moments in pro-
portion to the perpendicular distance, dr, from the vehicle CoM to the rotor disk
plane in the zB body axis; as well as yawing moments due hub force unbalances
between the individual rotors. The resulting rotor hub moments are calculated as,

LH = dr

(
4∑
i=1

Hyi

)
[N m] (4.42)

MH = −dr
(

4∑
i=1

Hxi

)
[N m] (4.43)

NH = dm (Hy1 −Hx2 −Hy3 +Hx4) [N m] (4.44)
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4.4.1.4 Rotor Gyro Effects

During changes in pitch and roll orientation, the spinning rotor blades impart ad-
ditional torques on the vehicle dynamics due to gyroscopic precession. With the
rotors mounted vertically in the zB body axis, it follows that changes in pitch and
roll orientation of the vehicle (and hence the rotor plane) cause resulting torques that
manifest orthogonal to the initial external torque input. The resultant gyroscopic
torques are calculated as,

Lgyro = JrQ (ω1 − ω2 + ω3 − ω4) [N m] (4.45)

Mgyro = JrP (−ω1 + ω2 − ω3 + ω4) [N m] (4.46)

where Jr is the rotor inertia and P and Q are the vehicle rates of angular rotation
about the xB and yB body axes respectively.

4.4.1.5 Summary of Actuator Forces and Moments

The final forces and moments resulting from the actuators are summarised as,

XA = Hxi [N] (4.47)

Y A = Hyi [N] (4.48)

ZA = −δT [N] (4.49)

LA = dmδA + LH + Lgyro [N m] (4.50)

MA = dmδE +MH +Mgyro [N m] (4.51)

NA = RNδR +NH [N m] (4.52)

where, dm is the boom length distance to the vehicle CoM perpendicular to the
individual rotor thrust vectors, as illustrated in Figure 4.6, and RN is the virtual
yaw moment arm which relates the rotor thrust output to the resulting rotor drag
torque, as described in Chapter 3.3.4.

4.4.2 Tether Forces

The tether forces acting on the vehicle are due to the tether mass, dynamics and
aerodynamic drag. The tether is also capable of exerting a ‘tether moment’ on the
aircraft due to the tether attachment point being offset a distance dt from the vehicle
CoM in the positive zB direction, as illustrated in Figure 4.7.

The tether model outputs the horizontal (FH) and vertical (FV ) components of the
total tether force at the vehicle attachment point in the tether coordinate system.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 4. VEHICLE MODELLING 58

N

D

E

ψt

dt

FH

FV

Tether
Moment

Figure 4.7: Illustration of Tether Notation and Coordinate System

The horizontal tether force is then transformed into the inertial axis system using
the tether direction azimuth (ψt), as in Equations 4.53 – 4.54.

F tN = −FH cosψt [N] (4.53)

F tE = −FH sinψt [N] (4.54)

These forces are then resolved into the aircraft body axis coordinate system using
the DCM RV , that was previously defined in Equation 4.23.F

t
x

F ty

F tz

 = RV

F
t
N

F tE

FV

 (4.55)

The tether forces in the the xB and yB axes generate additional pitching and rolling
moments about the vehicle CoM. Mechanical swivel joints are installed at either
end of the tether to prevent the build-up of any torsional forces in the tether due
to the cable twisting. The frictional forces in the swivel joints are small enough to
be assumed irrelevant, and the tether-vehicle attachment point is located directly
below the aircraft CoM, near enough to the zB axis to ensure that the tether effects
on the yaw dynamics are negligible (NT ≈ 0). The final tether forces and moments
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acting on the aircraft are summarised in Equations 4.56 – 4.60.

XT = F tx [N] (4.56)

Y T = F ty [N] (4.57)

ZT = F tz [N] (4.58)

LT = −dtF ty [N m] (4.59)

MT = dtF
t
x [N m] (4.60)

4.4.3 Body aerodynamics

When a solid object immersed in a fluid experiences relative motion between itself
and the fluid, it is subjected to pressure forces normal to the body surfaces and shear
forces parallel to the body surfaces. These pressure and shear forces on each of the
body surfaces are aggregated to form resultant pressure and shear forces acting on
the object. The drag force is the component of these resultant pressure and shear
forces parallel to the flow direction.

This section models the dominant aerodynamic drag forces acting on the aircraft
due to relative motion between the vehicle body (excluding the rotor blades) and
the surrounding fluid stream. External flow problems are notoriously complex with
exact analytical solutions typically unobtainable. CFD analyses can provide useful
results but experimental wind-tunnel testing remains the most accurate method
of analysis. An alternative pragmatic approach, whereby the aerodynamic forces
are inferred from practical flight data under ‘known’ wind conditions, is limited
by the accuracy of the GPS sensor. In the absence of both CFD techniques and
empirical approaches, this analysis makes a number of simplifying assumptions in
the derivation of the aerodynamic model.

4.4.3.1 Aerodynamic Forces

The drag force calculations are based on laminar incompressible flow, with the fluid
properties assumed constant throughout the flow field. The fluid properties selected
throughout this thesis are those of air at 15◦C and 1 atm, as defined by C� engel and
Cimbala [48, Table A-9]. The aerodynamic drag forces acting on the vehicle are
calculated using Equations 4.61 – 4.62 as,

FDi = qiCDi [N] (4.61)

qi =
1

2
ρVi|Vi| [Pa] (4.62)

with the equation variables defined as:
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CDi lumped vehicle drag coefficient
qi dynamic fluid pressure
ρ fluid density
Vi relative fluid velocity

where the subscript i denotes either of the xB, yB or zB body-axis directions.

The drag force can, depending on the aircraft velocity vector, orientation and pre-
vailing wind conditions, act in either the positive or negative zB directions, where
it will either reduce or augment the total thrust output; manifesting as either an
upwards or downwards force on the vehicle. The lumped vehicle drag coefficients
are determined for each of the body-axis directions in Chapter 3.3.3.

The dynamic fluid pressure from Equation 4.62 is a function of the fluid density
and relative fluid velocity. The relative fluid velocity, in turn, is determined as the
sum of the aircraft velocity and any external wind. Wind is added to the simulation
model to improve the model fidelity, with details of the wind model provided in
Chapter 8.3.1.

The wind model outputs a reference wind vector, Vw∗
I , with wind magnitudes in the

inertial axis frame at an altitude of 10 m. The final wind magnitudes acting on the
vehicle are determined as a function of the vehicle altitude as,V

w
N

V w
E

V w
D

 =

( |D|
10

)ηw V
w∗
N

V w∗
E

V w∗
D

 [m/s] (4.63)

where, D is the vehicle altitude and ηw is the Hellmann exponent as specified in
Chapter 5.1.

The final wind magnitudes are then resolved in the aircraft body axis coordinate
system using the DCM RV from Equation 4.23,V

w
x

V w
y

V w
z

 = RV

V
w
N

V w
E

V w
D

 [m/s] (4.64)

The final relative fluid velocity is then simply the sum of the wind and the airflow
components resulting from the aircraft velocity as in Equation 4.65.VxVy

Vz

 = −

UV
W

+

V
w
x

V w
y

V w
z

 [m/s] (4.65)

The final aerodynamic forces in the body-axis coordinate system are summarised in
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Equations 4.66 – 4.68.

XD = qxCDx [N] (4.66)

Y D = qyCDy [N] (4.67)

ZL = qzCLz [N] (4.68)

These forces are applied directly to the vehicle CoM, which implies that the effects
of wind shear are neglected. In practice, any drag surfaces away from the vehicle
CoM provide potential sources of wind shear, which can generate additional rolling,
pitching and yawing moments on the aircraft. Wind shear effects about the zB
body axis are expected to be small due to the highly symmetric nature of the
vehicle layout about the XZ and YZ planes. Contrarily, the aircraft is noticeably
asymmetric about the XY plane, which results in the effects of wind shear about the
xB and yB body axes having a more pronounced impact on the vehicle dynamics.
Drag surfaces above and below the vehicle CoM will have opposing effects on one
another, in proportion to their respective shapes, sizes, orientations and distances
from the vehicle CoM. These effects are difficult to accurately quantify and any
attempt at doing so is ultimately prevented by the lack of available empirical data
on how the body drag coefficients vary for various orientations relative to the fluid
stream.

Ultimately the wind shear assumption is, in any case, overshadowed by the inherent
limitations of a simplified analytical approach such as the method of superposition.
The model neglects the potentially significant effects of the rotor downwash on
the fluid stream, nor does it account for the effects of the already simplified 3-
Dimensional bodies on one another. Deficiencies in the aerodynamic model are,
however, tempered by their overall (in)significance. In the analyses of multirotor
systems, with the exception of the vehicle actuators, the remaining aerodynamic
forces are significantly less dominant relative to their fixed-wing counterparts. This
is due to differences in both the aircraft designs and flight velocities. Therefore the
simplified modelling approach is deemed sufficient for the purposes of this research
project, especially considering the limited flight envelope.

4.4.4 Gravitational Force

The effects of gravitational acceleration on the vehicle are modelled as a force corre-
sponding to Newton’s 2nd law, which acts exclusively in the positive ZI direction of
the inertial axis system. Using the flat, non-rotating earth assumption the gravita-
tional field is assumed uniform which causes the vehicle CoM and centre of gravity
(CoG) to coincide. Therefore the gravitational force does not generate any moments
on the vehicle (LG = MG = NG = 0). The inertial force vector can therefore be
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defined as,

FG
I =

 0
0
mg

 [N] (4.69)

The force vector in the body axis system is determined using the transformation
matrix defined in Equation 4.23.

FG
B = RvFG

I (4.70)

The final gravitational forces acting on the vehicle CoM in the body axis system are
summarised as,

FG
B =

XG

Y G

ZG

 =

 − sin θ
cos θ sinφ
cos θ cosφ

mg [N] (4.71)

4.4.5 Summary of Aircraft Forces and Moments

The final forces and moments acting in and about the aircraft’s body axes can be
summarised as, ∑

Xi = XA +XT +XD +XG [N] (4.72)∑
Yi = Y A + Y T + Y D + Y G [N] (4.73)∑
Zi = ZA + ZT + ZL + ZG [N] (4.74)∑
Li = LA + LT [N m] (4.75)∑
Mi = MA +MT [N m] (4.76)∑
Ni = NA [N m] (4.77)

These forces are used in Equations 4.11–4.16 to determine the dynamic response of
the vehicle in the non-linear simulation environment.
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Chapter 5

Tether Modelling

The tether influence is expected to be substantial in the context of the UAV system
and, therefore, the tether model forms a critical element of the analysis. A repre-
sentative mathematical model of the tether is required for both the development
and evaluation of the autonomous flight control strategy before practical testing can
be attempted. Of particular interest is the ‘loose to taut’ tether transitions where
the aircraft is potentially vulnerable to large impact forces. Thus, the tether model
aims to best represent this scenario.

The chapter begins with the identification and characterisation of the primary tether
forces in order to better coordinate the tether modelling strategy. Thereafter the
tether modelling strategy is presented, before the chapter culminates with an anal-
ysis of the potential tether dynamics.

5.1 Tether Forces

The primary forces acting on the tether consist of the aerodynamic drag force, the
tether weight and additional tether tension forces generated by the constraining
nature of the tether on the vehicle. Due to the low tension forces, the tether lengths
employed and the pedestrian vehicle flight envelope, centripetal forces can be shown
to be sufficiently small to be neglected from the analysis.

5.1.1 Aerodynamic Drag

The aerodynamic drag force can be separated into friction and pressure drag com-
ponents. The pressure drag component acts perpendicular to the tether and forms
the major contributor. Conversely, the friction component acts tangential to the
tether and is typically an order of magnitude (or greater) smaller than the pressure
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drag component [24], and is therefore neglected. The frictional drag component is
typically considered in high-altitude applications (such as tethered aerostats or in-
flatable kite systems) which incorporate tether lengths upwards of 1 km in length;
but its omission is deemed a reasonable assumption in the context of this project.

The aerodynamic drag force is calculated in a similar manner to the vehicle drag
force from Equation 4.61 as,

FDt = qtCDtdtLt [N] (5.1)

qt =
1

2
ρV̄ 2

t [Pa] (5.2)

where,

CDt tether pressure drag coefficient
dt tether cross-sectional diameter
Lt total length of the elevated portion of the tether
qt dynamic fluid pressure acting on the tether
ρ fluid density
V̄t average relative fluid velocity perpendicular to the tether

The tether pressure drag coefficient of CDt = 1.2 is determined empirically by Ho-
erner [24, 3-9], and is valid for 103 ≥ Re < 2× 105,

Re =
ρVtdt
µ

(5.3)

where, µ is the dynamic viscosity of the fluid.

Justus and Mikhail [58] provide a means of estimating the windspeed variation with
altitude via a reference windspeed VR at a corresponding reference altitude hr,

V

VR
=

(
h

hR

)ηw
(5.4)

where, ηw = 0.2 is the Hellmann exponent based on neutrally stable air above
relatively flat terrain1.

The average windspeed, V̄ , over the vehicle altitude interval [0, |D|] is used to de-
termine the aerodynamic drag force on the tether, based on a reference altitude of

1Technically defined as terrain with ground objects and/or shrubbery ≤5 m in height.
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hR = 10 m.

V̄ =
VR
|D|

∫ |D|
0

(
h

10

)0.2

dh [m/s] (5.5)

V̄ = VRK(|D|)0.2 [m/s] (5.6)

K =
0.10.2

1.2
(5.7)
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Figure 5.1: Illustration of the windspeed gradient, average windspeed and Tether
Reynolds Number
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Figure 5.2: Characterisation of the tether drag vs windspeed
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Figure 5.2 illustrates the variation of the tether-drag-force to untethered-vehicle-
weight ratio, relative to both the windspeed and tether length. The ratio provides
a simple means of gauging the impact of the drag force on the tethered system in
a static sense. The analysis considers the vertical tether case, with a steady wind
parallel to the ground.

Unsurprisingly, the tether drag force is increasingly sensitive to fluctuations in wind-
speed for longer tether lengths. This is primarily due to the quadratic drag term
in Equation 5.2, in addition to the increases in the mean windspeed and the drag
surface area for longer tether lengths. Nevertheless, at low to moderate windspeeds
the static drag force magnitudes remain small relative to the vehicle inertia for the
majority of tether lengths.

5.1.2 Tether Weight

The weight is the gravitational force acting on the tether due to it’s own mass. The
tether mass increases linearly with the tether length, Lt, while the tether weight,
wt, is the product of the tether mass and gravity, g = 9.81 ms−2. The tether weight
always acts vertically in the inertial coordinate system and is determined as,

wt = µtLt [N] (5.8)

For ‘shorter’ (Lt � 1 km) low-altitude applications, tethers are commonly modelled
as massless, with the effects of the tether weight neglected. However, this assumption
is limited to non-conducting tethers, which can be manufactured from high-strength
and low-weight synthetic materials; or applications where the tether weight is small
relative to the vehicle reaction forces and/or inertia. In contrast, the tether weight is
expected to be significant for the quadrotor UAV case, considering the ‘conducting’
tether, the limited reaction forces and small aircraft inertia.

Figure 5.3 provides a comparison of the tether weight and aerodynamic forces with
respect to the vehicle weight, wv. For general operating conditions, with moderate
to low windspeeds, the tether weight constitutes the primary static disturbance
force on the aircraft, with the tether weight comparable in magnitude to a 9 ms−1

cross-wind at the 10 m reference altitude.

5.1.3 Tether Tension

The final tether force considered is the additional static tension forces that may
arise due to the restraining action of the tether on the aircraft. The static tension
force is inherently limited by the thrust capabilities of the aircraft, and is inversely
proportional to the tether weight and aerodynamic drag forces, as per Figure 5.4.
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Figure 5.4: Tension force capability of the tethered system.

An additional tension capability is desirable from a design perspective in order to
counter tether disturbances and maintain a desired altitude set-point. Consequently,
the aircraft’s altitude tracking ability is diminished as the tension headroom de-
creases with a corresponding increase in altitude. As a result, Figure 5.4 provides
an indication of the maximum altitude capabilities of the tethered system.
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5.2 Modelling Strategy

As perhaps is indicated by the tether force analysis, the major underlying assump-
tion employed in the derivation of the tether model is that the tether remains in a
constant state of equilibrium, enabling it to be treated quasi-statically. In reality
the tether forces fluctuate continuously, but the tether is assumed to reach equilib-
rium quickly enough to validate this assumption. This approach is one commonly
employed in the analysis of tethered kite systems [21, 22, 23, 25].

The modelling strategy is indicated below for three alternative tether configurations;
namely, a partially-elevated tether state, a general case for the fully-elevated tether
state and the vertical case for the fully-elevated tether state.

5.2.1 Partially-Elevated Tether

The first, and simplest, tether configuration is that of the partially-elevated tether,
which occurs in three possible scenarios:

i. During and after take-off as the vehicle climbs to it’s operational altitude.

ii. In the event of large ‘shock’ impacts where the aircraft loses sufficient altitude
for the tether to become slack.

iii. In the event that the aircraft is incapable of lifting the tether in it’s entirety.

L

|D|

L

|D|

O O

Figure 5.5: Illustration of the partially- and fully-elevated (general case) tether
configurations.

The partially-elevated state is entered when the aircraft satisfies the following posi-
tional condition, √

L2 +D2 ≤ Lt (5.9)
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where, L is the horizontal span distance between the aircraft and the tether mounting
point, O.

This condition is conservative and it leads to a slight overestimation of the tether
force vector as the system transitions between the partially and fully elevated states,
but it is a reasonable assumption as the forces in this state are typically small.

The tether is incapable of supporting additional tension forces in this state, and
consequently, the dominant forces consist of the tether weight and aerodynamic
forces. Aerodynamic forces are expected to have an increased influence on the
orientation of the tether force vector in this state, due to the smaller force magnitudes
involved. The vertical tether force component is determined from the vehicle altitude
as,

F tD = µt|D| [N] (5.10)

While the horizontal tether force components are determined using the aerodynamic
drag reaction forces at the vehicle, neglecting any frictional forces between the tether
and the ground.

F tN =
1

2
qtNCDtdt|D| [N] (5.11)

F tE =
1

2
qtECDtdt|D| [N] (5.12)

Resulting in the tether force vector, FT , in the inertial axis system,

FT =


F tN

F tE

F tD

 [N] (5.13)

5.2.2 Fully-Elevated Tether

The equilibrium equations for the general case of the fully-elevated tether are devel-
oped in Chapter 5.3 following a similar approach to the analyses of guy cables by
Irvine [59] and Dean [60]. The governing equations are derived based on the simpli-
fying assumption that the tether aerodynamic drag force component is small relative
to the total tether tension. The equations are developed by applying a static force
balance to an elemental length of the tether, with the aircraft and tether mounting
point providing positional boundary conditions at each end of the tether.

The resulting system of equations reduces to that of a catenary, which provides an
effective means of modelling the tension force gradients during the critical ‘loose to
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taut’ transitions. The catenary equations consist of both algebraic and transcen-
dental functions, and therefore, require iterative numerical solution methods. Ap-
proximate ‘explicit’ solutions are determined by replacing the transcendental terms
with their respective power series expansions. These solutions are used as initial
conditions to an iterative scheme based on Newton’s Method.

The solutions diverge from the actual solutions for the vertical tether case, where
the tether angle of inclination to the ground approaches 90◦ and the catenary rep-
resentation is no longer valid. For this scenario the tether force is estimated via the
Lagrangian methods described in Appendix A.2. The ‘pre-impact’ kinetic energy of
the vehicle is used to estimate the resulting elastic deformation of the tether as a
function of the vehicle’s initial impact velocity. Thereafter, Hooke’s Law is used to
determine the impact force as a linear function of strain.

5.3 Quasi-static Tether Governing Equations

The tether is modelled as per Figure 5.6, with the tether mounting position at
point O and the airborne aircraft at point P . Notation choices are based on those
typically found in literature, with the lower-case letters s, l and h representing the
tether length, span and vehicle altitude respectively.

l

h

O

T0 V0

H

TpVp

H

s

ds

wt

T+dT

T

θ

θ+dθ x

z

P

θc

Lc

θ0

θp

Figure 5.6: Free-body diagram for the general fully-elevated tether case.

Applying a static force balance to the elemental tether length, ds, in the vertical
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axis, z, the equilibrium equations can be derived as,∑
Fz = 0 → dT sin θ = µtds (5.14)

T =
H

cosθ
(5.15)

tan θ =
dz

dx
(5.16)

Substituting Equations 5.15 and 5.16 into Equation 5.14 yields,

d2z

dx2
=
µt
H
ds (5.17)

The element length is given by,

ds =
√
dx2 + dz2 (5.18)

Substituting Equation 5.18 into 5.17 yields,

d2z

dx2
=
µt
H

√
1 +

(
dz

dx

)2

(5.19)

Integrating Equation 5.19 yields,

dz

dx
= sinh

(µt
H
x+ C1

)
(5.20)

z(x) =
H

µt
cosh

(µt
H
x+ C1

)
+ C2 (5.21)

The integration constants C1 and C2 are evaluated using the known positional
boundary conditions for the vehicle and tether mounting point, z = 0 at x = 0
and z = h at x = l.

C2 = −H
µt

cosh (C1) (5.22)

C1 = sinh−1

 µth

2H sinh
(
µtl
2H

)
− µtl

2H
(5.23)

Now substituting Equation 5.20 into 5.18 yields,

ds

dx
=

√
1 +

(
sinh

(µt
H
x+ C1

))2
(5.24)

ds

dx
= cosh

(µt
H
x+ C1

)
(5.25)
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Integrating Equation 5.25 yields an equation for the tether length s,

s(x) =
H

µt
sinh

(µt
H
x+ C1

)
+ C3 (5.26)

The integration constant C3 is evaluated at the boundary condition for the tether
mounting point s = 0 at x = 0.

C3 = −H
µt

sinh (C1) (5.27)

Using the known tether length, s(l) = Lt, and hyperbolic trigonometry identities,
Equation 5.26 can be manipulated to yield the simplified expression,

Lt =

√
h2 +

4H2

µ2
t

sinh2 (r) (5.28)

or, √
L2
t − h2 =

2H

µt
sinh (r) (5.29)

where,

r =
µtl

2H
(5.30)

The tether slope angles θ0 and θP are determined by substituting Equation 5.16 into
Equation 5.20 and evaluating at x = 0 and x = l.

θO = tan−1 (sinh (C1)) (5.31)

θP = tan−1
(

sinh
(µt
H
l + C1

))
(5.32)

The vertical reaction forces are then determined using the tether slope and horizontal
reaction force, H.

VO = H tan θ0 (5.33)

VP = H tan θP (5.34)

Solution Method

The solution method focusses on determining the horizontal tether force component,
H, for a given vehicle position P = {N,E,D} and a known tether length Lt. There-
after, the tether inclination angle at the vehicle, θP , and the vertical tether force
component, VP , are easily obtainable from Equations 5.32 and 5.34 respectively.

The catenary equations with their transcendental terms are smooth functions which
are well-suited to numerical iteration techniques to approximate the function roots.
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An iterative scheme based on Newton’s Method is developed in order to determine
solutions for the horizontal force component for a given vehicle position and a known
tether length. The formula for the iterative scheme is derived in terms of the hori-
zontal force component and the zero function f0 as,

Hn+1 = Hn −
f0

∂f0/∂Hn
(5.35)

From Equation 5.29 the zero function is defined as,

f0 =
2Hn

µt
sinh

(
µtl

2Hn

)
−
√
L2
t − h2 (5.36)

The zero function derivative, in terms of the horizontal force component, is subse-
quently derived as,

∂f0

∂Hn
=

2

µt
sinh

(
µtl

2Hn

)
− l

Hn
cosh

(
µtl

2Hn

)
(5.37)

The performance of the iterative scheme is largely dependent on the selection of
an appropriate initial estimate H0 sufficiently close to the real function root. To
that end, the transcendental function in Equation 5.29 is approximated by its corre-
sponding Maclaurin series expansion which enables an explicit solution for H0. The
Maclaurin series expansion of the hyperbolic sine function is given by Stewart [61]
as,

sinh(x) = x+
x3

3!
+
x5

5!
+ . . . (5.38)

Substituting Equation 5.38 into 5.29 and retaining powers up to and including r5,
yields an approximate solution for the tether length, Lt, in terms of the chord length
Lc (from Figure 5.6) as,

Lt ≈ Lc +
l2r2

6Lc
+

l2r4

45Lc
− l4r4

72L3
c

(5.39)

Equation 5.39 can be subsequently expressed in terms of r as,

ar4 + br2 + c = o (5.40)

where,

a =
1

5
− l2

8L2
c

(5.41)

b =
3

2
(5.42)

c = −9Lc (Lt − Lc)
l2

(5.43)
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Equation 5.40 is a biquadratic equation and can be easily solved for r2 using the
quadratic formula,

r2 =
−b+

√
b2 − 4ac

2a
(5.44)

Thereafter, H0 is determined via Equation 5.30 as,

H0 =
µtl

2
√
r2

(5.45)

Equation 5.45 provides a well-defined initial estimate of the horizontal tether force
component, which aids numerical stability and improves the rate of convergence. A
solution accurate to within 0.01 N is typically found within 3 iterations.

5.4 Tether Dynamics

The quasi-static assumption employed in the derivation of the tether model assumes
that the tether maintains a state of equilibrium and uniform tension. While this
assumption is reasonable for the general flight case, there are specific instances where
the tether dynamics may result in significant tension fluctuations that could have a
destabilising effect on the aircraft.

5.4.1 Fundamental Tether Frequency

Changes in tension are communicated through the tether by transverse and longitu-
dinal waves. Longitudinal waves act tangentially through the tether and are atten-
uated primarily through internal friction forces, which renders them well damped.
Transverse waves, contrarily, act perpendicular to the tether and are poorly damped
due to aerodynamic drag being the primary dissipation mechanism.

Treating the tether as a vibrating string, the fundamental frequency, ft, of the tether
can be determined in terms of the transverse and longitudinal wave velocities, ct/l,
as,

fi0 =
ci

2Lt
[Hz] (5.46)

where,

ct =

√
T

λt
[m/s] (5.47)

cl =

√
k + T

λt
[m/s] (5.48)

where, T is the tension in the tether, λt is the tether mass per unit length and k is
the tether stiffness constant defined in Equation A.5.
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5.4.2 Mechanisms of Excitation

The aircraft dynamics and external wind form the two possible mechanisms of ex-
citation for the tether. Disturbances with frequencies matching that of the tether
fundamental frequency (or even perhaps harmonics of the fundamental) can po-
tentially cause the tether to resonate, generating high-amplitude longitudinal and
transverse waves.

Longitudinal Excitation

Prolonged excitation of the tether longitudinal dynamics is unlikely due to the low-
energy nature of the tethered system. The tether stiffness constant in Equation 5.48
is several orders of magnitude larger than the tension forces (k ≫ T ) which results
in a fundamental frequency well above that of the aircraft dynamics, fl0 ≫ fa.
Similarly, the high-frequency aerodynamic forces acting on the tether are small
relative to the forces required to elastically deform the cable. Snap loading scenarios
present the only means of longitudinal wave excitation, the effects of which are
mitigated by the extremely short loading durations and the effective attenuation
mechanism.

Transverse Excitation

The formation of transverse waves in the tether can alter both the magnitude and
direction of the tether force vector. The equation for transverse waves on a string
is derived by Hartog [62] from Hooke’s Law as,

∂2u(r, t)

∂r2
=

1

c2
t

∂2u(r, t)

∂t2
(5.49)

With a solution of the form,

u(r, t) =

∞∑
n=0

Bn sin (2πnft0t+ φ) sin
(nπ
L
x
)

(5.50)

where, u is the direction normal to the straight tether and r is the radial direction
along the tether.

Thus, resonant transverse excitation of the tether would manifest as a fluctuat-
ing tether force vector, that is magnified by the inertia of the dynamic tether and
periodic in both magnitude and direction.

The transverse excitation of wind-loaded flexible cable structures is a well-documented
phenomenon caused by aeroelastic flutter. Cable systems are vulnerable to two al-
ternative flutter regimes; namely, conductor gallop and vortex shedding.
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Figure 5.7: Separation of the aircraft and tether dynamics.

Vortex shedding is a high-frequency, low-amplitude oscillatory flow state caused
by alternating low-pressure vortices in the tether wake. The alternating nature of
these pressure vortices causes the cable to oscillate normal to the flow direction at
a frequency, fs. The vortex shedding frequency for a circular cylinder is given by
Equation 5.51 as,

fs =
St·V
dt

[Hz] (5.51)

where, V is the flow velocity, dt is the cylinder diameter and St is the Strouhal
number equal to St ≈ 0.2 for 250 ≥ Re < 105.

Vibration in the tether can be resonant, for a suitably periodic wind load, if the fun-
damental frequency, ft0, of the tether coincides with the vortex shedding frequency.
It is clear from Figure 5.7 that is an unlikely scenario as the vortex shedding fre-
quency is well separated from the fundamental tether frequency and any significant
harmonics.

Conductor gallop is a low-frequency (0.1 – 1 Hz), high-amplitude oscillatory phe-
nomenon encountered by cable structures with asymmetrical cross-sections. The
nonsymmetric profile causes the cable to become aerodynamically unstable, which
results in the high-amplitude oscillatory response. While the frequency range coin-
cides with ft0, conductor gallop is expected to be suppressed by utilising a tether
with a circular cross-section.

In addition to the possible wind excitation mechanisms, transverse waves can result
from changes in the aircraft position. High-energy radial positional changes, that
typically result in snap loading scenarios, can cause transverse oscillations due to
the kinetic energy of the tether as it transitions from a loose to taut configuration.
While these oscillations are poorly damped, they are expected to be small relative
to the initial impact force, and will decay over time.
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Perhaps of greater concern is the possibility of the aircraft dynamics exciting the
tether’s resonant modes through tangential positional changes. Figure 5.7 illus-
trates the degree of separation between the aircraft positional dynamics and the
fundamental tether frequency. While the aircraft’s positional dynamics are lower
than the tether fundamental frequency, they are within an order of magnitude of
one another and could feasibly result in some degree of transverse excitation. The
effects of such an excitation are inherently confined by the physical limitations of the
aircraft as a forcing function, but the forces could be significant enough to destabilise
the autonomous flight controllers. In such a scenario the tether excitation should
be obvious to an observer, at which point the safety pilot can take evasive action by
reducing altitude and/or releasing tether if required.
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Chapter 6

General Features of Tethered
Flight

The introduction of a tether introduces unique control challenges for the quadrotor
UAV. This section aims to identify the idiosyncrasies of tethered flight in the pursuit
of a viable autonomous control strategy for the aircraft.

6.1 Simplified Governing Equations

The tethered flight strategy is based on the assumption that tether may be treated
as a disturbance, which implies that the tether dynamics may be neglected from the
linear aircraft model. This assumption is not valid for short tether lengths, where
the tether force vector is significantly greater than the tether weight (Ft � wt).

Due to the symmetric nature of the aircraft, the dominant aircraft dynamics can be
sufficiently encapsulated by the simplified 2-Dimensional case ({φ, φ̇, φ̈, ψ̇, ψ̈} = 0)
illustrated in Figure 6.1. The yaw angle, ψ, is set such that the aircraft’s xB axis
is aligned with the horizontal component tether force vector. The yaw dynamics
remain unchanged for the tethered case and are neglected as they are sufficiently
decoupled. Neglecting aerodynamic effects and the actuator gyro moments, the
governing equations for the aircraft can be further simplified to,

z̈ =
−δT
m

+ gcos(θv) +
Ft
m
sin(θv + θp) (6.1)

ẍ = − gsin(θv) +
Ft
m
cos(θv + θp) (6.2)

θ̈v =
δEdm
Iyy

+
dtFt
Iyy

cos(θv + θp) (6.3)

78
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mg

xB

zB

Ft
θp

δT

θv
dt

Figure 6.1: 2-Dimensional Case: Forces and Notation.

6.2 Tether as a Constraint

The most obvious feature of tethered flight is the constraining nature of the tether
on the aircraft position. This feature becomes particularly problematic, from a con-
ventional position feedback control perspective, when coupled with any uncertainty
in the aircraft’s position state vector. Estimates of the aircraft’s inertial position
state vector are provided by the kinematic state estimator by propagating measure-
ments from the onboard inertial measurement unit. However, these estimates tend
to drift from the actual state over time due to sensor biases and numerical integra-
tion errors. To counter this, the propagated estimates are corrected at intervals of
5 Hz using position measurements from a GPS receiver. The 5 Hz corrections are
fast relative to the aircraft’s positional dynamics, which results in the propagated
estimates quickly settling at the GPS measurement values.

The positional accuracy attainable through GPS is highly variable for differing hard-
ware and measurement techniques, and can range from several metres to centimetre
precision. As stated in Chapter 3.2.2.1, the GPS receiver used on the aircraft is a
NEO-7P module by ublox, which is a standalone single-point GPS receiver. Static
position tests (illustrated in Figure 6.2) were conducted to provide an indication
of the GPS measurement drift at the practical testing facility over the duration of
a typical flight. The test results are presented in Table 6.1 and compared against
performance specifications provided by ublox.

Table 6.1: GPS Position Accuracy

50% CEP σ 2σ 3σ Unit

Horizontal - Specification <1 <1.2 <2.4 <3.6 [m]

Horizontal - Measured 0.87 1.04 2.086 3.129 [m]

Vertical - Specification - 2.4–3.6 4.8–7.2 7.2–10.8 [m]

Vertical - Measured - 2.60 5.2 7.80 [m]

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 6. GENERAL FEATURES OF TETHERED FLIGHT 80

0 200 400
−4

−3

−2

−1

0

1

2

3

4

Time [s]

N
o
rt
h
[m

]

North Position Measurement

Test 1

Test 2

Test 3

0 200 400
−4

−3

−2

−1

0

1

2

3

4

Time [s]

E
a
st

[m
]

East Position Measurement

0 200 400
−8

−6

−4

−2

0

2

4

6

8

Time [s]

A
lt
it
u
d
e
[m

]

Altitude Position Measurement

2σ
3σ

Figure 6.2: Illustration of the GPS Measurement Drift

The measured data correlates well with the performance specifications provided by
the manufacturer for both the horizontal and vertical position measurements. It is
clear that the tethered system requires a dedicated vertical control strategy that is
robust to the significant uncertainty in the altitude measurements. The uncertainty
in the horizontal position measurements is less problematic. Conventional longi-
tudinal and lateral control strategies are expected to be feasible within a suitably
defined flight envelope.

6.2.1 Flight Envelope

Equations 6.1–6.2 can be used to determine the theoretical positional limits where
the aircraft is capable of maintaining a static equilibrium ({z̈, ẍ, θ̈v} = 0), based
on the maximum thrust vector, δTmax , and a maximum desired aircraft orientation
angle of θvmax = ±25◦.

By equating z̈ = 0, Equation 6.1 can be manipulated into the form,

Ft =
δT −mg cos(θv)

sin(θv + θp)
(6.4)

Substituting Equation 6.4 into 6.2 the tether inclination angle is calculated as,

θp = cot−1

(
mg sin(θv)

δT −mg cos(θv)

)
− θv |δT > mg cos(θv)| (6.5)

The minimum tether inclination angle, and by implication the maximum horizontal
span limit, can be determined from Equation 6.6, based on the desired tether length
and horizontal position certainty limit.

θpmin = cos−1

(
Ltcos(θ̂p)− nσ

Lt

)
(6.6)
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Figure 6.3: Positional flight envelope and equilibrium conditions.

where, θ̂p = f(δTmax , θvmax) from Equation 6.5.

The ideal vertical position limits are calculated using Equation 6.7, based on the
maximum tether force, Ftmax , for a given tether inclination angle.

hmax =
Ftmaxsin

2(θp)

µt
(6.7)

An iterative scheme (again based on Newton’s Method) is developed in order to
determine solutions for the aircraft orientation angle, θv, accurate to within 0.01◦.
The aircraft orientation angle, in turn, is required for the computation of Ftmax in
Equation 6.4. The iterative method is defined as,

θn+1
v = θnv −

f0

∂f0/∂θnv
(6.8)

Where the zero function, f0, is defined by once again substituting Equation 6.4 into
6.1.

f0 = mg {cos(θv) + sin(θv)tan(θv + θp)} − δTmax (6.9)

The zero function partial derivative is subsequently derived as,

∂f0

∂θnv
= mg

{
cos(θv)tan(θv + θp) + sin(θv)sec

2(θv + θp)− sin(θv)
}

(6.10)
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The aircraft positional limits, based on the ≈ 99.7% horizontal position certainty
limit of 3σ = 3.6 m, and a minimum operational altitude of 10 m, are illustrated in
Figure 6.3.

6.3 Tether Disturbance Forces

This section aims to quantify the effects of the tether disturbance forces on the
aircraft, by considering the aircraft sensitivity to variations in the tether force vector.
Thereafter, the natural damping properties of the tether are investigated.

6.3.1 Sensitivity

Variations in the tether force vector are expected to arise due to the aircraft dy-
namics, the unmodelled tether dynamics and environmental disturbances such as
wind. For the ‘static’ hover case, these variations are expected to manifest as small
fluctuations in the static tether force vector; while, away from the hover flight con-
dition, larger fluctuations can arise as the tether transitions suddenly between the
loose and taut tether configurations.

Equations 6.1–6.3 can be derived in terms of Ft to determine the sensitivity of the
aircraft parameters z̈, ẍ and θ̈v to fluctuations in the tether force vector.

∂z̈

∂Ft
=

1

m
sin(θv + θp) (6.11)

∂ẍ

∂Ft
=

1

m
cos(θv + θp) (6.12)

∂θ̈v
∂Ft

=
dt
Iyy

cos(θv + θp) (6.13)

Equations 6.11–6.13 illustrate the effect of the aircraft’s mass and rotational inertia
on the overall sensitivity of the aircraft to tether force fluctuations. The sensitivity
of θ̈v is also highly dependent on the tether attachment offset distance, dt, from
the vehicle’s CoM. Figure 6.4 illustrates the sensitivity functions for various tether
inclination angles, with the vehicle orientation used to represent the two alternative
loading conditions. The sensitivity of z̈ remains relatively constant regardless of the
vehicle orientation and the tether inclination angle, while ẍ and θ̈v are significantly
more sensitive for an increasingly orthogonal tether force vector. This feature is
further aggravated during impulse loading conditions where the aircraft is initially
in a near-level orientation state (θv ≈ 0).

The results serve to validate one’s intuitive expectations but can be misleading when
considered in isolation. For instance, the results indicate that the aircraft is more
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Figure 6.4: Sensitivity of aircraft parameters to tether forces for a range of tether
inclination angles.

robust to tether force fluctuations at larger tether inclination angles, but this must
be considered in the context of the expected tether force magnitudes. Similarly,
the physical properties of the aircraft must be increased relative to the expected
tether force magnitudes in order to be effective. Additional compromises to a larger
aircraft include a potential reduction in bandwidth, as well as larger aerodynamic
drag forces and increased power requirements.

6.3.2 Tether Catenary Effect

Large fluctuations in the tether force vector are possible as the system transitions
between the loose and taut tether configurations. Such transitions can result from
vertical and horizontal aircraft position steps, changes in the tether length, and
from external disturbances, such as wind gusts and atmospheric turbulence. In
certain scenarios these transitions can manifest as ‘snap loading’ conditions, where
the tether deforms elastically and generates high-amplitude impulse forces at the
tether attachment point. These impulse forces are proportional to the pre-impact
kinetic energy of the tethered system, and can be significant even for low transition
velocities (see Figure 3.8).

Both the magnitudes and frequencies of occurrence, of these transition impulse
forces, can be diminished by exploiting the natural damping properties of the tether’s
own weight. As the horizontal span distance increases, so too does the component of
the tether weight that counteracts any efforts by the aircraft to tighten the tether.
The increased tether weight component serves to reduce the tether force and angle
gradients, which provide a more gradual dissipation of the system’s kinetic energy.
This, in turn, results in reduced transition forces. The catenary effect can be sig-
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Figure 6.5: Variation of the tether force and angle gradients with span.

nificant even for short tether lengths. Figure 6.5 illustrates how the tether force
and angle gradients vary for differing horizontal span distances for a tether length
of Lt = 10 m; while Figure B.2, in Appendix B.2, illustrates the concept for longer
tether lengths.

The vertical dashed lines from Figure 6.5 represent the minimum and maximum
altitude limits for a given horizontal span distance and total tether length. The
maximum altitude is simply the maximum attainable altitude as determined by
Pythagoras’ Theorem. While the minimum altitude is defined as the minimum
required altitude, to elevate the tether in it’s entirety, resulting in the tether angle
at the origin satisfying the condition, θ0 ≥ 0. From Figure 6.5 it is clear that
the minimum altitude approaches the maximum altitude for increasingly vertical
tether configurations, resulting in the narrowing of the potential altitude band as the
horizontal span distance approaches zero. In addition to the more abrupt tether force
gradients at reduced span distances, narrow altitude bands are similarly undesirable
as they increase the susceptibility of the tethered system to disturbances, resulting
in more frequent loose to taut tether transitions.

From a control strategy perspective, the kinetic energy of the system may be limited
by imposing a suitable velocity limit near the expected transition altitude. How-
ever, this method is limited by the uncertainty in the GPS position measurements,
but can be augmented using the catenary effect, in order to maintain an adequate
dynamic response. Exploitation of the catenary effect has the added benefit of in-
creasing the potential altitude band, thereby reducing the frequency of transition
events. The caveat, of course, is the reduced operational efficiencies caused by the
increased static tether force vector, which further constrains the maximum altitude
limit (as illustrated in Figure 6.3) and/or results in additional power consumption.
This could be mitigated, to a degree, by positioning the aircraft downwind from
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the tether mounting point, O. The horizontal tether weight and aerodynamic drag
force components would counter one another, resulting in a larger horizontal rela-
tive airflow component to the vehicle actuators (from Equation 4.34) and improved
thrust generation efficiencies. For longer tether lengths, span offsets may not even
be necessary as the larger tether weight will inherently limit the kinetic energy of
the system, while additional ‘natural’ damping will be provided by the increased
aerodynamic drag forces.

6.4 Stability of the Tethered Aircraft

This section aims to quantify the effects of the tether disturbance forces on the air-
craft stability by analysing the influence of several tether parameters on the aircraft’s
open-loop dynamics.

6.4.1 Linear Aircraft Model

The 2-Dimensional model is linearised about the static hover trim condition based
on a desired trim thrust command, δ̄T , and vehicle orientation, θ̄v. The remaining
trim variables, θ̄p and F̄t, are determined via Equations 6.5 and 6.4 respectively.

For convenience, additional variables {w, u} are defined as,

w = ż (6.14)

u = ẋ (6.15)

Recall the virtual actuator lag dynamics that were provided in Chapter 3.3.2 as,

δ̇i = −1

τ
δi +

1

τ
δiR (6.16)

where, δi represents the output in newtons for the ith actuator and δiR represents
the commanded/reference value.

With φ = 0, the orientation dynamics from Equation 4.19 resolve to,

θ̇v = Q = qv (6.17)

Equations 6.1, 6.2, 6.3, 6.16 and 6.17 constitute the primary dynamics of the 2-
Dimensional system. By treating the tether as a disturbance, the inertial position
states are assumed not to form part of the primary dynamics and are omitted from
the linear model. The yaw dynamics are similarly omitted as they are not specifi-
cally influenced with the introduction of the tether. The dynamic equations may be
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represented in state space form as,

ẋ = f(x,u) (6.18)

where,

x =
[
δT δE qv θv u w

]T
(6.19)

u =
[
δTR δER

]T
(6.20)

The state and control input vectors can be represented at the sum of the trim state
and a small perturbation as,

x = xT + ∆x (6.21)

u = uT + ∆u (6.22)

Equation 6.18 can be linearised via a Taylor series expansion about the hover trim
condition as,

ẋT + ∆ẋ = f(xT ,uT ) +
∂f

∂x

∣∣∣
T

∆x +
∂f

∂u

∣∣∣
T

∆u + h.o.t. (6.23)

Linearising about an equilibrium trim condition implies the state dynamics at these
trim conditions are zero, ẋT = f(xT ,uT ) = 0. Furthermore, assuming the state
perturbations are small enables the omission of the higher order terms (h.o.t.) of
the Taylor series expansion.

∆ẋ ≈ ∂f

∂x

∣∣∣
T

∆x +
∂f

∂u

∣∣∣
T

∆u (6.24)

Expanding Equation 6.24 yields,



δ̇T

δ̇E

q̇v

θ̇v

u̇

ẇ


=



∂δ̇T
∂δT

∂δ̇T
∂δE

∂δ̇T
∂qv

∂δ̇T
∂θv

∂δ̇T
∂u

∂δ̇T
∂w

∂δ̇E
∂δT

∂δ̇E
∂δE

∂δ̇E
∂qv

∂δ̇E
∂θv

∂δ̇E
∂u

∂δ̇E
∂w

∂q̇v
∂δT

∂q̇v
∂δE

∂q̇v
∂qv

∂q̇v
∂θv

∂q̇v
∂u

∂q̇v
∂w

∂θ̇v
∂δT

∂θ̇v
∂δE

∂θ̇v
∂qv

∂θ̇v
∂θv

∂θ̇v
∂u

∂θ̇v
∂w

∂u̇
∂δT

∂u̇
∂δE

∂u̇
∂qv

∂u̇
∂θv

∂u̇
∂u

∂u̇
∂w

∂ẇ
∂δT

∂ẇ
∂δE

∂ẇ
∂qv

∂ẇ
∂θv

∂ẇ
∂u

∂ẇ
∂w





δT

δE

qv

θv

u

w


+



∂δ̇T
∂δTR

∂δ̇T
∂δER

∂δ̇E
∂δTR

∂δ̇E
∂δER

∂q̇v
∂δTR

∂q̇v
∂δER

∂θ̇v
∂δTR

∂θ̇v
∂δER

∂u̇
∂δTR

∂u̇
∂δER

∂ẇ
∂δTR

∂ẇ
∂δER



[
δTR

δER

]
(6.25)
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δ̇T

δ̇E

q̇v

θ̇v

u̇

ẇ


=



− 1
τ 0 0 0 0 0

0 − 1
τ 0 0 0 0

0 dm
Iyy

0 ∂q̇v
∂θv

0 0

0 0 1 0 0 0

0 0 0 ∂u̇
∂θv

0 0

− 1
m 0 0 ∂ẇ

∂θv
0 0





δT

δE

qv

θv

u

w


+



1
τ 0

0 1
τ

0 0

0 0

0 0

0 0


[
δTR

δER

]
(6.26)

∂q̇v
∂θv

= −dtF̄t
Iyy

sin
(
θ̄v + θ̄p

)
(6.27)

∂u̇

∂θv
= −gcos

(
θ̄v
)
− F̄t
m
sin
(
θ̄v + θ̄p

)
(6.28)

∂ẇ

∂θv
= −gsin

(
θ̄v
)

+
F̄t
m
cos
(
θ̄v + θ̄p

)
(6.29)

For short tether lengths, such as during take-off and landing, the aircraft state
vector can be augmented by the tether dynamics. This yields similar open-loop
dynamics to that of an inverted pendulum (with an unstable real pole) and requires
a dedicated control solution. For longer tether lengths the effects of the tether
dynamics are expected to be diminished to the extent that they may be neglected
from the analysis.

6.4.2 Open-loop Dynamics

Figure 6.6 provides a comparison of the open-loop poles for the untethered and
tethered aircraft configurations. The open-loop poles give insight into the unforced
response of the aircraft, known as the natural modes of motion.

The open-loop dynamics of the linear untethered aircraft consist of fast, critically-
damped poles and poles at the origin. The fast, real poles correspond with the
first-order lag dynamics of the actuators. While the poles at the origin correspond
with the aircraft’s linear and angular dynamics; which, excluding aerodynamic drag
forces, illustrate the aircraft’s inability to naturally counter any external distur-
bances.

The introduction of the tether force yields a pair of complex oscillatory poles on
the imaginary axis, which result from the interaction between the tether moment
and the aircraft’s angular dynamics. Any disturbance in the aircraft’s orientation

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 6. GENERAL FEATURES OF TETHERED FLIGHT 88

−20 −15 −10 −5 0
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

20 17.5 15 12.5 10 7.5 5 2.5

0.999

0.998

0.993 0.986 0.972 0.945 0.88 0.65

0.999

0.998

0.993 0.986 0.972 0.945 0.88 0.65

Untethered Aircraft Open-loop Poles

Real Axis

Im
a
g
in
a
ry

A
x
is

−20 −15 −10 −5 0
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

20 17.5 15 12.5 10 7.5 5 2.5

0.999

0.998

0.993 0.986 0.972 0.945 0.88 0.65

0.999

0.998

0.993 0.986 0.972 0.945 0.88 0.65

Tethered Aircraft Open-loop Poles

Real Axis

Im
a
g
in
a
ry

A
x
is

Figure 6.6: Comparison of the open-loop poles of the untethered and tethered†

aircraft.

changes the magnitude of the tether moment which drives the oscillatory response.
Aerodynamic drag serves as the primary damping mechanism. The omission of
these drag terms from the linear model results in the poles being situated on the
imaginary axis. In reality one can expect the poles to have a small real component
resulting in a slow, underdamped natural response. The poles at the origin corre-
spond to the translational dynamics of the tethered configuration. This is similar
to the untethered configuration and is a result of the assumption that the tether
may be treated as a disturbance, which neglects the position feedback property of
the tether. When considering the tether dynamics (for scenarios where the tether
tension is significantly larger than the tether weight Ft�wt) the pole relating to
the translational dynamics moves into the RHP, with the root-locus resembling that
of an inverted pendulum.

†θ̄v = 0◦, δ̄T = mg + 20µt N
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Figure 6.7: Illustration of the effect of F̄t and θ̄v on the open-loop dynamics of the
tethered aircraft.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 6. GENERAL FEATURES OF TETHERED FLIGHT 89

Figure 6.7 illustrates the open-loop pole locations for various F̄t and θ̄v trim con-
ditions. The tether force trim condition is varied for the vertical tether case (θ̄p =
90◦, θ̄v = 0◦), while the trim vehicle orientation is varied for the case, δ̄T = δTmax
and θ̄p = f(δTmax , θ̄v).

From Figure 6.7 it is clear that the magnitude of the tether force has a significant
effect on the complex conjugate pole locations. The pole locations indicate an in-
creased oscillatory response for a corresponding increase in the tether force, with
the pole locations approaching those of the untethered aircraft as Ft → 0. This is in
contrast to the trim orientation angle θ̄v, which is significantly less influential on the
open-loop dynamics; presumably due to the fact that θ̄v and θ̄p = f(θ̄v) counteract
one another, minimising any changes to the tether moment.
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Chapter 7

Control System Design

The autonomous control system developed for this project is intended for the near-
hover, tethered flight condition. The design philosophy is one that favours function-
ality and stability over precision and speed of response, resulting in an autonomous
performance that is conservative in a traditional sense.

A conventional control system is initially developed for the untethered system, and
thereafter adapted to cater for the unique aspects of tethered flight. This is primarily
due to the uncertainty and variability of the pole locations of the tethered system.
Furthermore, the untethered aircraft can be linearised to yield decoupled systems
for the aircraft dynamics which enables independent, SISO controllers for pitch, roll,
yaw and heave.

7.1 Linearised Quadrotor Model

The untethered aircraft is linearised about the static hover trim condition in a similar
manner to the linearisation process from Chapter 6.4.1. By applying small pertur-
bation theory and ignoring the actuator gyro moments and aerodynamic effects, the
rigid body dynamics1 (from Equations 4.11–4.16) at the hover trim condition resolve
to,

u̇ = −gθ φ̇ =
dmδA
Ixx

v̇ = gφ θ̇ =
dmδE
Iyy

ẇ = g − δT
m

ψ̇ =
RNδR
Izz

1Note that lower case symbols are used to represent the perturbation dynamics.

90
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With φ0 = θ0 = 0, the kinematic dynamics from Equation 4.19 resolve to,

φ̇ = p

θ̇ = q

ψ̇ = r

While the inertial position dynamics are related to the body-axis position dynamics
by,

Ṅ = u cos(ψ)− v sin(ψ)

Ė = u sin(ψ) + v cos(ψ)

Ḋ = w

The first-order lag dynamics of the virtual actuators form the remaining state vari-
ables and are restated here for convenience,

δ̇i = −1

τ
δi +

1

τ
δiR

The state and control input vectors for the aircraft are defined as,

x =
[
δE δA δR δT p q r φ θ ψ u v w Ṅ Ė Ḋ

]T
(7.1)

u =
[
δER δAR δRR δTR

]T
(7.2)

The linearisation process yields four decoupled linear systems representing the lon-
gitudinal, lateral, directional and heave dynamics of the untethered aircraft. They
may be represented in state space form as,

Longitudinal Dynamics:

ẋlon = Alonxlon + Blonulon (7.3)


δ̇E

q̇

θ̇

u̇

 =


− 1
τ 0 0 0

dm
Iyy

0 0 0

0 1 0 0

0 0 −g 0




δE

q

θ

u

+


1
τ

0

0

0

 δER (7.4)
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Lateral Dynamics:
ẋlat = Alatxlat + Blatulat (7.5)


δ̇A

ṗ

φ̇

v̇

 =


− 1
τ 0 0 0

dm
Ixx

0 0 0

0 1 0 0

0 0 g 0




δA

p

φ

v

+


1
τ

0

0

0

 δAR (7.6)

Directional Dynamics:

ẋdir = Adirxdir + Bdirudir (7.7)


δ̇R

ṙ

ψ̇

 =

−
1
τ 0 0

RN
Izz

0 0

0 1 0


δRr
ψ

+


1
τ

0

0

 δRR (7.8)

Heave Dynamics:
ẋhea = Aheaxhea + Bheauhea (7.9)


δ̇T

ẇ

Ḋ

 =

−
1
τ 0 0

− 1
m 0 0

0 1 0


δTw
D

+


1
τ

0

0

 δTR +

0

g

0

 (7.10)

With the nonlinear navigation dynamics given as,[
Ṅ

Ė

]
=

[
cosψ − sinψ

sinψ cosψ

][
u

v

]
(7.11)

7.2 Control Structure

The aircraft control structure is illustrated in Figure 7.1 and is based on a design
by Peddle [7]. The control architecture implements variations of linear PID control
in a successive loop closure approach. This approach is an intuitive control strategy
for the quadrotor case, that has proved both effective and notably robust in liter-
ature, where it has been well researched and is widely implemented. The nested
architecture has the additional benefit of allowing individual control loops to be
armed independently which enables easy transitioning between the autonomous and
stability-augmented manual flight modes.
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Figure 7.1: Overview of the control architecture for the untethered aircraft2.

The virtual actuator references form the final outputs of the control system. These
references are converted to individual motor commands by a mixing matrix. The
mixing matrix is derived by taking the inverse of Equation 7.12, which in turn, is
derived from the virtual actuator definitions in Equations 4.26–4.29 as,

δTR

δER

δAR

δRR

 =


1 1 1 1

1 0 −1 0

0 −1 0 1

−1 1 −1 1



T1R

T2R

T3R

T4R

 (7.12)

With the mixing matrix subsequently derived as,
T1R

T2R

T3R

T4R

 =


0.25 0.5 0 −0.25

0.25 0 −0.5 0.25

0.25 −0.5 0 −0.25

0.25 0 0.5 0.25



δTR

δER

δAR

δRR

 (7.13)

Estimates of the aircraft’s inertial position {N̂ , Ê, D̂}, velocity {v̂N , v̂E , v̂D} and
attitude {φ̂, θ̂, ψ̂} states are provided by the kinematic state estimator; while mea-
surements of the aircraft’s angular rate and specific force states {p, q, r, u̇, v̇, ẇ} are
provided directly by the onboard IMU. The kinematic state estimator is an extended
Kalman filter (EKF) that was previously developed in the ESL. The estimator is ve-
hicle independent by design in order to accommodate various UAV platforms. State
estimates are initially determined by propagating measurements from the onboard
inertial measurement unit. Thereafter, these propagated estimates are corrected by

2Note that conversions between the inertial and body-axis states are included, but not shown,
in Figure 7.1.
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measurements from the magnetometer and GPS receiver, in order to counter the ef-
fects of sensor drift. The EKF combines these propagated estimates and correction
measurements in an optimal way3, and updates at a frequency of 50 Hz.

The control laws are executed on the OBC at a frequency of 50 Hz. The inner-
most angular rate controllers are the only exception. These controllers execute at
an increased rate of 100 Hz, and receive gyro feedback measurements at the same
frequency. This improves the disturbance rejection capabilities of the aircraft. With
a maximum closed-loop bandwidth of ≈ 14 rad/s the control execution rates are
well separated from the system bandwidths. This enables the implementation of the
control laws via direct digital conversion, with no significant loss in accuracy.

7.3 Longitudinal and Lateral Control Systems

Due to the aircraft symmetry the longitudinal and lateral control systems are iden-
tical in architecture. The only difference between the two control systems is a subtle
variation in gain in the innermost control loops, which serves only to offset the small
discrepancy in the mass moments of inertia about the xB and yB axes.

Each control system comprises of four nested control loops. The nested loop struc-
ture enables the sequential arming of controllers which is a useful feature during the
initial commissioning of the vehicle. The innermost controllers consist of the pitch
and roll rate controllers. Along with the innermost directional controller, described
in Chapter 7.4, these controllers form the minimum requirement for manually pi-
loted flight and receive attitude rate feedback directly from the onboard IMU. In the
manual rate flight mode, the rate controllers receive pilot input commands directly
as controller references; while in the manual angle and autonomous flight modes,
references are received from the encompassing pitch and roll angle controllers. The
angle controllers offer an additional augmented manual flight mode, receiving con-
troller references from either the pilot or the horizontal velocity controllers. The
horizontal velocity controllers form the penultimate control loop and receive refer-
ence commands from either the ground station or the outermost horizontal position
controllers. When initially armed the horizontal position controllers store the air-
craft’s current position state information as the controller reference commands, and
otherwise only receive updated position references from the ground station.

The overall structure of the longitudinal and lateral control systems remains un-
changed for the tethered case. Local controller stability is verified for various trim
conditions of the tethered case. Controller saturation issues, due to uncertainty in
the aircraft’s position state information and the constraining nature of the tether,
are otherwise avoided through the definition of a suitable flight envelope in Chap-
ter 6.2.1.

3Detailed operational specifics of the kinematic state estimator are provided in [54].
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7.3.1 Pitch and Roll Rate Controllers

In order to avoid repetition only the design of the pitch rate controller is presented
here. Neglecting the pitch angle and linear velocity states, the longitudinal state
space matrices from Equation 7.4 may be abridged to yield,

ẋ∗lon = A∗lonx
∗
lon + B∗lonu

∗
lon (7.14)[

δ̇E

q̇

]
=

[− 1
τ 0

dm
Iyy

0

][
δE

q

]
+

[
1
τ

0

]
δER (7.15)

The transfer function from virtual elevator command input to pitch rate output may
subsequently be determined from Equation 7.16 as,

Gq(s) =
q(s)

δE(s)
= Cq

(
sI−A∗long

)−1
B∗lon (7.16)

Gq(s) =

1
τIyy

s(s+ 1
τ )

(7.17)

where,
Cq =

[
0 1

]
(7.18)

The system plant contains a fast real pole corresponding to the actuator time con-
stant, and a pole at the origin as a result of the aircraft’s neutrally stable attitude
rate dynamics. From the root loci shown in Figure 7.2, it is clear that the actuator
time constant has a significant effect on the system bandwidth. This confirms what
one would expect intuitively as the dynamics are inherently limited by the fundamen-
tal mechanical limits of the system. However, this dependency does raise concerns
about the performance of the controllers considering the potential variability of the
motor time constant that was highlighted in Chapter 3.3.2. As a precaution, these
effects were investigated through simulation; with increases in the time constant hav-
ing shown to marginally reduce the controller damping and response times. Overall
these effects were found to be small and are therefore neglected for the remainder
of the control system design.

As the innermost control loops, the pitch and roll rate controllers directly command
the control and restoring moments. As such, they form the foundation of the hor-
izontal control system. The aircraft is especially sensitive to disturbances in pitch
and roll, which yields the pitch and roll rate controllers extremely influential on
the overall performance and stability of the vehicle. High-bandwidth, well damped
control is therefore required to negate the effects of any disturbance torques quickly
and effectively. Furthermore, integral action is necessary to counter the many po-
tential sources of steady state disturbance torques. These include the induced tether
moment, the effects of wind shear, uncertainty in the aircraft’s physical properties
and/or discrepancies in the actuator performance and mounting positions.
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The controller design specifications are determined in terms of bandwidth, damping,
and steady state tracking requirements. A minimum −3 dB closed-loop bandwidth
of ωbw ≥ 12 rad s is desired for good disturbance rejection and adequate time-scale
separation between the outer control loops. The damping requirement is specified
in terms of a desired phase margin of PM ≥ 80◦, and an overshoot specification of
Mp ≤ 5%. Integral control action will ensure that the system is capable of tracking
steady state disturbance torques with zero steady state error.

A Proportional-Integrator (PI) controller is initially implemented to meet the band-
width and tracking requirements. The proportional gain is designed for dynamic
response while a slow integrator is implemented to counter steady-state distur-
bances. The integrator action features a zero at s = −0.15 rad/s; the effects of which
are limited by pole-zero cancellation with the closed-loop pole originating from the
open-loop pole at the origin. The resulting root locus features a departure point at
σ = −10 rad/s, after which the response becomes increasingly underdamped with
a further increase in gain. The proportional gain required to meet the minimum
closed-loop bandwidth requirement results in a phase margin of PM = 52◦ and
11% overshoot. Consequently, derivative control action is implemented to improve
the system damping.

The pitch rate control structure is illustrated in Figure 7.3, with the final control
law given by Equation 7.19. The controller features added trim contributions, and
saturation limits for both the integrator and the final controller output. Anti-windup
logic is also implemented for the integrator as an additional precaution.

Dq(s) =
17(s+ 10)(s+ 0.15)

(s+ 40)
(7.19)

Lead compensation is preferred over pure derivative control (as illustrated in Fig-
ure 7.1) to mitigate against the amplification of the measurement noise introduced by
the IMU. The lead compensator features a zero at zD = −10 rad/s, and a pole well
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Figure 7.2: Open-loop pitch rate system root loci.
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Figure 7.3: Illustration of the pitch rate control structure.
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Figure 7.4: Pitch rate controller responses.

above the desired closed-loop bandwidth at pD = −40 rad/s. This leads to a phase
contribution of φD = 35.4◦ at the final closed-loop bandwidth of ωbw = 14.3 rad/s.
The damping specifications are similarly satisfied with a final phase margin of
PM = 88.7◦ and 1% overshoot. The proportional gains for the pitch and roll
rate controllers are selected as Kpq = 17 and Kpp = 16.5, respectively. Pitch rate
step responses for both the linear and nonlinear systems are given by Figure 7.4,
and illustrate the added damping provided by the lead compensator. The controller
performance correlates extremely well for the linear and nonlinear aircraft mod-
els, indicating that the effects of the cross-coupling terms present in the nonlinear
dynamic equations are in fact small.

7.3.2 Pitch and Roll Angle Controllers

The pitch angle controller forms the first of the outer control loops in the longitudinal
control system, and commands the pitch rate reference, qr. Considering both the
high-bandwidth and steady state disturbance rejection capabilities of the inner rate
controller, the pitch angle control requirements are less rigorous.

The controller design specifications are determined only in terms of bandwidth and
damping requirements. A −3 dB closed-loop bandwidth between 3.5 ≥ ωbw ≤
4 rad/s, is specified for a suitably fast and smooth dynamic response, and for good
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Figure 7.5: Open-loop pitch angle system root locus.

time-scale separation between the dynamics of the inner pitch rate controller. The
damping requirement is specified in terms of a desired phase margin of PM ≥ 70◦,
and an overshoot specification of Mp ≤ 2%.

The root locus of the open-loop pitch angle system is shown in Figure 7.5. The open-
loop pole and zero locations correspond to those of the closed-loop pitch rate system
with an additional integrator at the origin due to the neutrally stable dynamics of the
aircraft’s pitch angle. The root locus indicates a relatively fast, well damped response
for a wide range of linear gain values. A Proportional (P) feedback controller is
employed to that end, with the control structure illustrated in Figure 7.6.

KP
qr

s
1r Closed-loop Pitch

Rate System

q

Figure 7.6: Illustration of the pitch angle control structure.

In the absence of integral control action, the controller is vulnerable to a non-zero
steady error between the actual and commanded pitch angles should the gyroscope
exhibit a measurement bias. This effect is illustrated by Figures 7.7 and 7.8, where
a 1 deg /s measurement bias was introduced at t = 4 sec, on the pitch rate feedback.
The linear system response illustrates the resulting increase in the ‘perceived’ pitch
angle measurement due to the integration of the angular rate feedback measure-
ment; while the nonlinear response illustrates the effect on the actual pitch angle
of the aircraft and the resulting steady state error in the pitch rate reference. This
will manifest as a slow positional drift which will ultimately be countered by the
outer loop controllers. A positional drift is, in any event, inevitable considering the
inherent sensing limitations of the GPS receiver. Through simulation the effects of a
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gyro measurement bias are shown to have an indifferent effect on the station keeping
capabilities of the aircraft, rendering integral control action superfluous.

A proportional gain of Kpθ = 3, yields a final −3 dB closed-loop bandwidth of ωbw =
3.8 rad/s. The damping specifications are similarly met with a final phase margin
of PM = 75.2◦ and < 1% overshoot. Figures 7.7 and 7.8 illustrate the controller
performance for a 15◦ pitch angle step input, with the controller performance again
correlating extremely well for the linear and nonlinear aircraft models.

7.3.3 Horizontal Velocity Controllers

The bandwidth of the horizontal velocity and position controllers is inherently lim-
ited by the underactuated nature of the vehicle. This is evident from Figure 7.9, in
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the open loop root locus of the longitudinal velocity system, which is dominated by
slow poles near the origin, and is conditionally stable for only a small range of linear
gain values. However, in the context of a tethered application, the intrinsically low
bandwidth of the positional dynamics is in fact a desirable feature as it reduces the
risk of exciting the tether’s fundamental frequency, and alleviates both the frequency
and severity of the tether impact events by reducing the aircraft’s kinetic energy.
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Figure 7.9: Open-loop longitudinal velocity system root loci.

The design of the horizontal velocity controller, therefore, places more of an emphasis
on the steady state disturbance rejection capabilities of the controller as opposed
to dynamic response. Integral control action is required to counter the effects of
steady-state disturbances resulting from the tether forces, aerodynamic drag and
any potential measurement biases present in the gyroscope or accelerometer. A
−3 dB closed-loop bandwidth between 1.5 ≥ ωbw ≤ 2 rad/s, is specified solely for
good time-scale separation between the dynamics of the inner pitch angle controller,
and the outermost longitudinal position loop. Efforts are made to maximise the
controller phase margin within those design parameters, with a minimum acceptable
phase margin set at PM ≥ 60◦.
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Figure 7.10: Illustration of the longitudinal velocity control structure.
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The structure of the longitudinal velocity controller is illustrated in Figure 7.10,
with the final control law given by Equation 7.20. The controller features saturation
limits for both the integrator and the final controller output, with the final output
limited to the maximum vehicle pitch/roll angle of ±25◦.

Du(s) =
1.1(s+ 0.1)

s
(7.20)

PI control is employed to meet the controller design specifications. The controller
yields a final −3 dB closed-loop bandwidth of ωbw = 1.75 rad/s with a phase margin
of PM = 65◦. The phase margin is reflected in the controller step response from
Figure 7.11 which is characterised by overshoot of 8% that is slow to settle. Con-
sidering the compensated root locus from Figure 7.9, the slow transient is expected
with the large number of poles near the origin. The overshoot is attributable to the
proximity of the controller zero at s = −0.1 rad/s to the dominant system poles.
The slower poles from the closed-loop pitch angle system result in the effects of
this zero being more pronounced. Nevertheless, the controller satisfies the required
design criteria and is adequate for the tethered application.
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Figure 7.11: Longitudinal velocity controller step response.

7.3.4 Horizontal Position Controllers

The horizontal position controllers are the outermost control loops in the longitudi-
nal and lateral control systems. The position controllers are unique in that they act
in the inertial coordinate system as opposed to the aircraft’s body axes. The inertial
position dynamics are given by Equation 7.11, and restated here for convenience as,[

Ṅ

Ė

]
=

[
cosψ − sinψ

sinψ cosψ

][
u

v

]
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From the above equation it is clear that the horizontal inertial position dynamics
are over controlled with three independent control inputs {NR, ER, ψ}. The omni-
directional flight capability of the quadrotor enables translational movement in the
inertial axis system independent from the aircraft’s heading angle, ψ. Therefore, we
proceed by setting the heading angle arbitrarily.

For a given inertial position reference {NR, ER}, the position error is defined as,

[
NE

EE

]
=

[
NR

ER

]
−
[
N̂

Ê

]
(7.21)

Assuming that φ and θ are small, the inertial position error can be converted to
body axis coordinates via Equation 4.23 as,[

xE

yE

]
= −

[
cosψ sinψ

− sinψ cosψ

][
NE

EE

]
(7.22)

The time derivative of Equation 7.22 can be computed via the chain rule to yield
the dynamics of the body axis error coordinates as,[

ẋE

ẏE

]
=

[
cosψ sinψ

− sinψ cosψ

][
ṄE

ĖE

]
− ψ̇

[
sinψ − cosψ

cosψ sinψ

][
NE

EE

]
(7.23)

Assuming a constant inertial position reference, the inertial position error dynamics
may be calculated as, [

ṄE

ĖE

]
= −

[
cosψ − sinψ

sinψ cosψ

][
u

v

]
(7.24)

Equation 7.24 can be substituted into Equation 7.23 to yield,[
ẋE

ẏE

]
= −

[
u

v

]
− ψ̇

[
sinψ − cosψ

cosψ sinψ

][
NE

EE

]
(7.25)

By setting the saturation limit appropriately on the yaw rate controller, we can
ensure that the yaw rate remains low during horizontal translational motion. This
reduces the dynamics of the body axis error coordinates to the uncoupled linear
dynamics, [

ẋE

ẏE

]
= −

[
u

v

]
(7.26)
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Due to the constraining nature of the tether, the design of the horizontal position
controller places an emphasis on a slow, well damped positional response. As the
effects of steady state disturbances on the horizontal translational dynamics of the
aircraft are already compensated for by the horizontal velocity controller, integral
control action is not required. A −3 dB closed-loop bandwidth between 0.4 ≥
ωbw ≤ 0.6 rad/s, is specified for good time-scale separation between the dynamics
of the inner horizontal velocity controller, and the tether’s fundamental frequency
from Figure 5.7. Due to the damping requirements a phase margin of PM ≥ 70◦

is required with little to no overshoot.

KP s
1Closed-loop Longitudinal

Velocity System

ur

x

xr u

Figure 7.12: Illustration of the longitudinal position control structure.

A proportional control law is designed to meet the controller design criteria, with
the control law given by Equation 7.27. For control design purposes the controller is
analysed in terms of the body axis coordinates as illustrated in Figure 7.12, which
is equivalent to setting ψ = 0 from Equation 7.27.[

u

v

]
=

[
KpN 0

0 KpE

][
cosψ sinψ

− sinψ cosψ

][
NR − N̂
ER − Ê

]
(7.27)

where,
KpN = KpE = 0.35

The controller yields a final −3 dB closed-loop bandwidth of ωbw = 0.6 rad/s with
a phase margin of PM = 70.6◦, and an over damped response to a longitudinal
position step input illustrated in Figure 7.11.

The low overshoot is surprising considering the overshoot that characterised the
response of the longitudinal velocity controller. The root locus of the open-loop
longitudinal position system provides more insight, and is shown in Figure 7.14.
The response is once again dominated by slow poles near the origin, similar to the
longitudinal velocity system from Figure 7.9. However, the effects of the lead com-
pensator zero on the complex pole pair at s1,2 ≈ −2.19± 1.01j rad/s are alleviated
to an extent, due to the real pole introduced by the closed-loop longitudinal velocity
system at s ≈ −3.7 rad/s. This enables the design specifications to be met through
pure proportional control and concludes the analysis of the longitudinal and lateral
control systems.
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Figure 7.13: Longitudinal position controller step response.
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Figure 7.14: Open-loop longitudinal position system root locus.

7.4 Heading Control System

The aircraft’s yaw dynamics are unquestionably the most poorly actuated dynamic
mode of the aircraft. This is due to the indirect mechanism of actuation which
exploits the aerodynamic drag forces acting on the aircraft’s rotor blades. This
yields the actuators especially susceptible to saturation for large step inputs or
high-bandwidth control. Fortunately, unlike pitch and roll, it is not a prominent
failure mode for the vehicle; with the only real consequence to poor performance in
yaw being the degradation of the horizontal positional performance of the aircraft.
This is due to dynamic cross-coupling terms not accounted for in the linear model.
Furthermore, the yaw dynamic mode is inherently less susceptible to disturbances
due to mechanical lineaments such as it’s larger relative inertia, Izz. The effects of
wind shear are also minimised by the aircraft symmetry, while disturbances from
the tether are expected to be small due to the swivel mounting joints employed at
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either end of the tether. These allow the tether and aircraft to rotate independently
from one another, and prevent the build-up of torsional forces in the tether.

The heading control system consists of an inner yaw rate controller, encompassed by
an outer heading angle controller. The heading control system enables the control
of the heading angle independent from the aircraft’s direction of travel. Although,
in the context of this project, there is no specific requirement to do so and so the
heading angle is generally set arbitrarily.

7.4.1 Yaw Rate Controller

By neglecting the yaw angle state from Equation 7.8, the directional state space
matrices may be abridged to yield,

ẋ∗dir = A∗dirx
∗
dir + B∗diru

∗
dir (7.28)[

δ̇R

ṙ

]
=

[
− 1
τ 0

RN
Izz

0

][
δR

r

]
+

[
1
τ

0

]
δRR (7.29)

The transfer function from virtual rudder command input to yaw rate output, may
subsequently be determined from Equation 7.30 as,

Gr(s) =
r(s)

δR(s)
= Cr (sI−A∗dir)

−1 B∗dir (7.30)

Gr(s) =

RN
τIzz

s(s+ 1
τ )

(7.31)

where,
Cr =

[
0 1

]
(7.32)

The root locus for the yaw rate system is identical to that of the pitch rate system
from Figure 7.2. Like the longitudinal pitch rate system, the yaw rate plant contains
a fast real pole corresponding to the actuator time constant, and a pole at the
origin as a result of the aircraft’s neutrally stable attitude rate dynamics. The only
difference between the longitudinal and directional systems is a reduction (albeit a
significant one) in the open-loop gain due to the virtual moment arm, RN , and the
larger mass moment of inertia, Izz.

Similar to the pitch and roll rate controllers, as the innermost controller, integral
action is necessary to counter disturbance torques in the steady state; while high-
bandwidth control is required to negate any disturbances quickly before their effects
can become more pervasive. However, in the case of the yaw rate controller, the
bandwidth is fundamentally limited by the available control authority. This can
lead to the potentially dangerous situation of the directional control system hogging
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Figure 7.15: Illustration of the yaw rate control structure.

the actuator bandwidth, which inhibits the ability of the aircraft to respond to
disturbances in pitch, roll and heave. Thus, the commandable control authority of
the heading control systems are limited by design as a safety precaution.

A PI controller is designed with the final control law given by Equation 7.33. The
control structure is similar to the horizontal velocity controllers and is illustrated in
Figure 7.15. The controller features added trim contributions, and saturation limits
for both the integrator and the final controller output.

Dr(s) =
28(s+ 0.1)

s
(7.33)

The proportional gain is designed for dynamic response while the slow integrator
is designed to counter disturbances in the steady-state. The controller design re-
quirements are not specified in a conventional sense. Instead the proportional gain
is determined iteratively through simulation to find a suitable compromise between
speed of response and the resulting control authority required. The compensated
root locus is shown in Figure 7.16. The low overall loop gain results in a dominant
closed-loop pole at s = −1.96 rad/s, while the zero placement results in an additional
pole at s ≈ −0.1 rad/s and a transient that is slow to settle.

The controller exhibits a final closed-loop bandwidth of ωbw = 2.15 rad/s, a phase
margin of PM = 81.6◦ and 4% overshoot. Yaw rate step responses for both the
linear and nonlinear systems are given by Figure 7.17.
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Figure 7.16: Open-loop yaw rate system root loci.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 7. CONTROL SYSTEM DESIGN 107

0 5 10 15 20
0

5

10

15

20

25

30

Time [s]

δ R
R
[N

]

Yaw Rate Controller Command Output

Linear Simulation

Nonlinear Simulation

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

Time [s]

r
[r
a
d
/
s]

Yaw Rate

rr - Step Input

Linear Simulation

Nonlinear Simulation

Figure 7.17: Yaw rate controller responses.

7.4.2 Heading Angle Controller

The heading angle controller forms the outermost control loop in the directional
control system. It enables the independent control of the aircraft’s absolute heading
angle4 and receives reference commands from the ground station. Proportional con-
trol is employed to drive the heading angle error to zero over time. Integral control
action is not deemed necessary for similar reasons to those stated in the design of
the pitch and roll angle controllers. Once again, should the gyroscope contain a
measurement bias, the controller will exhibit a non-zero steady error between the
actual and commanded heading angles. However, such an error will be small with
the effects well contained considering the that the heading angle controller is the
outermost control loop. The project also lacks the requirement for precise heading
angle control, which leaves the added complications of integral control difficult to
justify.

KP
rrR

^

q

Ks

Kf

^

^

Figure 7.18: Illustration of the heading angle control implementation.

4Note that in this section the terms heading and yaw angle are used to differentiate between the
aircraft’s orientation angle about the inertial zI , and body axis zB , axes respectively.
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The implemented heading angle controller is illustrated in Figure 7.18 and features
both gain scheduling and a feedback linearisation term to remove the coupling term
and additional non-linearities between the orientation dynamics in the inertial and
body axis coordinate systems. The heading angle dynamics in the inertial coordinate
system are derived in Equation 4.19 and restated here for convenience as,

ψ̇ = q sinφ sec θ + r cosφ sec θ (7.34)

The control law aims to negate the effects of the pitch rate coupling, while the
proportional gain is scheduled by Ks in order to remove the non-linearity in the
body axis angular rate, r. The control law is defined as,

rr = Kfq +K∗P (ψR − ψ̂) (7.35)

where,

Kf = − tan φ̂ (7.36)

K∗P = KPKs = KP cos θ̂ sec φ̂ (7.37)

Ignoring the effects of the actuator lag dynamics (which assumes that the com-
manded yaw rate is instantaneous) and assuming that the estimated orientation
states represent the aircraft’s actual orientation states {φ̂ ≈ φ, θ̂ ≈ θ, ψ̂ ≈ ψ}, one
can substitute Equation 7.35 into Equation 7.34 to yield,

ψ̇ = q sinφ sec θ + rr cosφ sec θ (7.38)

ψ̇ = q sinφ sec θ + [Kfq +K∗P (ψR − ψ)] cosφ sec θ (7.39)

ψ̇ = KP (ψR − ψ) (7.40)

In practice the scheduling gain, Ks, and the feedback linearisation gain, Kf , contri-
butions are limited to the to maximum permissible pitch and roll orientations.

0 ≥ Ks ≤ 1.1 (7.41)

−0.46 ≥ Kf ≤ 0.46 (7.42)

KP
rr

s
1Closed-loop Yaw

Rate System

r
r

Figure 7.19: Illustration of the heading angle control structure used for design pur-
poses.

For design purposes we consider the case of φ = θ = 0 and Ks = 1, which yields the
simplified control structure shown in Figure 7.19. The controller design specifications
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are determined in terms of bandwidth and damping requirements. A −3 dB closed-
loop bandwidth between 0.7 ≥ ωbw ≤ 1 rad/s, is specified for adequate time-scale
separation between the dynamics of the inner yaw rate controller. The damping
requirement is specified in terms of a desired phase margin of PM ≥ 70◦, and an
overshoot specification of Mp ≤ 2%, to prevent against aggressive control actuation.

The root locus of the open-loop system is shown in Figure 7.20. The additional
integrator at the origin, due to the relationship between yaw rate and yaw angle,
results in a break point in the root locus at s ≈ −1 rad/s which quickly becomes
unstable and restricts the bandwidth of the controller. A proportional gain of Kp =
0.65 results in a dominant closed-loop pole pair at s1/2 = −0.944 ± 0.685j rad/s, a
phase margin of PM = 70.1◦, and a gain margin of GM = 30 dB. This suggests
a well damped response, within the the required bandwidth limitations, that is
suitably robust to changes in the loop gain.
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Figure 7.20: Open-loop yaw angle system root locus.
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Figure 7.21: Yaw angle controller responses.
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Figure 7.21 illustrates the controller performance for a 1 rad (≈ 57◦) heading angle
step input. The controller yields a final −3 dB closed-loop bandwidth of ωbw =
0.967 rad/s and less than 1% overshoot; meeting the design requirements and thereby
concluding the analysis of the directional control system.

7.5 Heave Control System

The heave control system is responsible for controlling the vertical position, velocity
and acceleration states of the aircraft. It is also the control system most affected by
the introduction of the tether, requiring a dedicated control strategy for tethered
flight.

The heave control system consists of three nested controllers. The innermost loop
consisting of the normal specific acceleration (NSA) controller, followed by the ver-
tical velocity or climb rate controller, and finally the vertical position or altitude
controller. The control strategy, and the subsequent controllers, are designed on
the premise that the total tether length is known. The control system uses this
information to ensure that the tether is elevated in it’s entirely (θ0 ≥ 0◦).

Designs of the controllers developed for the untethered aircraft are first presented.
Following this, details of the control modifications for tethered flight are described.

7.5.1 NSA Controller

The heave dynamic mode of the aircraft is particularly well actuated due to the
actuators acting in the aircraft’s negative zB body axis direction. This is reflected
in the heave dynamics which correspond directly with the actuator lag dynamics.
The normal specific acceleration of the aircraft is related to perturbations in the
total thrust force (from trim) via Newton’s 2nd law, with dynamics derived as,

ĊB = −1

τ
CB −

1

τm
δTR (7.43)

where, CB is the normal specific acceleration in body axes.

The transfer function from thrust command input to NSA output, may subsequently
be determined by taking the Laplace transform of Equation 7.43 as,

Gc(s) =
CB(s)

δT (s)
(7.44)

Gc(s) =
− 1
τm

s+ 1
τ

(7.45)
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The root locus for the NSA system contains a single, fast real pole that corresponds
with the actuator lag dynamics. The NSA controller is unique in the sense that
it acts on an acceleration state of the aircraft. Until now, the control strategy has
implemented integral action to remove any steady state disturbances in the aircraft’s
angular and linear velocity states. The heave control system is no exception. Pure
integral control action is employed to provide damping against disturbances, and
to filter the high frequency measurement noise introduced by the accelerometer
feedback. The latter is in fact a critical feature of the NSA controller, considering
that the aircraft is susceptible to vibrations caused by the spinning rotor blades.
Proportional control is omitted to prevent the measurement noise from driving the
control command. This would dilute the control precision and generate an agitated
response. Pure integral control results in a type 1 system that is incapable of tracking
type 2 acceleration inputs. Steady state disturbances are instead countered through
integral control action in the climb rate controller.

RT1 KI Gc(s)
CBR

s
1

cos cos^

CB

^

g

.vDr

^^

Figure 7.22: Illustration of the NSA control structure.

The NSA control structure is illustrated in Figure 7.22. The controller receives input
commands from the climb rate controller. The altitude and climb rate controllers
control the aircraft’s heave states in the inertial coordinate system, while the NSA
operates strictly in the aircraft’s body axis coordinate system. Therefore, the ver-
tical acceleration command inputs from the climb rate controller, are compensated
to account for the tilting of the thrust vector due to the aircraft’s pitch and roll
orientation. Gravity compensation is also included to account for the gravity bias
in the accelerometer measurement. The controller saturation limit is set at 75% of
the aircraft’s maximum thrust to retain adequate margin for pitch and roll stability
control.

The root loci of the NSA system are shown in Figure 7.23. The additional pole at the
origin, due to the integral control action, results in a compensated root locus similar
to the uncompensated root loci of the attitude rate systems. These all feature a
break point at s = −10 rad/s and have an infinite gain margin. This indicates a
good closed-loop bandwidth will be achievable with pure integral control.

A ‘fast’ integrator is designed, with a controller gain of KI = −35, in an effort to
maximise the controller bandwidth whilst maintaining a well damped response. The
controller exhibits a final closed-loop bandwidth of ωbw = 8 rad/s, a phase margin
of PM = 73.8◦ and < 1% overshoot. NSA step responses for both the linear and
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Figure 7.23: Open-loop yaw rate system root loci.

nonlinear systems are given by Figure 7.24. The inclusion of aerodynamic drag in
the nonlinear model illustrates the inability of the controller to track an acceleration
input. Aerodynamic forces are subsequently removed from the model to illustrate the
comparative performance with the linear model. The controller command outputs,
δTR , from the nonlinear model are also centred about zero for similar comparative
purposes.
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Figure 7.24: NSA controller responses.

7.5.2 Climb Rate Controller

The performance of the outer loop controllers in the heave control system is ulti-
mately limited by the fidelity of the GPS measurements in climb rate and altitude.
In addition to the delay associated with the GPS measurement update frequency
of 5 Hz, further timing delays were observed between the accelerometer propagated
states and those measured by the GPS. These delays proved to be variable in prac-
tise, within the range of 200–500 ms. To account for this, the open-loop climb rate
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and altitude plants were augmented with 200 ms time delays by means of a first
order Padé approximant of the form,

e−Tds u
1− Tds

2

1 + Tds
2

(7.46)
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Figure 7.25: Open-loop climb rate system root loci.

The root locus of the open-loop climb rate system is illustrated in Figure 7.25. The
time delay results in a nonminimum phase system with the zero in the right half
plane. This nonminimum phase zero is responsible for decreasing the system phase
as opposed to the phase increase associated with zeros in the left half plane. This loss
of phase is more clearly illustrated through the open-loop bode plot in Figure 7.26.
The time delay results in an additional 180◦ of phase loss over the frequency range
shown. The phase loss is also more significant at higher frequencies, and ultimately
limits the attainable closed-loop bandwidth of the controller.

PI control is employed for the climb rate controller to compensate for any unmod-
elled disturbances. The proportional gain is designed conservatively in light of the
aforementioned timing issues; with the aim of limiting the total phase loss to less
than ≤ 20◦5 at the crossover frequency. A minimum phase margin of PM ≥ 60◦ is
also specified for robustness against further variabilities in the observed time delays.
The structure of the climb rate controller is illustrated in Figure 7.27, with the final
control law given by Equation 7.47. The controller features saturation limits for
both the integrator and the final controller output, in addition to the anti-windup
logic applied universally to all the integrators in the autonomous control system.

Dw(s) =
0.9(s+ 0.1)

s
(7.47)

5For a 200 ms delay.
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Figure 7.26: Open-loop bode plots of the climb rate system.

The controller yields a final −3 dB closed-loop bandwidth of ωbw = 1.55 rad/s with
a phase margin of PM = 64.8◦. This is in contrast to the unhindered, open-loop
compensated system with a phase margin of PM = 75.1◦ at the same frequency.
This correlates to a phase loss of 10.3◦ attributable to the 200 ms time delay.

The proportional gain results in a closed-loop pole at s = −1.43 rad/s that dominates
the dynamic response, while the slow integrator pole at s = −0.114 rad/s results in
a transient that is slow to settle.

Figure 7.28 illustrates the controller step response for various time delay scenarios.
The time delay in the nonlinear simulation environment is modelled as a generic
transport delay of the appropriate magnitude. From the figure it is clear that the
first-order Padé approximant used in the controller design compares favourably with
the generic transport delay. Furthermore, the results indicate an increasingly under
damped response for an increase in the time delay, although crucially, the controller
remains stable even in the presence of a 400 ms delay. While this does not guarantee
controller stability in an absolute sense, it does suggest the controller is suitably
robust to timing issues in the climb rate measurement, and thereby concludes the
analysis of the climb rate controller.
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Figure 7.27: Illustration of the climb rate control structure.
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Figure 7.28: Climb rate controller step response.

7.5.3 Altitude Controller

The altitude controller is the outermost control loop in the heave control system and
receives altitude reference commands directly from the ground station. The GPS
altitude position measurements proved to be more reliable than the GPS climb rate
measurements with delays typically limited to between 100–200 ms. Like the climb
rate controller plant, the altitude system is augmented with a 200 ms delay via the
Padé approximant described in the previous section.

The design of the altitude controller focusses first and foremost on stability, and
thereafter prioritises a smooth, well damped positional response to mitigate against
the constraining effects of the tether. Pure proportional control is employed as any
steady state disturbances acting on the vertical translational dynamics of the air-
craft are already compensated for by the integral control action in the climb rate
controller. A maximum closed-loop bandwidth of ωbw ≤ 0.6 rad/s, is specified to
ensure good time-scale separation between the dynamics of the inner climb rate con-
troller, and the tether’s fundamental frequency. Similar to the climb rate controller,
a minimum phase margin of PM ≥ 60◦ is specified for robustness in light of the
GPS delays.

The root locus of the altitude system is illustrated in Figure 7.29. The Padé approx-
imant, once again, results in a nonminimum phase system with zeros in the right
half plane. The pole locations otherwise correlate with those of the closed-loop climb
rate system, with two additional poles. The first is due to the Padé approximant,
and the second due to the integration between the velocity and position states. The
result is a cluster of slow poles near the imaginary axis which dominate the controller
dynamics.

The controller structure is illustrated in Figure 7.30. The proportional gain is se-
lected as KD = 0.29, which yields a final −3 dB closed-loop bandwidth of ωbw =
0.56 rad/s and a phase margin of PM = 66.8◦. The closed-loop poles located
at s = −0.479 ± 0.433j rad/s dominate the dynamic response while the pole at
s = −0.0954 rad/s results in a slow transient. This is evident from the controller
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Figure 7.30: Illustration of the altitude control structure.

step response illustrated in Figure 7.31.

The controller response ostensibly resembles that of an over damped system, but this
is simply a result of the low proportional gain value employed. In reality the system
is decisively under damped, and yields unacceptable levels of overshoot for higher
gain values. This is more apparent from the enlarged step response in Figure 7.30.
This is also the first control loop with an appreciable difference in performance
between the linear and nonlinear models. This is likely due to the added damping
that results from the aerodynamic drag forces modelled in the nonlinear simulation.
Once again the response illustrates increased overshoot in the presence of a time
delay, although, the effects are far less pronounced in comparison to the climb rate
system. While the current controller is slow to settle at a commanded reference
point, the performance is satisfactory considering the tethered application. This
concludes the analysis of the autonomous flight controller designs for the untethered
quadrotor vehicle.

7.5.4 Modifications for Tethered Flight

The constraining nature of the tether, coupled with the positional uncertainty em-
anating from the GPS, renders the current heave control system unsuitable for taut
tethered flight. Modifications are subsequently made with the aim of addressing the
control challenges associated with tethered flight, both simply and at a low cost.
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Figure 7.31: Altitude controller step response.

The modified controller is essentially based on the premise of open loop control,
with the constraining action of the tether utilised for positional feedback of the
aircraft in altitude. The approach is a pragmatic one that requires only the air-
craft’s onboard inertial sensors, which serve as a basic sensor configuration for full
autonomous flight.

The modified controller aims to ensure that the tether remains in a fully elevated
state at all times, barring take-off and landing. The fully elevated tether state is
defined by the tether angle at the origin being greater than or equal to zero degrees
(θ0 ≥ 0). The tether angle is controlled indirectly by ensuring that the vehicle
maintains a {N,E,D} position in space that satisfies the tether angle criterion. The
user inputs for tethered flight consist of the total tether length, LT , the desired
horizontal span, L, and the additional thrust force buffer, ∆δTbuf , over and above
the total vehicle and tether weight. Neglecting any sag in the tether due to wind, a
minimum required altitude, hmin, can be defined for a given tether length and span
offset, from the catenary equations derived in Chapter 5.3.

Considering the definition of the minimum altitude, it follows that hmin represents
the boundary between the loose and taut tether configurations. At and above the
minimum altitude the tether force can increase significantly for small increases in
altitude, leading to tether impact events. The modified controller aims to optimise
the open-loop control strategy to minimise the kinetic energy of the system near
the loose to taut tether boundary, without resulting in a dynamic response that is
impractically slow.

The structure of the modified heave control system is illustrated in Figure 7.32.
Changes to the controller include new saturation limits on the altitude and NSA
controller outputs, as well as switches on the altitude reference input and the integral
control loop in the altitude and climb rate controllers respectively.

Considering the GPS measurement uncertainty, the altitude reference parameter,
hT , represents the minimum altitude (with 3σ certainty) where a tether impact
event may occur. This concept is perhaps more clearly illustrated in Figure 7.33.
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The 3σ vertical and horizontal certainty levels used are the worst-case certainty lev-
els as provided by the manufacturer in Table 6.1. The horizontal certainty level, σH ,
is specified as a circular error probability and, is therefore, sufficiently encapsulated
through the consideration of the 2-Dimensional case. Values for hT are predeter-
mined for various tether lengths and spans, and are uploaded to the ground station
for in-flight use.

Altitude
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+3σV
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hT

+3σH-3σH

θ0 = 0O

Figure 7.33: Illustration of the controller altitude parameters.

A thorough description of the practical flight strategy is provided in Chapter 9.3, but
a basic summary is required to better understand the implemented control choices.
The description begins after take-off with the system stationary in a loose tether
configuration and in the conventional full autonomous, flight control mode.

As the tethered heave controller is armed, dubbed Tension Mode, the altitude ref-
erence command changes to hT from some initial altitude command, DR = D̂; with
the altitude and NSA controller saturation limits simultaneously set to their respec-
tive Tension Mode values. The altitude controller saturation limit determines the
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maximum and minimum commandable climb rates for the aircraft, defined for the
untethered and tethered configurations are per Equations 7.48–7.51.

Untethered:

vDmax = 2 [m/s] (7.48)

vDmin = −1 [m/s] (7.49)

Tethered:

vDmax = 2 [m/s] (7.50)

vDmin = 0.3 [m/s] (7.51)

Setting the altitude controller reference and saturation limit in this way serves
two purposes. Firstly, it maintains the dynamic response of the untethered con-
trollers when the initial arming altitude is far from the tethered reference altitude
(DR�hT ). Secondly, it ensures the saturation of the NSA controller even for an
initialisation scenario where DR ≥ hT . It also serves as a natural means of tapering
the kinetic energy of the system, as the commanded climb rate will drop below the
minimum value as the altitude error approaches zero (D̂→hT ). This enables the
vehicle to command a reduced climb rate through the loose to taut tether transition
phase, which would otherwise severely limit the dynamic response of the aircraft
for longer tether lengths. The lower limit value is determined through simulation
and serves as a conservative compromise between the tether impact forces and the
aircraft’s dynamic response.

An additional switch is employed by the climb rate controller to disable the integral
control action as the system approaches the transition point. The switch triggers
in Tension Mode when the condition D̂ ≥ hT is satisfied. This is to prevent the
integrator from saturating under the taut tether configuration. The climb rate
integrator is a slow one designed to counter disturbances in the steady state. The
low bandwidth will perpetuate the effects of integrator wind-up after the tether is
released. The omission of the integrator does not negatively affect the stability of
the climb rate controller and, in fact, increases the phase margin to PM = 71.3◦.
The only consequence is the loss of the ability to counter steady state disturbances.
Any measurement bias in the accelerometer is expected to be small, while the effects
of aerodynamic drag are similarly negligible at these reduced velocities. However,
a small offset will arise between the commanded and realised vehicle climb rate as
a result of the linear increase in the tether weight with altitude. These effects are
investigated with the results (illustrated in Figure 7.34) indicating an acceptably
small offset of 0.05 m/s.

The remaining saturation limit on the NSA controller output effectively commands
the desired open-loop thrust. The limit is variable in nature with the aim of im-
proving the system efficiency by tailoring the thrust limit to the length of the tether
employed. The limit is determined as a function of the vehicle altitude, h, as per

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 7. CONTROL SYSTEM DESIGN 120

0 5 10 15 20 25 30
0

0.5

1

1.5

2

2.5

Time [s]

v D
[m

/
s]

Loose Tethered Flight: Climb Rate Response

CR Response

Tension Mode Armed

Integrator Disarmed

0.3 m/s

0 5 10 15 20 25 30

−0.5

0

0.5

1

1.5

2

Time [s]

v̇ D
R
[m

/s
]

Loose Tethered Flight: Climb Rate Controller Output

CR Controller Output

Tension Mode Armed

Integrator Disarmed

Figure 7.34: Climb rate controller output and response in Tension Mode.

Equation 7.52. The limit includes an additional thrust force buffer, ∆δTbuf , to
counter any aerodynamic forces acting on the tether. The remaining equation pa-
rameters are defined according to Figure 7.35.

δ∗TR = f(h) =


0.75δTmax , if h < hL

ah+ b, if ht ≥ h ≥ hL

mg + µTLT + ∆δTbuf , if h > hT

(7.52)

where,

hL = hmin − 1.5(hmin − hT ) (7.53)

a =
0.75δTmax −mg − µTLT −∆δTbuf

hL − hT
(7.54)

b = 0.75δTmax − ahL (7.55)

Thereafter, the limit is scaled to compensate for the aircraft’s pitch and roll angles

hmin

NSA limit - δTR

hT

0.75δTmax

mg + μTLT + ΔδTbuf

hL

*

Figure 7.35: Variation of the NSA saturation limit.
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as,

δmaxTR
=

δ∗TR
cos φ̂ cos θ̂

(7.56)

Finally, the scaled limit from Equation 7.56 is passed through a first-order low-pass
filter with a cut-off frequency of 1 rad/s. The filter cut-off frequency is selected well
below the bandwidth of the NSA controller (≈ 8 rad/s) in order to prevent the limit
from driving the command output.

The modified heave control system aims to offer a simple means of addressing the
control challenges emanating from the constraining nature of the tether coupled
with the position state uncertainty. A potential drawback of the control strategy is
the impairment of the controllers disturbance rejection capabilities in heave. The
aircraft is expected to have a slow response to intermittent disturbances such as wind
gusts or impact events. This, in turn, leaves the aircraft more vulnerable to further
impact events. This may be mitigated by operating at increased span distances and
exploiting the catenary effect, or by simply increasing the tether tension through
the thrust force buffer, ∆δTbuf . The thrust force buffer is designed to be manually
editable from the ground station for such a purpose. Nevertheless, the proposed
open-loop strategy is expected to be suitable for the control of the aircraft’s heave
dynamics as it is not a prominent failure mode for the vehicle, and therefore not
critical in terms of the overall system stability.
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Chapter 8

Non-linear Simulation

This chapter provides details of the non-linear simulation environments used in
this project. Numerical simulations are critical to the project as they serve as the
primary means of validating the autonomous flight controllers, prior to practical
flight testing.

The chapter begins with an overview of the two primary simulation environments
and their respective relevancies to the project. Thereafter, details are provided of
the ground station and additional mathematical models employed but not previ-
ously discussed in this thesis. Finally the chapter concludes with the presentation
and discussion of the simulation results for various untethered and tethered flight
scenarios.

8.1 Overview

The two primary simulation environments employed in this project consist of the
Software-In-the-Loop (SIL) and Hardware-In-the-Loop (HIL) simulation environ-
ments. The SIL environment provides an intermediary verification step of the dis-
cretised control algorithms, which are programmed in C and executed at the appro-
priate frequency. It also incorporates additional wind and sensor models, with the
latter modelling the noise and variance of the various sensor measurements. The
SIL environment is a self-contained system run exclusively in MATLAB, which en-
ables quick debugging. It is used primarily to validate the controller designs for
the untethered aircraft prior to testing in the more complex, and bug prone, HIL
environment.

The HIL environment, as the name suggests, incorporates the on-board avionics
hardware within the simulation loop, as illustrated in Figure 8.1. This provides a
comprehensive validation of the system functionality prior to practical flight test-

122
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Figure 8.1: Hardware-In-the-Loop Setup

ing. Control, estimation, communication and data logging algorithms are executed
by the OBC while the aircraft dynamic equations are executed in MATLAB on an
accompanying computer. A separate HIL interface PCB board, featuring it’s own
microcontroller, facilitates communication between MATLAB and the OBC. The
OBC control commands are received as inputs to the non-linear aircraft model in
MATLAB, while the resulting simulated state measurements are packaged to emu-
late the onboard sensor measurements before being communicated back to the OBC.
The OBC is also capable of receiving commands from both the RC remote and the
ground station. The ground station communicates wirelessly with the OBC, com-
manding higher-level autonomous functions and receiving pertinent telemetry data.
MATLAB’s Real-Time Toolbox is used to synchronise the simulated model with the
real-time execution of the OBC.

8.2 Ground Station

The ground station application, like the on-board avionics hardware and firmware,
is a legacy component in the ESL that is adapted to suit the requirements of this
project. The application provides a graphical user interface from which the au-
tonomous functionality of the aircraft can be monitored and controlled.

The ground station serves as a bilateral communication link between the user and
the aircraft, enabling commands from the user and status feedback from the air-
craft. User commands relate to the initialisation and operation of the kinematic
state estimator, the data logging routines, the autonomous flight controllers and the
tether release servo. Due to the bandwidth limitations of the RF link, the status
information from the aircraft is prioritised into different classes that are updated
at intervals of 0.5Hz, 1Hz and 2Hz. The status feedback information can be classi-
fied as either controller, estimator, sensor, or general status information with more
details provided in Table 8.1.

An image of the GUI (during a HIL simulation) is provided in Figure 8.2, illustrating
the modifications made for the tethered application.
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Figure 8.2: Illustration of the Ground Station GUI.

Table 8.1: Ground Station Status Information

Controller
Consists of individual controller status flags, references commands,
limits and output values.

Estimator Consists of the estimator status and state values.

Sensor

IMU, magnetometer, GPS, voltage and current sensor measurements.
Additional GPS information including fix status, estimated accuracy,
satellites visible and satellites used.

General
Includes a user command history, OBC running time and data logging
status.

8.3 Additional Simulation Models

In addition to the non-linear vehicle and tether models discussed in previous chap-
ters, the simulation environments include supplementary wind and sensor models to
improve the simulation fidelity.
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8.3.1 Wind Model

The non-linear simulation environment includes environmental considerations such
as the atmospheric and magnetic field properties at the location of the practical
testing facility. This is extended to include a rudimentary wind model. The wind
model consists of a constant wind vector, applied in the inertial axis frame, which
is perturbed via low-pass-filtered band-limited white noise, as per Figure 8.3. The
final wind output vector constitutes the reference wind magnitudes at an altitude
of 10 m.

The tether model neglects the aerodynamic drag forces acting on the tether, based
on the assumption that these forces are small relative to the tether tension. Never-
theless, the wind model is included to simulate the effects of aerodynamic drag on
the vehicle as well as the influence on the actuator thrust coefficients.

ω0

C +
+

Band-limited
White Noise

Low-pass
Filter

Constant
NEDWind
Magintudes

Final NED
Wind

Velocities

Figure 8.3: Wind Model Block Diagram

8.3.2 Sensor Models

The sensor models employed in the simulation environments aim to represent the
noise and drift characteristics of the real-world sensor measurements. Measure-
ment noise is applied to the IMU and magnetometer measurements via Simulink’s
Band-Limited White Noise (BLWN) blocks, with the noise power spectral densities
(PSD) used as provided by the manufacturer data-sheets. The GPS noise model is
illustrated in Figure 8.4, and features low-pass filters to replicate the low-frequency
measurement drift. The filter cut-off frequencies are determined by taking the fast
Fourier transform (FFT) of the position data taken from static position tests. This
identified a dominant harmonic at ≈ 0.01 Hz. The PSD values are determined to
correlate with the measured drift magnitudes.

The on-board IMU (including both the 3-axis accelerometer and gyroscope) and
magnetometer were calibrated prior to practical flight testing to mitigate against
the effects of any sensor biases. The accelerometer was calibrated in each axis using
the gravity vector. The gyroscope was similarly calibrated in each axis, for various
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angular rates, using a rate table. While the magnetic field around the aircraft was
manipulated using a Helmholtz cage, enabling the calibration of the magnetometer.

8.4 Simulation Results

Simulation results are presented for both the untethered and tethered systems. The
results provide an indication of the real-world performance and serve as the primary,
and final, verification step prior to practical flight testing.

8.4.1 Untethered Aircraft

A simplified set of results is presented for the untethered aircraft in terms of the
outer loop controller step responses, which sufficiently illustrates the autonomous
performance. Comparisons are provided between the various simulation platforms
to illustrate the effect of individual components on the final performance.

The SIL simulation implementation features the discretised control laws, imple-
mented as s-functions in MATLAB, and the non-linear aircraft model. Apart from
the Hardware-In-the-Loop implementation, comparisons between the SIL and HIL
environments further serve to illustrate the influence of the kinetic state estimator.
Figures 8.5 and 8.6 indicate that the outer-loop autonomous performance generally
correlates well between the two environments; with sensor inaccuracies ultimately
providing the dominant constraint. This is most apparent from the slight oscillations
in heave, which is a result of the time delays in the GPS climb rate measurement.

Furthermore, Figure 8.7 illustrates the effect of sensor noise on the angle tracking
abilities of the aircraft. Noise in the gyroscope measurements is integrated to yield
an error in the orientation state estimates which manifests as angular random walk.
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Figure 8.7: Illustration of the angular random walk phenomenon.
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8.4.2 Tethered Aircraft

Simulations of the tethered system are conducted in the HIL environment and illus-
trate the feasibility of the control strategy, in terms of functionality and controller
stability, as well as notable variations between the vertical and offset flight cases.

Vertical Tether Case

Simulation results are presented for a 25 m tether length with the autonomous con-
trollers armed at some altitude < 25 m, after which tension mode was enabled.
Figure 8.8a illustrates a well damped altitude response through the loose to taut
transition, indicating that the NSA controller’s limited output does not significantly
hamper the aircraft’s ability to maintain a desired altitude set-point in the presence
of disturbances forces resulting from the tether impact events. This is supported by
the throttle command outputs in Figure 8.8b, which only saturate roughly 25 s after
the initial impact event at t ≈ 110 s. The steps in the throttle command output are
congruous with the observed tether tension forces at the vehicle, as illustrated in
Figure 8.10a. The tether tension force response is characterised by a series of abrupt
spikes in tension at the tether impact events; this correlates with the sharp tension
force gradients associated with the vertical tether case. However, apart from the
initial impact spike at t ≈ 110 s, subsequent spikes are agreeably small, primarily
due to the low bandwidth of the climb rate and altitude controllers. The measured
altitude, in excess of the 25 m tether length, is a consequence of the elevated tether
mounting point, which is further discussed in Chapter 9.3.
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Figure 8.8: Altitude Response and Throttle Commands

The aircraft is initialised at a small horizontal offset distance to illustrate the ef-
fects of the tether restoring forces on the aircraft as the tension increases through
the transition point. This is clearly illustrated in Figure 8.9 where the aircraft is
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displaced towards the origin immediately after the initial transition impact. The
horizontal position response further serves to illustrate the detrimental effect of the
unmodelled tether tension and inertia on the aircraft’s ability to track commanded
position references. Although it is also worth reiterating that the simulation contains
GPS measurement drift, which further exasperates the tracking abilities. Neverthe-
less, the response is noticeably faster immediately after the tether is released. The
initial overshoot observed after the tether release is a result of integrator wind-up in
the horizontal velocity controllers. The integrator limits are kept small to minimise
these effects, to the detriment of the steady state tracking abilities.
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Figure 8.10: Tether Tension and Angles

The tether angles in Figure 8.10b illustrate near-vertical tether configuration, with
the angle at the origin increasing exponentially at the tether impact point. This
is consistent with the elevator commands and the pitch angle response in Fig-
ures 8.11a and 8.11b which indicate a small horizontal tether force component.
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Figure 8.11: Aircraft Longitudinal States

Offset Case

Results for the offset case are presented for a horizontal span distance of L ≈ 6 m.
Figure 8.12a indicates a similarly well damped response in altitude relative to the
vertical tether case. Notable differences from the vertical tether case are, however,
observed in the throttle commands, from Figure 8.12b, which saturate at the initial
transition point. This is a result of the reduced tension force gradients associated
with the increase in span. This feature is well illustrated by the tether tension
forces in Figure 8.13a, which increase more gradually through the transition point
relative to the vertical case1. Furthermore, the tension forces are far more consis-

1A small discontinuity can be observed at t ≈ 200 s in the tension force at the origin due to the
condition in Equation 5.9 being satisfied; although this can be seen to have a negligible effect on
the tension force observed at the aircraft.
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tent throughout the course of the flight; although this does not have a significant
impact on the resulting altitude response, relative to the vertical case, for the 25 m
tether length. These effects can, however, be shown through simulation to be more
significant for shorter tether lengths.

150 200 250 300 350 400
−10

0

10

20

30

40

50

T
et

he
r 

T
en

si
on

 [N
]

Simulation Time [s]

Tethered Simulation − Offset Case

 

 
T

0

T
P

Transition
Tether Released

(a) Tether Tension

150 200 250 300 350 400

−50

0

50

100

T
et

he
r 

A
ng

le
s 

[d
eg

]
Simulation Time [s]

Tethered Simulation − Offset Case

 

 

θ
0

θ
P

Transition
Tether Released

(b) Tether Angles

Figure 8.13: Tether Tension and Angles

The consequence of the offset case is the increased horizontal force component and in-
creased tether tension values for a given operational altitude, relative to the vertical
case. These effects are clearly illustrated through the tether angles in Figure 8.10b
and aircraft’s longitudinal states in Figures 8.11a and 8.11b. The aircraft is required
to settle into a new trim state, away from the horizontal, in order to counteract the
horizontal force component. This results in a marginally more oscillatory pitch angle
response at increased span distances, as the aircraft becomes more sensitive in pitch
to fluctuations in the tether force vector.
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Figure 8.15: Horizontal Position Step Responses

Figure 8.15 further illustrates the coupling between the horizontal and vertical trans-
lational dynamics which is a consequence of the constraining action of the tether.
This is apparent from the Northerly position response, where the aircraft is dis-
placed towards the origin through the transition point; as well as from the altitude
response where the aircraft experiences an altitude gain at t ≈ 350 s with a reduction
in span. This is less evident for position steps perpendicular to the span distance, as
in the Easterly position response from Figure 8.15. However, the Easterly position
steps in particular, again highlight the detrimental effect of the tether on the air-
craft’s ability to track commanded position references. For this simulation the GPS
drift models were deactivated, which results in an improved steady state tracking
response relative to the vertical tether case.
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Chapter 9

Practical Testing

This chapter details the evaluation of both the untethered and tethered flight control
strategies through a series of practical tests. While the simulation models aim to be
representative of the real-world system and generally provide a good indication of
the autonomous performance, practical flight testing provides a more comprehensive
evaluation of the system in the presence of any unmodelled phenomena.

The chapter begins with an outline of the practical tests conducted with their asso-
ciated outcomes and limitations. Thereafter, the performance of the untethered con-
trol system is presented and discussed. The chapter culminates with the evaluation
of the autonomous performance for various tethered flight scenarios and highlights
the influence of the tether on the aircraft dynamics.

9.1 Testing Outline

Practical testing of the aircraft is split into three phases; namely, the initial com-
missioning of the aircraft, the verification of the autonomous controllers on the
untethered aircraft, and finally, practical flight testing of the tethered system.

The first phase focussed on validating the functionality of the aircraft and the as-
sociated testing hardware. This included ensuring that the aircraft was controllable
from a manual flight perspective. A test jig was manufactured to enable the test-
ing of the stability augmented manual flight mode without the risk associated with
practical flight testing. The test jig, pictured in Figure 9.1, constrained the aircraft’s
translational degrees of freedom but allowed angular rotation in pitch and yaw. This
enabled the testing of the innermost pitch and yaw rate controllers, as well as the
outer pitch and yaw angle controllers. Thereafter, the aircraft was rotated and fixed
in the yB body axis to enable the testing of the roll rate and angle controllers. Fol-
lowing the successful jig tests a maiden RC flight was conducted at the practical

133
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zB

yB

Figure 9.1: Illustration of the test jig setup.

testing facility. This was done specifically at the test facility to validate the per-
formance of the magnetometer and GPS in the test environment. Furthermore, it
enabled the tuning of the flight trim values and pilot sensitivity gains, in addition to
serving as an opportunity for the pilot to familiarise himself with the aircraft prior
to autonomous flight testing.

With the aircraft successfully commissioned, autonomous flight testing of the un-
tethered aircraft was subsequently begun. This included four separate flights, with
the controllers armed successively; beginning with the innermost control loops and
progressing outwards until full autonomous flight was realised. It was at this point
that the delays in the GPS climb rate measurements were first observed which re-
sulted in the instability of the climb rate and altitude controllers. Consequently, the
controllers were redesigned1 to improve their robustness to said delays.

Once satisfactory performance of the untethered aircraft’s autonomous behaviour
had been achieved, testing of the tethered system was initiated. This final testing
phase consisted of five separate flights, the first of which being exclusively under the
loose tether configuration. As a safety precaution the tethered tests were limited to
an upper altitude limit of 25 m. This decision was made in consultation with the
safety pilot who felt that, in the event of an emergency, his abilities to successfully
recover the aircraft were significantly impaired at altitudes greater than 25 m. This
was an acceptable limitation considering the desired testing outcomes, which aimed
to determine the feasibility of the control strategy, in addition to providing insight
into the dynamics associated with tethered flight. Thus, the four remaining flight
tests consisted of taut tethered flights; two with a tether length of 25 m and two
with a tether length of 15 m. The tether span was varied for each tether length
to investigate it’s influence on the system response and dynamics. Limited control
optimisation was performed during these final flight tests with the author instead
providing recommendations on any observed phenomena.

1Note: The controller designs presented in Chapter 7.5 constitute the redesigned controllers.
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9.2 Untethered Flight Results

The untethered flights served to validate the performance of the autonomous con-
trollers on the untethered aircraft before the tethered flight tests could be attempted.
As previously mentioned, testing comprised of four separate flights with the control
loops armed successively in order to individually verify their stability. The results
presented here are for a single flight with the aircraft subjected to a series of position
and velocity steps. This sufficiently illustrates the autonomous performance of the
aircraft.

The flight test was conducted at Helderberg Radio Flyers airfield, colloquially known
as HRF. Weather conditions were favourable with an average wind-speed of 1 m/s
with intermittent gusts up to 4 m/s. The test focussed on the testing of the re-
designed climb rate and altitude controllers after the longitudinal, lateral and di-
rectional control systems had previously been proven to be stable. The aircraft
was manually piloted to an altitude of approximately 15 m, at which point the au-
tonomous control system was fully enabled. To ease transitioning between the man-
ual and autonomous flight modes, the position controller references are assigned the
current position state measurements as the controllers are subsequently armed.

(a) Climb Rate Controller (b) Altitude Controller

Figure 9.2: Heave Response

Once the vehicle was seen to accurately regulate it’s position, a positive 10 m alti-
tude step was commanded from the ground station. This was followed by a negative
10 m altitude step as the aircraft was returned to it’s original altitude set-point.
Following this, the altitude controller was disarmed with the aircraft subjected to
climb rate steps of ±1 m/s. The climb rate and altitude controller tracking re-
sponses are illustrated in Figures 9.2a and 9.2b respectively. The shaded areas of
the graphs indicate the periods when the heave control system is active, with the
shading intensity corresponding to the number of individual controllers active2.

2Shading is lighter during the climb rate steps when the altitude controller was disarmed.
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The heave controllers were found to generally function as designed in the presence of
the GPS measurement delays. The only notable exception being during commanded
periods of descent where there was a noticeable degradation in performance. This
is due to unmodelled variations in the rotor thrust outputs as the rotors enter the
vortex ring flow state, previously discussed in Chapter 4.1.3. This is particularly
apparent during the negative altitude step which resulted in a significant disturbance
of the aircraft’s angular dynamics. This was primarily due to the aggressive sink
rate, which was initially limited to vDmin = −2 m/s. This aggravated the unsteady
flow effects that characterise the vortex ring state. Nevertheless, this was easily
negated by altering the saturation limit to a maximum permissible sink rate of
vDmin = −1 m/s, with a significant resultant improvement in performance. This
was tested specifically in a subsequent flight but is further evidenced by the negative
climb rate step at approximately 300 s. The altitude controller exhibits good altitude
tracking in hover, accurate to within 30 cm for the static case. The performance is
diminished slightly for the dynamic case where it is accurate to within 0.5 m for large
longitudinal and lateral translational steps. The position controllers, in general,
are characterised by a small-magnitude oscillatory response, which is a feature of
quadrotors using inertial sensor feedback. This is primarily due to the high noise
levels present in the IMU measurements, resulting from the high levels of vibration
prevalent in rotary wing aerial vehicles. Errors in the accelerometer are integrated
to yield a quadratic error in position, while errors in the gyroscope measurements
are integrated to yield a quadratic error in velocity and a cubic error in position.
For the quadrotor case, this has a larger affect on the heave dynamics due to the
coupling between the longitudinal, lateral and heave dynamics; which is a result of
the actuators being fixed in the aircraft’s zB body axis.

(a) Yaw Rate Controller (b) Heading Angle Controller

Figure 9.3: Directional Response

Following the climb rate step, the altitude controller was rearmed and the aircraft
subjected to a 26◦ heading angle step. The step command was specifically made to
align the heading angle with the inertial coordinate system prior to the testing of the
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longitudinal and lateral control systems. Figure 9.3a illustrates the extensive noise
levels associated with the gyroscope feedback measurements. This, coupled with
the low-bandwidth directional control capability of the aircraft, yields the heading
angle controller accurate to within ±4◦, as is clear from Figure 9.3b. Furthermore,
the responses highlight the effects of the negative altitude (t ≈ 250 s) and climb rate
(t ≈ 300 s) steps on the directional dynamics of the aircraft. While the controller
counters both of these disturbances well, the reduced sink rate of the climb rate
step results in the effects of the unsteady flow regime being far less pronounced,
and almost indistinguishable from the gyro noise levels. Similar to the heave control
system, the shaded areas of the graphs indicate the periods when the directional
control system is active. In this instance the lightly shaded areas correspond to the
activation of the yaw rate controller only, in the manual flight mode.

With the body and inertial axis systems suitably aligned, the aircraft was subjected
to 10 m position steps and ±1.5 m/s velocity steps applied in the aircraft’s longitu-
dinal and lateral body axis directions. The aircraft’s heading angle is aligned with
the inertial axis system purely for illustrative purposes. The horizontal position
controller responses are illustrated in Figures 9.4a and 9.4b, with both controllers
performing well in practice. Similar to the altitude controller, the oscillatory nature
of the steady state tracking response is once again evident but not problematic.
Figures 9.5a and 9.5b illustrate the good performance of the horizontal velocity con-
trollers which track both the dynamic and static velocity reference commands accu-
rately. The inner pitch and roll angle controllers, pictured in Figures 9.6a and 9.6b,
exhibit improved tracking relative to the heading angle controller due to the higher
control bandwidth and improved disturbance rejection capabilities. The improved
response to disturbances is especially evident when considering the disturbance in-
duced by the negative altitude step. Comparing the aircraft’s pitch and yaw rate
responses it is clear that the initial disturbance is greater in pitch than it is yaw; but
the reduced control bandwidth of the directional control system results in a greater

(a) Longitudinal Position Controller (b) Lateral Position Controller

Figure 9.4: Horizontal Position Response
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(a) Longitudinal Velocity Controller (b) Lateral Velocity Controller

Figure 9.5: Horizontal Velocity Response

displacement in yaw angle than it does in pitch angle. This would also seem to indi-
cate that actuator 1 experienced a sudden loss of thrust causing the aircraft to pitch
nose down. This correlates with the positive yaw disturbance which is attributable
the rotor torques no longer being in equilibrium.

(a) Pitch Angle Controller (b) Roll Angle Controller

Figure 9.6: Pitch and Roll Angles

This concludes the presentation and analysis of the autonomous performance of the
untethered aircraft. The final controllers were determined to perform satisfactorily,
enabling the commencement of practical flight testing of the tethered system.
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(a) Pitch Rate Controller (b) Roll Rate Controller

Figure 9.7: Pitch and Roll Rates

9.3 Tethered Flight Results

The tethered flight tests consisted of five individual flights. The first was conducted
under a ‘loose’ tether configuration using the unmodified control system. This served
primarily as a precautionary safety flight. Thereafter, four further flight tests were
conducted under the ‘taut’ tether configuration using the modified control system;
each with subtle differences in the tether configurations. More specifically, the four
alternative tether configurations tested were:

(a) 25 m tether length, vertical case (L ≈ 0).

(b) 25 m tether length, offset case (L ≈ 6 m).

(c) 15 m tether length, vertical case (L ≈ 0).

(d) 15 m tether length, offset case (L ≈ 6 m).

The tests served to simultaneously validate the tethered control strategy and to
illustrate the characteristics unique to each of the tether configurations. The results,
however, are largely similar, with each successfully validating the tethered flight
control strategy. In order to avoid repetition, the full results from Test 1 (LT =
25 m, L ≈ 0) are presented. Results from the remaining tests are presented more
specifically, highlighting notable differences in the system response for variations in
the tether configuration.
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(a) Test 1: LT = 25 m, L ≈ 0 (b) Test 2: LT = 25 m, L ≈ 6 m

(c) Test 3: LT = 15 m, L ≈ 0 (d) Test 4: LT = 15 m, L ≈ 6 m
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9.3.1 General Performance

Test 1 was conducted at HRF, in good weather conditions with little to no wind. The
test commenced with the aircraft manually piloted from take-off to an altitude of
approximately 8 m, at which point the autonomous control system was fully enabled.
With the controllers armed, the aircraft was given an altitude step prior to manoeu-
vring it into position above the ground-based tether mounting point. The tether
mounting point consisted of a weighted stand, which resulted in the final mounting
position being elevated off the ground by approximately 0.5 m. As a result, the
aircraft take-off point was offset from the mounting point by a pre-determined hori-
zontal distance. This required repositioning the aircraft prior to tension mode being
armed. The initial altitude step was given as a precautionary measure to reduce the
risk of the tether entangling in the mounting stand.

(a) Test 1: Climb Rate Response (b) Test 1: Altitude Response

Figure 9.9: Heave Response

After the aircraft had been successfully positioned above the mounting point, tension
mode was armed and the aircraft proceeded to climb into the taut tether configu-
ration. Figure 9.9a illustrates the aircraft’s climb rate response for the duration of
the autonomous flight. The lightly shaded areas in the figures illustrate when the
autonomous control system was active, while the darker shaded area indicates when
tension mode was armed. The aircraft tracked the climb rate reference reasonably
well, that is, until roughly 20 seconds prior (t ≈ 230 s) to the transition point, where
the aircraft’s progress was momentarily halted. This point coincided with the tether
being completely elevated for the first time and proved to be a general feature for
each of the flight tests. The sudden elevation of the tether results in a fluctuation
in the tension force due to the swinging action of the tether as it settles in a new
suspended equilibrium. This is also thought to contribute to the mildly oscillatory
climb rate response. Prior to take-off the tether is dispersed over a wide area to pre-
vent entanglement. Thus, as the aircraft ascends the tether is continually settling in
a new positional equilibrium. Prior to full elevation, these movements are mitigated
by the shorter tether lengths and the frictional resistance with the ground; but they
reach somewhat of a crescendo upon complete elevation due to the increased inertia
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and lack of damping. This did not have a significant effect on the stability of the air-
craft and is almost unidentifiable in the aircraft’s angular dynamics. Nevertheless,
the climb rate response recovered quickly with the aircraft entering the transition
point soon afterwards, near the commanded climb rate of 0.3 m/s.

(a) Test 1: Accelerometer Measurements (b) Test 1: Estimated Impact Force

Figure 9.10: Impact Forces

The moment of transition is clearly illustrated through the zB axis accelerometer
measurements in Figure 9.10a, which contain a definite spike near t ≈ 250 s. These
measurements can be converted into a force estimate using Newton’s law. These
force estimates are illustrated in Figure 9.10b, after compensating for gravity and
the aircraft orientation. The result is an estimated impact force of FZ ≈ 48 N, which
is slightly lower than the 62 N force predicted by the snap loading approximation
in Appendix A.2, but this is based on the assumption that the tether is perfectly
vertical and that the initial impact velocity is precisely 0.3 m/s.

(a) Test 1: Throttle Commands (b) Test 1: Rudder Commands

Figure 9.11: Actuator Commands

Similarly definitive is the change in thrust command output through the transition
point, as illustrated per Figure 9.11a. The thrust output settles at the saturation
limit ≈ 15 s after the initial transition impact. The discrepancy relative to the HIL
simulation is due to the reduced thrust buffer force employed during the practical
test and unmodelled additional tether damping that results from the tether’s flex
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characteristics. This contributes to a marginally improved performance through the
transition point with only a minor transient in the climb rate response, and none
whatsoever in the altitude response. It is worth reiterating at this point that the
steady state altitude measurements are largely meaningless. Figure 9.9b illustrates
this fact as the measurements quickly drift past the maximum theoretical altitude
limit. However, because the estimator measurements feature accelerometer prop-
agation they are useful when analysing sudden events such as the loose to taut
transition impact.

(a) Test 1: Yaw Rate Response (b) Test 1: Heading Angle Response

Figure 9.12: Directional Response

Soon after the transition point the climb rate measurement settles around zero for
the remainder of the taut tethered flight, without any deviations of significance.
During this period the aircraft experiences subtle improvements in it’s autonomous
performance, relative to the loose tether configuration. The first of which is a
definite reduction in the noise levels present in the accelerometer measurements
from Figure 9.10a. This is due to the nature of the saturated thrust output which
is no longer responsive to noise in the accelerometer measurements, culminating in
a smoother response. Contrastingly, there is a pronounced increase in the rudder
command outputs from Figure 9.11b. While the tether does not explicitly influence
the yaw dynamic mode, the total thrust increase (and subsequently the increase
in the rotational speed of the rotors) contributes to an increase in the aerodynamic
drag forces acting on the rotors which serve as the control mechanism for the aircraft
in yaw. This effectively results in an increase in the virtual yaw moment arm3 which
improves the control bandwidth. This, in turn, contributes to the amplification of
noise in the gyroscope measurements as is evident from Figure 9.12a; but also results
in a marginal improvement in the performance of the heading angle controller, as is
visible from Figure 9.12b.

From Figures 9.13a and 9.13b, it is clear that the elevator control commands expe-
rience a similar increase in agitation immediately after the transition point, while
the aileron commands remain largely unchanged. This is due to the positional feed-
back property of the tether, and indicates that the aircraft was not directly above
the mounting point prior to the loose to taut transition. The GPS coordinates of

3This was originally determined in Chapter 3.3.4 around the hover thrust set-point
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(a) Test 1: Aileron Commands (b) Test 1: Elevator Commands

Figure 9.13: Actuator Commands

the mounting point are stored prior to take-off which leaves the relative distance
between the aircraft and the mounting point susceptible to measurement drift for
the duration of the flight. This is evident from the horizontal inertial position mea-
surements in Figures 9.14a and 9.14b. The North position measurement specifically,
experiences a sudden 1 m offset from the commanded value at the point of transition
as the tension in the tether increases. This is consistent with the pitch and roll angle
measurements from Figures 9.15a and 9.15b, which illustrates the aircraft settling
into a new trim state in order to track the commanded horizontal position refer-
ences. These trim states constantly adapt during flight as the aircraft is subjected
to horizontal position steps. The pitch angle trim state experiences a greater net
change during the course of the taut tethered flight, which is congruous with the
noisier elevator commands.

(a) Test 1: Position Step Response (N) (b) Test 1: Position Step Response (E)

Figure 9.14: Horizontal Position Response

Overall, the introduction of the tether has a negative impact on the aircraft’s ability
to track changes in the inertial position references; with the effects becoming more
pervasive with an increase in the tether length. This is understandable considering
the additional tether mass, inertia and tension forces acting on the aircraft, that
were neglected during the controller design. Under the loose tether configuration
the tether has a similarly adverse influence on the aircraft’s longitudinal and lateral
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(a) Test 1: Pitch Angle Response (b) Test 1: Roll Angle Response

Figure 9.15: Pitch and Roll Angles

angular dynamics, resulting in a more oscillatory response relative to the unteth-
ered aircraft. Under the taut tether configuration, however, the performance varies
between the various testing scenarios. For the scenario presented in Test 1, the taut
tether configuration contributes to an improved performance in pitch and roll, as is
evidenced by Figures 9.15a and 9.15b. These effects are discussed in more detail in
Chapter 9.3.2 below. The position tracking response results correlate well with those
observed HIL. A slight increase in the oscillatory nature of the steady state tracking
response is observed as a result of the increased vibration levels which were not
adequately modelled in HIL. This exacerbates the effects of angular random walk.
Notice that these effects are reduced somewhat under the taut tether configuration
as a result of the subsequent angular stability benefits.

A final safety feature, not previously discussed during the design of the control sys-
tem, is a change in the altitude reference command prior to the tether being released.
This is done to reduce the tension force in the tether and minimise the resulting
disturbance on the aircraft that accompanies the tether release. The new altitude
reference is commandable from the ground station and set to a small distance be-
low (2 m in this case) the current altitude measurement. The climb rate saturation
limits are configured to simultaneously reset to their original pre-tension values to
enable the negative altitude step. Following the altitude step, the tether is promptly
released to prevent any tether entanglement. The resulting transient (at t ≈ 370 s)
is clear in each of the above figures, but particularly in the climb rate and altitude
responses. The high bandwidth of the NSA controller results in a rapid throttle
response and ensures that the sudden acceleration is effectively countered. Once the
release transient had diminished and the aircraft had shown to be stable, manual
flight mode was enabled with the pilot then bringing the aircraft in to land.

9.3.2 Influence of the Tether Length and Span

The general performance of the control strategy is well represented by the results
presented above. The remaining flight tests serve to illustrate how variations in
the tether length and span influenced the system response. For the four alternative
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tether configurations practically tested, notable variations were observed in the trim
states, impact events, the aircraft stability and the aircraft mobility.

Trim States

(a) Test 4: Roll Angle Response (b) Test 4: Roll Rate Response

Figure 9.16: Variation in the angular trim state for the offset case.

A significant change in the angular trim state of the vehicle is required when operat-
ing at increased span distances, in order to counter the horizontal force component
of the tether weight. This is clearly illustrated through the roll angle and rate re-
sponses from Test 4, as shown in Figures 9.16a and 9.16b. The aircraft experiences a
significant change in the steady state roll angle, with an accompanying disturbance
in the roll rate response, as the tension force increases through the transition point.
The angular rate disturbance is a result of the tether mounting point being offset
from the vehicle CoM, subsequently resulting in an induced tether moment. The in-
tegral control action in the innermost angular rate controllers counteracts the tether
moment in the steady state, and assists the vehicle in maintaining the non-zero an-
gular trim state with good accuracy. Figures 9.17a and 9.17b illustrate the changes
in the virtual aileron and elevator control commands required to maintain the off-
set equilibrium position. The non-zero commanded values prior to the transition
point are the result of discrepancies in the actuator performance and/or mounting

(a) Test 4: Aileron Commands (b) Test 4: Elevator Commands

Figure 9.17: Actuator Commands
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positions and illustrate the need for integral control action in the innermost control
loops.

Impact Events

The dominant feature of the offset flight case is the moderation of both the fre-
quency and severity of the tether impact events by means of exploiting the catenary
effect. This serves as the primary justification for operating at non-zero span dis-
tances, which is otherwise less efficient. The catenary effect minimises the severity
of transition impact events by reducing the tension force gradients between the
loose and taut tether configurations. This ensures that the aircraft’s kinetic energy
is reduced prior to the full extension of the tether. This feature is evident when
comparing the climb rate responses near the transition point for Tests 3 and 4, in
Figures 9.18a and 9.18b respectively. For the vertical tether case the aircraft ex-
periences a sudden change in climb rate through the transition point which causes
large impact force at the tether attachment point. For the offset case the change
is significantly more gradual. Figure 9.19b indicates the estimated impact forces
for Test 4. The acceleration spike at the initial transition point is indistinguishable
from general flight, while the spike at v̂D ≈ 0 is only marginally larger and correlates
with an estimated impact force of 17 N.

For the offset case the transition point is defined as the point at which the tether
is first fully elevated off the ground. This is in contrast to the vertical tether case
where the transition point is defined as the point where the climb rate is limited to
zero. This is done in agreement with the saturation of the throttle command and the
transition to the new angular trim state, as illustrated in Figures 9.20b and 9.16a
respectively.

Under the taut tether configuration the aircraft experiences differentiating dynamic
behaviour in heave for the vertical and offset cases. This is best illustrated by the
enlarged climb rate responses in Figures 9.18a and 9.18b. The offset case features

(a) Test 3: Climb Rate Response (b) Test 4: Climb Rate Response

Figure 9.18: Effect of Tether Span on Transition Velocity
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(a) Test 4: Accelerometer Measurements (b) Test 4: Estimated Impact Force

Figure 9.19: Influence of the tether span on the transition forces.

a lower frequency and more oscillatory climb rate response relative to the vertical
tether case. This indicates an almost ‘elastic’ behaviour which is less sensitive to
fluctuations in the tether tension. The increased sensitivity of the vertical case con-
tributes to the erratic throttle actuation requirements illustrated in Figure 9.20a.
An additional contributing factor is the reduced operational altitude band4 that
accompanies a reduction in the span distance. This yields the vehicle more sus-
ceptible to transition events for small losses in altitude. These effects compound
one another, and result in the volatile performance in heave for Test 3, as is further
evidenced by the extended climb rate response in Figure 9.21a. This response differs
substantially from the climb rate response observed during Test 1 in Figure 9.9a.
The discrepancy in performance is due to a combination of two factors; namely, the
longer tether length employed and the choice of thrust force buffer, ∆δTbuf . The
thrust force buffer is the additional thrust allocation over and above the vehicle
and tether weight. It is implemented to counteract unmodelled disturbances such
as aerodynamic drag and any flexural rigidity in the tether. The buffer was set at
constant value of ∆δTbuf = 5 N for the duration of the practical flight tests. This re-
sulted in a larger tension force, relative to the tether weight and disturbance forces,

4The operational altitude band was previously discussed in Chapter 6.3.2.

(a) Test 3: Throttle Commands (b) Test 4: Throttle Commands

Figure 9.20: Actuator Commands
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(a) Test 3: Climb Rate Response (b) Test 4: Climb Rate Response

Figure 9.21: Frequency of Impact Events

for the shorter tether length. The tether tension5 forces originate at the tether
mounting point due to the constraining action of the tether, and are transmitted to
the aircraft along the cable length. Thus, the tether acts as a filter with fluctuations
in the tension force better attenuated by the longer tether length. This is due to
the tether’s mechanisms of energy dissipation; which consist of, internal friction and
strain energy in the tether, kinetic energy of the tether and aerodynamic drag in the
surrounding fluid. At lower tension values a larger proportion of the total energy is
dissipated as kinetic energy and aerodynamic drag. While at higher tension values
lateral movement of the tether is constrained by the larger restoring forces. This
results in a greater proportion of the total energy dissipated as elastic strain energy
through the elastic deformation of the tether. This leaves the aircraft more sensitive
to fluctuations in the tether force vector and ultimately degrades the autonomous
performance.

Stability

The aircraft’s longitudinal and lateral angular dynamic modes serve as the most
prominent failure mode for the quadrotor UAV; with attitude stabilisation form-
ing the bedrock of the autonomous control system. This is a characteristic of the
quadrotor design with the longitudinal, lateral and heave translational dynamic
modes inextricably intertwined with the aircraft’s angular dynamics. Thus, we eval-
uate the stability of the aircraft in terms of it’s attitude stabilisation performance,
specifically in pitch and roll.

Table 9.1 provides an indication of the attitude tracking performance observed dur-
ing the practical flight tests. Measurements were taken over a 30 s window whilst
the aircraft was in a static hover state, and are rounded to the nearest 0.5◦. Overall
the measurements correlated extremely well for the untethered flight condition, with
Test 4 being the only notable exception. Test 4 was conducted in blustery conditions

5For the purposes of this discussion the tension force represents the additional force in the
tether over and above the tether weight and any additional disturbance forces.
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Table 9.1: Pitch and Roll Angle Tracking Performance.

Config. Loose Taut Free

Test 1 ≤ 5◦ 2.5◦ 3◦

Test 2 ≤ 11◦ 8◦ 5◦

Test 3 ≤ 3.5◦ 5◦ 3◦

Test 4 ≤ 3◦ 4◦ 3◦

Loose (10m) ≤ 3.5◦ - -

Loose (20m) ≤ 5◦ - -

Untethered ≤ - - 3◦

with an mean wind speed of 3 m/s and intermittent gusts up to 5 m/s. Oscillations
in the angle measurements are generally the result of variations in the magnitude
and direction of the tether force vector, aerodynamic disturbances and measurement
errors in the gyroscope which manifest as angular random walk.

Under the loose tether configuration a general degradation in the attitude stabili-
sation performance of the aircraft was observed, with these effects becoming more
prominent with an increase in the tether length. This is congruous with the stabil-
ity analysis conducted in Chapter 6.4.2, which indicated an increasingly oscillatory
response for an increase in the tether force. Intuitively one would expect this to
be the case as larger disturbance forces and moments accompany an increase in the
tether force, which results in a more pronounced effect on the aircraft dynamics.

(a) Test 1: Pitch Rate Response (b) Test 1: Roll Rate Response

Figure 9.22: Test 1: Pitch and Roll Rates

Under the taut tether configuration the performance varied between the two tether
lengths tested, as well as between the offset and vertical test cases, although to a
lesser degree. For the longer tether lengths employed during Tests 1 and 2, the
taut tether configuration contributed to an improved performance in pitch and roll,
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relative to the loose tether configuration. This is clear from the pitch and roll angle
controller responses from Test 1, previously shown in Figures 9.15a and 9.15b, which
are palpably smoother under the taut tether condition. The pitch and roll rate re-
sponses in Figures 9.22a and 9.22b display a similar improvement, particularly in
the controller reference commands, although this is less clear from the angular rate
feedback measurements due the high noise levels present. The improvement in at-
titude stabilisation under the taut tether condition is attributable to the positional
feedback property of the tether which provides a restoring force that counters per-
turbations in the aircraft’s translational dynamics, and further serves to reduce the
variability in the orientation of the tether force vector.

(a) Test 2: Pitch Angle Response (b) Test 2: Pitch Rate Response

Figure 9.23: Test 2: Longitudinal Angular Dynamic Response

In Test 2 the aircraft exhibits a similarly improved performance under the taut
tether configuration relative to the loose tether configuration. Although in this in-
stance both tether configurations result in a degraded performance relative to the
untethered aircraft. The longitudinal angular dynamic response data from Test 2
are significantly noisier due to the windy conditions. The additional aerodynamic
drag acting on the aircraft is evident from the pitch angle response in Figure 9.23a
which required a positive pitch angle of roughly 5◦ in order for the aircraft to main-
tain it’s horizontal position after the tether was released. By aligning the aircraft
downwind from the mounting point the aerodynamic drag force could be countered
using the horizontal component of the tether weight. Whether this resulted in any
efficiency benefits is inconclusive. The degraded performance under the taut tether
configuration, relative to the untethered aircraft, is likely due to the increased sen-
sitivity of the angular dynamics to fluctuations in the tether force at increased span
distances where the horizontal tether force component is larger.

In contrast to the results from Tests 1 and 2, the shorter tether lengths employed
in Tests 3 and 4 contributed to a degraded performance in attitude under the taut
tether configuration, relative to both the loose and untethered configurations. The
atmospheric conditions during Tests 1, 3 and 4 were highly favourable with very
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(a) Test 3: Pitch Angle Response (b) Test 4: Pitch Angle Response

Figure 9.24: Tests 3 and 4: Pitch Angle Responses

little wind, which aids comparisons between the flight data. From the pitch angle
and angular rate response comparisons in Figures 9.24 and 9.25 it is clear that the
vertical case performance from Test 3 is noticeably degraded relative to the offset
case from Test 4; while both test cases exhibit a reduction in performance relative to
their respective loose tether configurations. The general reduction in performance
for the shorter tether length is due to the higher tension values relative to the
tether weight and disturbance forces. At higher tension values the tether dynamics
become increasingly dominant with the system dynamics eventually resembling that
of an inverted pendulum when the tether force is much greater than the tether
weight FT �wT . This increases the degree of coupling between the translational
and rotational dynamic modes. This feature is emphasised by the discrepancy in
performance between the vertical and offset cases, as the additional tension forces
are reduced with an increase in the horizontal span distance.

(a) Test 3: Pitch Rate Response (b) Test 4: Pitch Rate Response

Figure 9.25: Tests 3 and 4: Pitch Rate Responses

Finally, the performance under the loose tether configuration was also observed to
differ between the two cases. A marginal improvement in performance was observed
for the offset case (at the final span distance) due to the frictional forces between
the tether and the ground, which provide similar positional feedback benefits to the
taut tether configuration at lower tension values. This was not observed for the
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offset case of the longer tether length in Test 2, where the frictional forces near
the transition point were smaller relative to the total tether mass and disturbance
forces.

Mobility

As one would expect, the addition of the tether has a negative impact on the mobility
of the aircraft relative to the untethered case. From a static perspective, the steady
state tracking benefits realised due to the position feedback property of the tether are
less evident, relative to Test 1. This is due to the reduced angular stability benefit
for the shorter tether lengths, which no longer counteracts the effects of angular
random walk. Similar to Test 1, the extra mass associated with the tether effectively
lowers the bandwidth of position controllers. This translates into a slower response.
Although these effects are reduced for the shorter tether lengths, as is evident by
comparing the horizontal step response plots from Test 1 (in Figures 9.14a and 9.14b)
with those of Tests 3 and 4 in Figures 9.26a and 9.26b.

(a) Test 3: Position Step Response (b) Test 4: Position Step Response

Figure 9.26: Horizontal Position Step Response

Apart from the reduced position tracking performance, the horizontal position steps
further serve to illustrate the coupling between the vertical and horizontal inertial
position states, brought about by the constraining action of the tether. This is also
evident from the inertial position plots from Test 1, although to a lesser extent due
to the commanded position step distances, which are smaller relative to the total
tether length. The smoother altitude responses also illustrate the improved damping
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of the tether forces from Tests 1 and 4 relative to the more disjointed response from
Test 3.

9.3.3 Conclusion

Overall the practical flight tests successfully validated the autonomous flight control
strategy; ratifying the open-loop control strategy in heave and illustrating that the
constraining action of the tether can be exploited to provide an effective means
of altitude feedback. The PID control architecture was shown to be capable of
successfully stabilising the aircraft, thereby validating the assumption that the tether
may be treated as a disturbance for general flight at longer tether lengths.

The control strategy proved to be highly effective for the longer tether length tested
and required very little optimisation. For shorter tether lengths there remains room
for potential control optimisation to improve the performance in heave for the ver-
tical tether case. Alternatively, the offset case was shown to offer a simple means of
improving the autonomous performance without the need for more complicated con-
trol optimisation. It should be noted that the test results and the inferences drawn
are based on general flight in mild atmospheric conditions, where lower tension val-
ues were shown to be adequate. Higher tension values may be desirable during
take-off and landing or in the presence of strong winds. Such pursuits would stand
the risk of altering the fundamental behaviour and would likely require dedicated
control solutions.
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Chapter 10

Conclusion and
Recommendations

10.1 Conclusion

Persistent aerial platforms, and the benefits that come with an increase in horizon,
have historically been the boon of the military and similarly resource-rich institu-
tions. This is predominantly a reflection of the current technology, as the industry
is serviced almost exclusively by tethered aerostat systems. These systems are cap-
ital intensive, in addition to being prohibitorily cumbersome and impractical. The
recent emergence of the quadrotor, as a simple and cost-effective UAV platform,
has led to it’s implementation in an ever-increasing range of civilian applications.
However, current battery technology currently limits the utility of such systems to
short flight times and small payload capabilities. A tethered multirotor solution of-
fers the possibility of continuous power transmission, enabling indefinite flight times
and improved payload capabilities for low to medium altitude applications. It does
this with significant mobility and deployability benefits relative to current aerostat
systems.

This project presented the design, modelling, control and successful demonstration
of a tethered multirotor UAV system; as a first iteration towards an alternative, and
more accessible, persistent aerial platform. The project focussed specifically on the
development of appropriate modelling and flight control strategies, in addition to
the development of a suitable practical testing platform. The tether model was de-
veloped based on the quasi-static catenary assumption, which proved to sufficiently
encapsulate the dominant tether forces in order to validate the autonomous flight
control strategy. The control system was developed and successfully demonstrated
on the untethered aircraft before being adapted for the tethered case. Modifica-
tions to the controller were catered towards tethered flight with a minimalist sensor
configuration; and aimed to be adaptable for future implementation with a suitable
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winch system. The system offers a novel and pragmatic approach to the tethered
flight problem that was demonstrated to be effective in practice.

A key outcome of the project includes the ratification of the multirotor platform
for the tethered application. The multirotor layout proved to be notably robust to
disturbances from the tether in the aircraft’s dominant failure modes of pitch and
roll. This was primarily due to the well actuated nature of the aircraft in the pitch
and roll dynamic modes, which simplified the control challenge. The PID control
architecture proved similarly suitable and robust to model uncertainty.

Practical flight tests demonstrated the control strategy to be both feasible and ef-
fective for tether lengths up to 25 m; simultaneously validating the assumption that
the tether may be treated as a disturbance for general flight at low tension values
relative to the tether weight. The loose tether configuration was found to have a
detrimental effect on both the aircraft stability and positional dynamics, with these
effects exacerbated with an increase in the tether length. The taut tether config-
uration was found to have a similar detrimental effect on the aircraft’s positional
dynamics, while it’s influence on the aircraft stability varied between the test cases.
A noticeable improvement in stability was observed for the vertical tether case at
low tension values, while at higher tension values a degradation in the aircraft sta-
bility was observed. This is attributable to the change in the fundamental system
dynamics at higher tension values.

10.2 Recommendations

1. The practical flight tests were generally limited to mild atmospheric condi-
tions, which limits the comprehensiveness of the results. Similarly, the tether
simulation model currently neglects the effects of aerodynamic drag. These ef-
fects are expected to become more significant for higher altitude applications.
Additional testing is required to validate these results at higher altitudes and
in the presence of stronger winds.

2. The quadrotor design proved to be a robust platform for the tethered applica-
tion, and suitable as a research prototype. However, a final working product
would likely benefit from the component redundancy afforded by the hex- and
octocopter configurations. This would mitigate against the risk of failures in
persistent flight applications.

3. There remains room for potential control optimisation for the vertical tether
case at shorter tether lengths. The current strategy was found to be vulnerable
to disturbances, particularly during horizontal position steps. The control
strategy can be optimised to reduce the resulting altitude loss during horizontal
movements. This can be easily improved somewhat by increasing the filter
frequency of the NSA saturation limit to correlate with the pitch and roll angle
controller bandwidths. Thereafter, additional feed-forward control action can
be investigated as required.
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4. The high noise levels present in the IMU measurements, as induced by the
vibration associated with the spinning rotor blades, are not currently ade-
quately modelled in HIL. This exacerbates the effects of angular random walk
which has a pervasive effect on the aircraft dynamics. Improved efforts are
required to better isolate sensitive sensor equipment from these effects; as well
as to ensure these effects are accurately modelled as they proved to be more
significant than initially thought.

5. The GPS measurement in climb rate proved to be particularly prone to time
delays, which limited the aircraft’s dynamic performance in heave. This was
not especially problematic considering the limited flight envelope but there
maintains scope for improvement; either through an alternative sensor choice
or by optimising the kinetic state estimator.

6. While the current project aimed to minimise the requirement for additional
sensor equipment, greater automation can be achieved with feedback of the
tension forces at the origin. These forces may be inferred, relatively cost-
effectively, by measuring the current draw to the motor of an appropriate
winch system.

7. Considering that an additional student is currently developing a winch system
and extending the control system to include tethered landings; a logical next
step would be the development of an optimal tether design and power trans-
mission strategy, in order to realise the final goal of persistent autonomous
flight.
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Appendix A

Mechanical Analyses

A.1 Servo Torque Capability

A safety factor for the release servo torque capability is determined based on the
maximum steady-state tether force vector that the vehicle is capable of supporting
in hover. The torque required by the servo to release the tether is equivalent to
the product of the servo moment arm and the frictional force between the release
pin and the attachment bracket. This frictional force is, in turn, proportional to
the tether force vector at the vehicle attachment point and the material friction
coefficients.

The maximum static loading condition on the tether release pin is inherently limited
by the total available vertical thrust output. Furthermore, the maximum vehicle
thrust command δTmax is limited to 75% of the total available thrust in order to
preserve control bandwidth for attitude stabilisation. Thus, the maximum frictional
force between the release pin and attachment bracket under a worst-case static
loading condition is determined by Equation A.1.

Ff = µs
δTmax
g

[kg] (A.1)

where, µs is the static friction coefficient between aluminium and mild steel provided
in Table A.1.

The servo employed is a JR NES 591 servo with a torque rating of 5.11 kg cm. The
safety factor for the release servo can subsequently be determined by Equation A.2
as,

SFs =
5.11/rs
Ff

≈ 1.25 (A.2)

where, rs is the servo moment arm in centimetres.

158
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A.2 Snap Loading Forces

Snap loading arises as the aircraft causes the tether to suddenly transition from a
loose to taut tether state. These transitions can generate significant short-duration
impact forces at the tether attachment point. This analysis aims to quantify these
force magnitudes for various vehicle velocities and tether lengths.

Accurate impact loading analyses are extremely complex and generally require com-
prehensive experimental testing in order to cater for typically unknown material
nonlinearities [63]. This analysis makes a number of simplifying assumptions and
is based on the conservation of energy principle. For this analysis we consider the
simplified case illustrated by Figure A.1, of vertical aircraft motion with the tether
perpendicular to the ground attachment point.

x

L k

v

Figure A.1: Tether snap loading analysis.

The analysis assumes that the tether is perfectly elastic with the kinetic energy
of the vehicle converted to strain energy within the tether, and potential energy
proportional to the vehicle mass and tether deformation distance x. The tether
is modelled as a single spring element with the damping and frictional tightening
effects of the cable neglected, although the elastic modulus of the tether (determined
in Chapter 3.3.6) does incorporate these effects to a degree. The impact force is then
determined using Hooke’s Law, neglecting the transient response and assuming that
the cross-sectional area of the cable remains constant.

From the conservation of energy principle we can equate the total energy of the loose
tether state with the aircraft moving freely at some velocity, v, to the taut tether
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state of maximum tether deflection, x, and the system at rest v = 0.∑
E1 =

∑
E2 (A.3)

1

2
mv2 =

1

2
kx2 +mgx (A.4)

where, m is the total aircraft mass.

The tether stiffness constant k is determined as,

k =
AE

L
[N/m] (A.5)

where, A and E are the cross-sectional area and elastic modulus of the tether re-
spectively.

For a given tether length, L, and initial vehicle velocity, v, Equation A.4 can be
solved quadratically for the maximum tether displacement x as,

x =
−b+

√
b2 − 4ac

2a
[m] (A.6)

where,

a =
k

2
(A.7)

b = mg (A.8)

c = −1

2
mv2 (A.9)

An estimate for the resulting impact force magnitude, Fi, can then be determined
from Hooke’s Law as,

Fi = kx [N] (A.10)
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A.3 Structural Analysis of Critical Parts

The central vehicle hub, tether attachment and release mechanism pin are identified
as critical parts as they are exposed to significant impact forces during flight. A basic
structural assessment of these parts is conducted in order to identify any potential
mechanical vulnerabilities. A safety factor against yielding is determined for each
component, based on the simplified loading conditions illustrated in Figure A.2.

a b c
P

RB

RA

Cantilever Beam -
Concentrated Load

D

R

P

Thin Circular Disk -
Concentrated Load

t

P

Thin Square Plate -
Concentrated Load

t

L−2
L−2

p

Thin Annular Disk -
Distributed Load

d

D−2

t

Figure A.2: Component loading and boundary conditions.

The tether release pin is at its most vulnerable immediately after the tether release
is activated. The bending stress in the bar will be at a maximum when the furthest
end of the pin becomes unsupported whilst still under load. In this scenario the
pin experiences tensile and compressive stresses along the top and bottom surfaces
respectively. The pin is modelled as a simply supported cantilever beam with a
concentrated load P applied to the unsupported free-end. The maximum bending
stress in the pin is determined as,

σmax =
My

I
[Pa] (A.11)

where, M is the maximum bending moment in the beam, I is the moment of inertia
of the pin and y is the distance to the furthest point on the pin from the horizontal
neutral axis y = D

2 .

The maximum bending moment in the beam occurs about the support B and can
be computed as,

M = Pc [N m] (A.12)

Stresses in the tether attachment components and the vehicle hub are determined
using the theory of thin plates with small deflections, based on work by Young
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and Budynas [64]. The attachment bracket and plate are each modelled as a thin
square plate and a thin circular disk respectively, while the vehicle hub interface is
modelled as a thin annular disk, all with simply supported boundary conditions. The
attachment bracket and plate loading conditions are approximated by concentrated
loads applied on a small area with a radius, ro, at the centre of the components,
while the vehicle hub loading condition is approximated by a distributed load over
the surface of the annular disk.

The maximum bending stress in the square attachment bracket is determined from
Equation A.13 as,

σmax =
3P

2πt2

[
(1 + v) ln

2L

πro
+ 0.435

]
[Pa] (A.13)

where,

P applied load force
v material Poisson’s ratio
ro radius of contact, ro = 0.5t

The maximum bending moment in the circular attachment plate is determined from
Equation A.14 as,

Mmax =
P

4π

[
(1 + v) ln

R

ro
+ 1

]
[N m] (A.14)

The bending moment in the vehicle hub is determined from Equation A.15 using an
empirical coefficient, KM , for annular disks with uniformly distributed loads.

Mmax =
1

4
KMpD

2 [N m] (A.15)

where,

KM = 0.3272, and p is the applied load per unit area,

p =
4P

π (D2 − d2)

N

m2 (A.16)

The maximum bending stress in the circular attachment plate and the annular
vehicle hub can then be determined from,

σmax =
6Mmax

t2
[Pa] (A.17)

Safety factors against yielding, for an external impact load P , can then be deter-
mined for each of the individual components using Equation A.18.

SF =
σY
σmax

(A.18)
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A.4 Finite Element Analysis: Tether Attachment
Plate

A Finite Element Analysis (FEA) of the tether attachment plate is conducted in
order to provide a precise indication of the bending stresses under load, by more
accurately represent the specific boundary and loading conditions.

The analysis is conducted using the SimXpert 2015 Student Edition software package
by the MacNeal-Schwendler Corporation (MSC). SimXpert is a visual environment
with pre- and post-processing capabilities, and interfaces with MSC’s Nastran FEA
program which acts as the primary solver.

A 3-Dimensional CAD model of the plate is generated in Autodesk’s Inventor 2012
and imported into SimXpert. The plate material is assumed both homogeneous and
isotropic with mechanical properties of 6082 T6 aluminium as listed in Table A.1. A
mesh is applied to the component using 3-Dimensional shell elements, with a patch
test conducted to verify the mesh quality.

Figure A.3 illustrates the boundary and loading conditions applied in the FEA of
the attachment plate. The plate boundary conditions are applied at the mounting
locations to the vehicle hub as fully-fixed1 supports, while the plate loading is mod-
elled as four individual concentrated forces of 100 N, applied perpendicular to the
plate surface at the mounting locations to the attachment bracket.

Fully-Fixed
Supports

Applied Forces

Figure A.3: FEA plate load and boundary conditions.

1Constrained against both translations in, and rotations about, all axes.
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The results of the FEA are presented in Figure A.4 for the stress distribution in
the attachment plate under a total 400 N load. Stress concentrations in the plate
are observed at the load application points and around the innermost mounting
locations where the maximum stress of σmax = 73 MPa occurs. This results in a
revised safety factor against yield of SF = 3.9, for the plate under a 400 N load.

Maximum Stress
Locations

Figure A.4: FEA plate stress contours under load.

Stellenbosch University  https://scholar.sun.ac.za



APPENDIX A. MECHANICAL ANALYSES 165

A.5 Material Properties

The material properties of 6082 T6 aluminium and tool steel are taken from Gale
and Totemeier [46], while those of FR-4 are taken from Shigley [51].

Table A.1: Material properties of 6082 T6 aluminium.

Density ρ 2.69 kg/m3

Modulus of Elasticity E 69 GPa

Yield Stress σY 285 MPa

Tensile Stress σT 310 MPa

Poisson’s Ratio v 0.33

Relative Permeability µAl
µ0

1.000022

Static Friction Coefficient (Al-steel) µs 0.6

Kinetic Friction Coefficient (Al-steel) µk 0.47

Table A.2: Miscellaneous Mechanical Properties

Material E [GPa] σY [MPa] Poisson’s Ratio

W1 Tool Steel 211 640 0.28

FR-4 24 448 0.136
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A.6 Mass Moment of Inertia Experiment

The moment of inertia experiment is based on work by Treurnicht [50], and is used
to determine the mass moment inertia, Izz, about the zB body axis.

d

≈

y

l
d

Top View Rope Side View

Ψ

Ψ

Front View

d

l

m

y

≈

Figure A.5: Moment of Inertia Experiment Model.

The test setup is illustrated in Figure 3.16, and is modelled as per Figure A.5. The
aircraft is modelled as a circular mass m of diameter d and inertia I. The aircraft
is suspended by two massless and inextensible ropes of length l, such that the load
on each rope is equivalent, Fm = 2Fr = mg.

By perturbing the system in yaw by a small angle ψ, the suspended object will
be subjected to a counter-torque, τ . Assuming the perturbation angle is small the
attachment offset y can be approximated as,

y =
d

2
ψ [m] (A.19)

Continuing with small angle approximation the resulting rope angle, α, can be
approximated as,

α =
dψ

2l
[rad] (A.20)

The horizontal force exerted by each rope on the suspended system is determined
as,

Fy = Frα [N] (A.21)

The counter-torque, τ , acting on the system can then be calculated as,

τ = Fyd ≈
mgd2

4l
ψ [N m] (A.22)
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A torque balance in yaw for the system results in the following second-order equation,

Iψ̈ = τ (A.23)

Iψ̈ − mgd2

4l
ψ = 0 (A.24)

With a natural frequency, ωn, of,

ωn =

√
mgd2

4Il
[rad/s] (A.25)

The natural frequency is related to the measured period of oscillation, tp, by,

tp =
2π

ωn
[s] (A.26)

Equation A.25 can be solved for the moment of inertia I via algebraic manipulation
as,

I =
mgd2

16π2l
t2p [kgm2] (A.27)

Table A.3: PWM vs Thrust polynomial curve coefficients.

Test Periods Time [s] Frequency [Hz] tp [s]

1 27 30.7 0.88 1.137

2 30 34.1 0.88 1.137

3 28 31.8 0.88 1.136

4 27 30.6 0.88 1.133

5 27 30.6 0.88 1.133

Average 27.8 31.56 0.88 1.135

From the test results in Table A.3, using a rope length of l = 0.83 m, a separation
d = 0.69 m and a vehicle mass m = 5.79 kg, the mass moment of inertia about the
zB body axis is determined as,

Izz ≈ 0.266 [kgm2] (A.28)
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Appendix B

Miscellaneous Data

B.1 Additional PWM vs Thrust Mapping Results

Table B.1: PWM vs Thrust polynomial curve coefficients.

Motor 1 Motor 2 Motor 3 Motor 4

a0 1051.87 1051.85 1046.52 1053.90

a1 20.60 21.89 20.05 20.43

a2 0.73 0.54 0.66 0.88

a3 -0.05 -0.04 -0.04 -0.06

b0 1073.45 849.66 1150.22 1011.67

b1 30.84 60.29 16.51 39.17

b2 -1.05 -2.30 -0.40 -1.36

b3 0.02 0.04 0.01 0.02
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Figure B.1: PWM vs Thrust Curve Verification

B.2 Catenary Effect for various Tether Lengths

The catenary tension force and angle gradients are illustrated for 30, 50 and 70 m
tether lengths.
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Figure B.2: Illustration of the catenary effect for various tether lengths.
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