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ABSTRACT

The plethora of differences that characterise thattSAfrica population has become
a definite concern for organisational managemedtiarof significant importance to
the industrial world itself. The need to criticalgssess people’s perception and
attitude towards diversity within the organisatiamd ultimately serving to inform
management seeking to build an ethically diversalthy and productive workforce,
served as a prime motivation for this study. Thgective was to demonstrate that
humans are complex beings and that attempts tamseithe complexity by simply
containing that complexity within the bounds of aidimensional solution are
guaranteed to fail. It is for this reason that ity management within an
organisation requires the need to manage an iefmitd changing variety of social
variables which to varying degrees, impacts onadacteraction and people’s attitude

towards diversity.

Having completed a literature study concerning gthesible antecedents of attitude
towards diversity, and taking into account variauggested future directions for
diversity research, it was decided that the prestraly would focus on three specific
variables: attitude towards diversity, emotiondkiligence and diversity complexity.
The primary goal was to design and conduct a s@iennbvestigation into the
relationships between the Ilatent variables; in hagfe ultimately informing
management seeking to build an ethically diversalthy and productive workforce
who value the individuality of others. Availabldeliature was studied in order to
understand and comprehend whether any relationsioiplsl be theoretically drawn
between the constructs. Several hypotheses weposed and a conceptual model,
explaining the relationships between these coristru@s developed. Thereafter, both
the postulated relationships and the conceptualeimadre empirically tested using

various statistical methods.

Existing measuring instruments were utilised irs thtiudy, and included the Cultural
Diversity Belief Scale (Rentsch, Turban, Hissorenkins & Marrs, 1995), the Genos
Emotional Intelligence Inventory (Palmer, StougiGggnac, 2008), and the Reaction-

To-Diversity-Inventory (De Meuse & Hostager, 200Ihe sample consisted of 237



selected individuals from various South African ampations. The content and
structure of the constructs that were measuretidynistruments were investigated by
means of confirmatory and exploratory factor anedysThe results indicated that in
all cases, the refined measurement models achpgpedi fit. Subsequently, Structural
Equation Modeling (SEM) was used to determine tkterd to which the conceptual
model fitted the data obtained from the sample tantist the relationships between
the constructs when taking the complete concephael into account. Overall, it
was found that good model fit was indicated for #teictural model. Regression
analyses also found some support for the statedthgpes. Eight of the ten stated

hypotheses in this study were corroborated.

Although several significant links were establisiegtween the latent variables, a
notable unique result of this research presentselfiin the significant positive
relationships uncovered between the exogenous tlatariable, emotional
intelligence, and the endogenous latent variallealaing individual differences and
positive perceptual depth. These significant pesitielationships provide empirical
evidence of the significant relationships betweetotons, attitudes and perceptions.
Moreover, the analysis of the modification indi¢esthe structural model, suggested
that the addition of one path to the existing strcal model would probably improve
the fit of the model. Recommendations are madestims of possible avenues for

future research.



OPSOMMING

Die uiteenlopende verskille, wat 'n kenmerk van 8ied-Afrika bevolking geword
het, is 'n definitiewe uitdaging vir organisatogdsestuur en is ook van groot belang
vir die sakewéreld. Die behoefte amense se persepsies en houdings teenoor die
diversiteit binne die organisasie krities te evalyewat uiteindelik ook dien om
bestuur, wat op soek is na die bou van 'n etiessyrgle en produktiewe arbeidsmag,
te help, het as die primére motivering vir hiersiiedie gedien. Die doel was om aan
te toon dat die mens ‘n komplekse wese is en dgihge om dit gering te skat deur
kompleksiteit net binne die grense van 'n een-dsimgrele oplossing te ontleed,
gewaarborg is om te misluk. Dit is om hierdie retde¢ diversiteitsbestuur binne 'n
organisasie die bestuur vanoneindige en veranderende verskeidenheid vaialsos
veranderlikesnoodsaak, wat, sosiale interaksie en mense se rigaudieenoor

diversiteit verskillend kan beinvloed.

Na die voltooiing van 'n literatuurstudie oor dieantlike determinante-antecedenten
van die houding teenoor diversiteit, en met inagngmvan die toekomstige rigtings

vir diversiteitsnavorsing, is daar besluit dat theidige studie op drie spesifieke
veranderlikes sal fokus: houding teenoor divefsitemosionele intelligensie en

diversiteitskompleksiteit. Die primére doel was amwetenskaplike ondersoek te

ontwerp en uit te voer rakende die verwantskappgetu die latente veranderlikes; in
die hoop om bestuur te help om ‘n gesonde en ptoxwé arbeidsmag te bou wat
ook die individualiteit van ander waardeer. Beskhild literatuur is bestudeer ten
einde te verstaan of enige verbande tussen diettese konstrukte gevind kan word.
Verskeie hipoteses is geformuleer en 'n konseptuelgel, waarin die verband tussen
hierdie konstrukte verduidelik word, is ontwikkdDaarna, is die gepostuleerde
verwantskappe en die konseptuele model empiriesdeteilp van verskeie statistiese

metodes getoets.

Bestaande meetinstrumente is in hierdie studie ujlelen sluit in die ‘Cultural

Diversity Belief Scale,” (Rentsch, Tulband, Hisspdignkins & Marrs, 1995), die
‘Genos Emotional Intelligence Inventory,” (Palm8tpugh & Gignac, 2008), en die
‘Reaction-To-Diversity-Inventory,” (De Meuse & Hagfer, 2001). Die steekproef het



bestaan ui237 gekose individue uit verskillende Suid-Afrikaansganisasies. Die
inhoud en die struktuur van die konstrukte wat diarinstrumente gemeet is, is deur
middel van bevestigende en verkennende faktomintjse ondersoek. Die resultate
dui daarop dat in al die gevalle, die verfynde nggmodelle goeie passings getoon
het. Daarna is Structural Equation Modeling (SEMbmiik om te bepaal tot watter
mate die konseptuele model die data pas, en omveliantskappe tussen die
konstrukte te toets wanneer die volledige konsdéptusodel in ag geneem is.
Algeheel is daar goeie passing vir die struktunetelel gevind. Regressie-analises het
ook ‘n mate van bevestiging vir die gestelde hipesegevind. Agt van die tien

hipoteses is-wais hierdie studie bevestig.

Alhoewel verskeie belangrike verwantskappe tusseradente veranderlikes gevind
is, is daar 'n unieke resultaat gevind met betrekkot die positiewe verband tussen
die eksogene latente veranderlike, emosioneleliggakie, en die endogene latente
veranderlikes van waardering van individuele vdisken positiewe perseptuele
diepte. Hierdie positiewe verwantskappe verskafigege bewyse vir die beduidende
verband tussen emosies, houdings en persepsiederydret die analise van die
modifikasie indekse vir die strukturele model aahgedat die byvoeging van ‘n

addisionele roete waarskynlik die bestaande straldumodel se passing kan
verbeter. Aanbevelings word ten slotte gemaak imeée van moontlike rigtings vir

toekomstige navorsing.
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CHAPTER 1

INTRODUCTION, RESEARCH OBJECTIVES AND OVERVIEW
OF THE STUDY

11 INTRODUCTION TO THE STUDY

It appears that the face of the modern workforce dfeanged dramatically. Changes
not only in the demographic composition of the &oMitrican workforce, but also in
the situational variables that comprise the somimitext within which the individual
operates, has largely amplified the extremity ekdity both internal and external to
the organisation (Nyambegera, 2002). The concepiuaian resource management
(HRM), although well documented in management dii@re, has only recently
embraced the notion of diversity management ascaessful means of increasing
employee awareness, developing human capital amainiaj a competitive
advantage. Evidently, in the available HRM literatu diversity is usually
conceptualised in terms of demographic differensesh as age, race and gender.
Moreover, most research has focused on either rdetielg the origin and
pervasiveness of bias against relevant identitiesrderrepresented groups (Cohen &
Swim, 1995), or understanding the pressures andshgrs endured by members of

such groups (Cohen & Garcia, 2005).

Although this research has been invaluable in ilhating key problems, it has
become imperative to acknowledge that individuaindgraphic variables, by
themselves, may not adequately reflect the full mmep and impact of diversity
within a work setting. Situational variables thatmprise the social context within
which the individual operates has been shown tecafthe individual's work related
attitudes and behaviours (Riordan & Shore, 199&ralkeling the importance of
situational variables, has been an increased needetter understand how
organisational members make sense of diversity usecasuch interpretations,
according to Roberson and Stevens (2006), and &men in which they evolve, are
thought to provide valuable insights into the sesrof conflict as well as the levers

for conflict resolution. Moreover, organisationse athought to be conceived of
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“networks of intersubjectively shared meanings”tthee constructed and sustained
through social interaction (Walsh & Ungson, 19916@). Thus, it would seem only
logical that if organisations are going to succeadany level, the social interactions
between two or more organisational members, whg wrarterms of a number of

specific dimensions, will need to be managed sisfak.

One concern is that because people tend to natideedy on visually prominent or
physical characteristics, diversity for some, iscpeved as no more than race and
gender, as these variables are more likely thapmamotypical characteristics such as
education, tenure, religion or company experiencejraw attention and serve as a
basis for spontaneous categorisation (Riordan &&htO97). According to Human
(19964a), falling into the trap of stereotyping dre tbasis of race or gender, in the
absence of a superior understanding of the myraibgical and psychological
variables which impact social interaction, hasssaexnce, detracted from our ability to

truly understand and manage the concept of diyeosita practical level.

The problem, of course, is that humans are comipéegs, comprising a variety of
changing and dynamic identities and personalityoiac(Human, 1996b). The various
social identities one maintains inevitably moulds tespective attitudes towards, and
stereotypes of, diverse people. Moreover, an iddaf's perception of diversity can
be represented along a continuum of complexity metusiveness, reflecting the
degree to which different identities are both d#fgtiated and integrated in the
individual’'s cognitive representation of his or hgnoup memberships (Brewer &
Pierce, 2005). This in turn implies that individsakial identity, in it's own right, is a
highly complex concept and that attempts to mingmise complexity by simply
containing that complexity within the bounds of aidimensional solution are
guaranteed to fail. It is for this reason that déity management within an
organisation requires the need to manage an iefmid changing variety of social
variables which, to varying degrees, impact onaldoteraction and people’s attitude
towards diversity. In turn, any attempt to uncother factors influencing and shaping
people’s attitude towards diversity, requires ansbunderstanding and acceptance of
individual differences (Roodt, 1999).
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Ashkanasy and Hooper (1999) propose that affeatmmmitment towards other
people is a necessary component of social interactind that showing positive
emotions towards others will potentially increadee tlikelihood of successful
interaction. According to Wright and Staw (1999@sjiive emotions tend to have
positive consequences not only because of theiocad®n with individual
differences, such as productivity and persistertogt, because they appear to
positively affect employee’s relationship with @lbues. Similarly, Elfenbein and
Ambady (2002, p. 965) contend that feeling and esging positive emotions on the
job can result in “smoother social interactions renbelping behaviours, and a “halo
effect” that leads to evaluations that are moreofable”. Thus if affective
commitment towards organisational members is assacg component of successful
social interaction, emotional intelligence (El) sltbplay a fundamental role in the
establishment and maintenance of employee reldtipasand social interactions. In
fact, Bagshaw (2000) argues that individual’s haghEl tend to notice and respond
appropriately to the emotions of other people. &iryi, Harvey and Allard (2005, p.
47) contend that “emotional intelligence is one keydeveloping the ability to

manage and appreciate individual differences”.

In light of the above argument, the current endaavdall make important theoretical
and practical contributions to literature. Fronhadretical perspective, it is hoped that
this study will contribute knowledge to the fieltidiversity, by shedding light on the
individual and group level variables that relat@pémple’s attitude toward others from
diverse backgrounds. From a practical perspediie study is anticipated to provide
implications for an organisation’s human resourttategy. If one can identify the
positive and negative aspects spanning the realfngnwtion, cognition and
behaviour, that constitutes antecedents of atttudewards diverse others,
organisations can effectively assist their empleyieedeveloping skills that are vital
to successful interactions and thereby improve risgdional outcomes. Diversity is a
growing reality and practitioners need to be ahldemanage this phenomenon
successfully with a systematic approach to mitighte possible negative outcomes
originating from diversity within the workplace, dsuse the truth is, diversity is a

phenomenon that is increasingly becoming more cexapl
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1.2 RESEARCH INITIATING QUESTION

Given the South African history of discriminatigoroblems and predicaments with
regards to diversity management in organisatiossrh@ant that workplace diversity
is perhaps one of the most critical challengesnfacsouth African organisations
today. When individuals join organisations theyngriwith them a ‘baggage’ of
perceptions, attitudes and values, inherent i tdentity and which is later reflected
in their social interactions and work behaviourgygdhbegera, 2002). The fact that an
organisation’s performance is seen to increasirdgpend more on the effective
utilisation of human capital, rather than on phgkicapital, implies that human
behaviour is perhaps one of the most fundamentahlas in any organisation. The
relationship between both visible and perceivedidigarity-related effects among
organisational members may vary between negatmetral and positive, depending
on the extent to which employee’s social identiaes built around their visible and
perceived characteristics (Chattopadhyay, Tluchaw&kGeorge, 2004). However,
managing the social interactions between two oremiodividuals who vary in terms
of a number of social variables, involves far mdhan simply a heightened

awareness, acceptance and tolerance of others.

The need for answers regarding how and why someiduéls are more able to
accept and understand others who are dissimilatheéonselves, appears to be a
relevant research challenge. Given the backgroadddamarcation of the study that

has been provided above, the research initiatiegtipn driving this investigation is:

= Does emotional intelligence and diversity complexity provide a valid and
permissible account of the attitude towards diversity people maintain in the

workplace?
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13 RESEARCH OBJECTIVES

Given the introductory argument unfolded above, firet specific objective of this

research consequently is:

» To determine whether the measurement models ofvdinieus construct
dimensions display acceptable fit on the data wiigted in separate,

independent confirmatory factor analyses.

This research objective was motivated by the faat the reliability and validity of
each of the instruments had to be establishedmwitie South African organisational
context, for the simple reason that none of thesmes used within this study had
been developed or standardised in South Africas€guently, the quest to asses the
factorial configuration or dimensional nature aadtorial validity/stability of each of
the instruments would be performed first. AccordingNunnally (1978), only once an
instrument has proven its factorial validity andemal reliability and assurance has
been obtained that it is able to ‘capture’ as moicthe construct and its variance as
possible, could it be used with confidence to sttiayvarious relationships between
the constructs and to further test the proposesyiated model. Specific hypotheses
were subsequently postulated for the expected méoof this process. The second

research objective therefore is:

> To explicate the underlying structural model, updmich the study was based,

and to test the model’'s absolute fit.

After reviewing the literature and formulating thesearch initiating question and
subsequent objectives underlying the initiating stie&, a conceptual model that
could be tested empirically, by analysing the patief correlations found within the
empirical data was proposed. The fit of the stmadtmodel to the data would be
indicated by a number of goodness-of-fit indiceattiwould be obtained using
Structural Equation Modelling. This research ohjecthus concerned the validity of
the proposed integrated model. Various hypotheser® iormulated regarding the

postulated relationships that exist between thentatariables relevant to this study.
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The interrelationships proposed were formulatedhenbasis of the literature review.
Thus, the third research objective of the presenlysis:

» To establish what direct relationships exist betwebe various latent
variables identified in this study and to evaludte significance of the

hypothesised paths in the model.

1.4 STUDY OUTLINE

The literature study follows in Chapter 2, wher#hia main concepts of the study are
discussed in detail. This chapter begins by omgnthe reader in terms of the history
of discrimination endured by the South African plapion during the Apartheid era.
The relevance of discussing this topic rests onnbigon that for years, the over-
emphasis on the racial divide of the South Afrigaopulation has, quite frankly,
moulded a mind-set of ‘exclusion’ and ‘inclusiorparticularly in terms of the
necessary affirmative action and employment equiictices. The remainder of the
chapter provides a general overview of the litemttegarding attitude towards
diversity, EI and diversity complexity, while thesal relationships between the
constructs arexplicated. The chapter concludes with the constmof a theoretical

model, based on the available literature presentéte chapter.

Chapter 3 attempts to operationalise the theotetitadel by defining the relevant
variables present in the model in operational,(peactically measurable) terms. This
chapter further includes the research design eraglay order to allow for the
empirical testing of the proposed model. Furtheenar description is documented
with regard to the measurement instruments useldeirstudy, as well as the sample,

data collection and statistical analyses used &tyae the data.

Chapter 4 constitutes the presentation of the reBeeesults. The results of the
empirical procedure and its analysis of the datareisorted and presented in
meaningful tables. In Chapter 5, the research t®suk interpreted and discussed.
The theoretical and practical implications, as vealithe limitations of the study are
addressed in this chapter. Finally, recommendatifmrs future research and

concluding remarks are presented
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CHAPTER 2

THE INFLUENCE OF DIVERSITY COMPLEXITY AND
EMOTIONAL INTELLIGENCE ON THE ATTITUDE TOWARDS
DIVERSITY IN ORGANISATIONS: AN OVERVIEW OF THE

LITERATURE

2.1 INTRODUCTION

An important aspect of the changing social envirenmin which organisations
operate, concerns the composition of the workfofte demographic shift towards a
more diverse workforce, due to migration and growthnternational assignments,
the entry of woman into managerial and professicaaters, and even increasing life
expectancies, and the economic necessity for sestdabour participation at older
ages, have all become important sources of diyecsibfronting organisations. The
South African environment is of particular importanwhen studying the topic of
diversity in organisations, given the plethora dfedences (of which culture is only
one) that characterise the population. This hasorbeca definite concern for
organisational management and is of significantartgnce to the industrial world
itself. In what follows, this chapter aims to prd@ia comprehensive synopsis of the
primary constructs that are the focus of the presardy. These constructs are: 1)
attitude towards diversity, 2) emotional intelligenand 3) diversity complexity. This
discussion will build on the significance of eadanstruct within the organisational
framework and will further attempt to explicate ttedationships between the various
constructs. In order to meet this objective, tfiapter will firstly attempt to provide
an overview of the South African history of sep@matand discrimination, and how
the era of Apartheid has impacted on the constititsociety and organisational

dynamics of today.
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2.2. AN HISTORICAL PERSPECTIVE

South Africa is a country which, superficially &abkt, has undergone awe-inspiring
changes in the last decade. The inauguration oAME, coupled with a democratic
government lead by Nelson Mandela, marked Southic&& biggest step towards
shaking off its legacy of oppression and the bdgoof an era in which demographic
differences were to be celebrated (McFarlin, Co&t&retorius, 1999). For years the
majority of the South African population was sulbgetto rigorous discrimination,
ultimately forcing them into homogenous communiti€3ver time, it became
increasingly clear that the notion of separate kbgpreent was also unequal
development, as the gap between whites and noresviviias evident in wealth,
participative government and access to resourcesngRy, 2005). Moreover, this
basic premise of separate development denied saramial groups, specifically non-
whites, access to proper education and equal appbes for jobs. However, with the
dismantling of apartheid in the early 1990’s, titaation has been left, perhaps as it
always was, with a disarray of complexity that edibe a multicultural nation, with
deep historical antagonisms, profound differencesveen rich and poor and a

predominantly black workforce.

The already difficult situation of a changing waskde is further intensified by the
fact that the transition from an apartheid pasgriandeterminate future, constructed
on the vision of ‘non-racial’ democracy and intdtatal harmony, has endeavoured
to offer identity possibilities predicted on thecognition and reversal of past
inequalities (Franchi & Swart, 2003). The legisiatiand structural entrenchment of
‘racial’ discrimination, segregation and oppressituming the apartheid years, saw a
formalisation of a gradual and progressive prooéssacial categorisation’ (Franchi,
2003). With the goal of transforming South Africisiness organisations from
discriminatory structures to one’s that reflect tltemographic composition and
values of the South African society as a whole’a(® Management Forum, as cited
by Franchi, 2003), it is important to acknowledpattbecause of the previous over-
arching emphasis on race during the Apartheidasa means of discrimination and
segregation, intercultural relations in today’sistyc are predominantly inclined to

transpire across a ‘radicalized’ divide.
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Apart from other visible demographic differencestsas gender, race has ceaselessly
played a pivotal role both during Apartheid-era tho@frica and since the transition
to a multi-racial democracy over a decade ago.oditin much has changed since the
democratic transition, the racial categories thateodestructively segregated whites
from blacks are ironically kept salient in ordemtimvide compensation to those who
suffered under the policies of the apartheid-egame. Currently, South Africa has an
estimated population of 48 687 000, with a racigalkdown that includes: African
79.4%, White 9.2%, Coloured 9%, and Indian 2.5%AB3SA, 2009). These racial
categories played a fundamental role during the @faapartheid, where an
individual's label as African (Black), White, Colmd (mixed race) or Indian,
allowed him/her access to education, job oppoigs)itresidential areas, among other
benefits. Evidently, these racial categories forseal a hierarchy of advantage, with
Whites being the most advantaged, and Blacks tst lender apartheid law (Ramsay,
2005). With the demise of the Apartheid regime 394, the new dispensation sought
to rectify past inequalities and construct a seatimof national unity, which
integrates previously designated ‘racially congtdt differences into a vision of a
meaningful and valued national identity (FranchiSfart, 2003). In this regard,
obvious attempts at correcting the past inequalitiad the previous violations of
human rights have meant that the implementatioaffifimative action measures in
public and private sectors, aims to readdress p&strimination and promote

employment equity.

While the crucial necessity for affirmative actioray generate an ongoing focus on
racial issues within South Africa, the debate comicg the definition, justification,
impact and consequences of affirmative action goorg, complex and beyond the
scope of this paper. Suffice it to say that, fa& purpose of this research, affirmative
action should not merely be thought of as simplpracess of recruiting greater
numbers of previously disadvantaged employeesjsbtather defined, according to
Human (19964, p. 48) as:

the process of creating greater equality of oppdtuit is temporary
and flexible and not in accordance with ridged qudtis compatible
with the concept of qualification and it does nohecessarily trample

on the reasonable expectations of competent whete m
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According to this definition, affirmative action ithe process of creating equal
employment opportunity (employment equity), which uwltimately the desired
outcome. Affirmative action is not merely a proce$secruiting greater numbers of
historically disadvantaged employees, “it is partl gparcel of a holistic system of
human resource management and development and tsnpacall the processes,
policies and procedures relating to the selectiecruitment, induction, development,

promotion and severance of people” (Human, 199643

The problem with this definition of course, is tltla¢ permeation of racial issues into
post-apartheid years has meant that the carefuélraategorisation, that once
formally classified South Africans on the basisofariable definition of the construct
of ‘racial’ difference, cannot be discarded as #teuctural footprint of racial
categorisation will need to be kept salient in orgdeprovide compensation to those
who suffered under apartheid-era policies (Ramga95; Franchi & Swart, 2003).
Thus, despite the virtuous intentions of affirmatigction, the underlying ‘racial
construction of privilege and discrimination in SolAfrica, the differences among
affirmative action ‘target-group’ and ‘non-targetgp’ members demographic status,
histories of relative deprivations, personal andlective interests and political
ideologies, has ultimately lead to a polarisatibattitudes towards affirmative action
plans (Franchi, 2003), with the one group perceginem from the perspective of
“beneficiaries of past discrimination”, and the @thfrom the perspective of “bearing

the burden of the actions of their forefathers”1(p9).

The startling divergence between these two distiedroups has aroused claims that
affirmative action is no more than reversed disgcration (Ramsay, 2005), that
penalises young ‘whites’ who are not responsibletii@ discrimination in the first
place, and which forces organisations to act ugfaly basing recruitment decisions
simply on demographic variables as opposed to iddal merits (Duncan, 2003). In
light of this debate former President Thabo Mbekice noted that, “so wide,
historically, is the gulf between black and whiteat in reality we have different
perceptions of South Africa, depending where yay #ris side of the street or the
other” (Franchi, 2003, p. 158). Given the inhereattial construction of privilege and

discrimination in South Africa, the concept of disity for the majority of the
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population, is merely associated with issues oéraed gender. However, diversity
comprises much more than simply these variablesisadrgely contested to be a
business imperative in a crippling global economyhere distinctiveness and

competitive advantage are a major source of sutviva

Despite this, it is important to take cognisancetld fact that for years little

significant interest and curiosity in researchihg tiversity phenomenon in industry
was shown. It was only during the early eightiest tiesearch on diversity within the
workplace began to surge and mindsets began tal&nodrimarily, research on race
focused on identifying differences amongst grougse¢ifically whites and blacks),

on a range of perceptions, behaviours and workeelattitudes (Vos, 1998).

However, it was the pioneering work of Moerdyk aaldwell (as cited by Vos) that

brought a new definition to diversity within the ka of work. The researchers
proposed that by simply focusing on the positivepaet that the different cultural

heritages people bring to their work situation patentially enhance the patterns of
motivation, the values and the job related needh@fworkforce. Thus, if different

cultural heritages had the potential to positivieiypact on the work environment, it
was only natural that jobs and organisational stimes be adapted to build upon,
rather than deny the existing deep rooted valuasthinived within the South African

workplace (Vos, 1998).

The argument underpinning this research projedhadsthere is a dire need to depart
from the mentality of ‘exclusion’ and embrace tirectusion’ of others, regardless of
their differences in order to effectively utilisbet human resources behind the
impending organisational effectiveness. One camederate the importance of
managing diversity within an organisation and hbig process may be hampered by
an over-emphasis on racial differences at the es@a both broader individual
identity and situational variables. Recognising kiorce differences and managing
them to the benefit of the organisation is perhthpsonly way in which the diversity
that encapsulates the nation, will lead to the wiah of a unique ‘rainbow
management’ style. South Africa, unlike other coest has but no choice but to
effectively manage workforce diversity; “the futunerosperity and stability of the

country, and possibly the region, depend on it"rttdn, 1996a, p. 46).
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2.3 ATTITUDE TOWARDS DIVERSITY

2.3.1 The Concept of Attitude towards Diversity

As the South African workforce continues to beconoeeasingly more diverse, much
empirical research on diversity has began to take senewed form that not only
focuses on the outcomes or effects of having arskvevorkforce, but has begun to
appraise the antecedents and outcomes of an indigdattitude towards those who
are different from themselves (Aghazadeh, 2004;riS&dTran, 2002; Sawyerr,
Strauss & Yan, 2005; Stephenson & Lewin, 1996).hSdevelopments in research
partly stem from demographic shifts influencing taghnic composition of our
society, as well as increased legal pressures daaleemployment opportunities.
Traditionally referred to as differences in dem@dpia characteristics, diversity has in
more recent times, be@onceptualised to encompass differences in vahlahties,
interests and experiences. Other researchers (@osth Coetzee, Kruger & Meyer,
2005; Seyman, 2006) contend that diversity referdifferences between individuals
on any attribute that may lead to the perceptiat #nother person is different to
oneself. While Van Knippenberg, De Dreu & HomanQ2Dbelieve that diversity
refers to an almost infinite number of dimensiora)ging from age to nationality,
from religious background to functional backgroufhm task skills to relational
skills and from political preference to sexual prehce. In addition, Thomas (as cited
by Sadri & Tran, 2002) assumes that the very natfidiversity relates to everyone
and is multidimensional. More specifically, Fledas cited by Seyman, 2006, p. 297)
defines diversity as “a mixture of people with dint group identities within the

same social system”.

Within the context of the organisation, it is argubat the management of diversity is
no more than the effective management of people fitoblem however, is that
significant research has indicated that not onlyodganisations and their respective
cultures differ in the extent to which diversityvialued (Kossek & Zonia, 1993; Cox
& Blake, 1991), but the individuals that compribe brganisations employee base are
differing in their beliefs about and attitude todsrdiversity (Florack, Bless &
Piontkowski, 2003; Homan, van Knippenberg, Van Kig&ée Dreu, 2007; Hostager
& De Meuse, 2008; Strauss, Connerley & Ammermad@52 These studies have
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advanced the theoretical notion that in order tovdst any form of benefits from
workplace diversity, pro-diversity beliefs, attizsl and organisational cultures that
value diversity, may in fact promote favourablepa@sses to the group and its diverse
membership. According to Montei, Adams and Egge®96), an individual’'s attitude
towards organisational diversity refers to the degto which one tends to accept
diverse others in the workplace. This includes ptanece of such individuals as co-
workers and supervisors, and any other personsoirk-velated roles. A concern,
according to Miville, Gelso, Pannu, Liu, Touradflplloway, and Fuertes (1999), is
that the degree to which individuals are similardsimilar in terms of diverse
attributes, to the composition of his/her work podn potentially play an influential
role in one’s diversity-related attitude and bebavs. These attitudes, in turn, could
be expected to affect individual, team and orgdiusal level outcomes (Strauss &
Connerley, 2003).

Sawyerr, Strauss and Yan (2005, p. 499) defineud#ds as “a relatively enduring

organisation of interrelated beliefs that descriéealuate and advocate action with
respect to an object or situation”. Kenny (1994)tbe other hand, believes that an
individual’s attitude is directly influenced by thvalues he or she maintains. Values
are defined by Werner (2003, p. 45) as “principbesstandards that we adopt as
behavioural guidelines for all situations”. Roked&B73, p.5) states that “a value is
an enduring belief that a specific mode of condoctend-state of existence is

personally or socially preferable to an oppositeanverse mode of conduct or end-
state of existence”. An attitude therefore, is lgkdal than one’s value system and
revolves around an attitude object or a situati@digposing an individual to respond
in some preferential manner (Sawyerr et al., 200&rner (2003) further states that
attitudes can be stable or unstable. Stable oralettitudes are very closely linked to
one’s values and thus are less likely to changestdlte or peripheral attitudes are

easier to alter as they are related to one’s espeeis and knowledge.

In light of this, an individual who has a favouraldttitude towards diversity will be
able to accept others who are significantly differdrom themselves in the
workplace. The problem however, is that when défierdimensions of diversity
converge, the covariation of differences has them@l to create a diversity rift that

may elicit sub-group categorisation - an “us-thedistinction, which may in turn,
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give rise to problematic inter-subgroup relatioH®ifian et al., 2007). According to
Riordan andShore (1997), those individuals who retain a negatttitude towards
diversity will be less accepting of others whichynk@ad to increased conflict among
employees, as well as decreased morale and comatiomicvithin the organisation

and/or work group.

Interestingly, it is important to note that althduig is likely that most people would
like to believe they are “tolerant” of others, tlk&tent to which they truly and
consistently experience and express “tolerance”gemiiine acceptance if others who
are different from themselves is another matterv{lMi et al., 1999). Having a
positive attitude towards difference in generald aacognising and valuing those
differences and perceived similarities, do not seasdly translate into seeking a
plurality of interactions and feelings of comforitvdiverse others (Sawyerr et al.,
2005). Contact theory argues that interaction witlerse people leads to a more
positive attitude towards those individuals (sekpaétt, 1954). Brown (1995, p. 172)
states that “the best way to reduce existing negatitergroup attitudes between
members of different groups is to bring them indatact with one another”. While it
is acknowledged that contact alone may not nedgsdaad to a more positive
attitude towards diverse individuals, and indeegltige experiences may lead to less
favourable attitudes, the impact of a multicultuealvironment may be experienced
differently for different participants depending treir actual exposure to diversity
(Roccas & Brewer, 2002). In addition, the effectiahg in a multicultural society on
people’s attitude towards diversity is also likeétybe moderated by societal norms

concerning multiculturalism (Brewer, 1991).

When people of various cultural groups live togethiee cultural groups that they
form are often not equal in power. Accordingly, somroups tend to dominate,
enabling their ideology to have an extensive infltee on both the perceptions of
diversity and on the attitude people maintain talsadiversity (Rentch, Turban,

Hissong, Jenkins & Marrs, 1995). During the cowt&outh Africa’s Apartheid era,

the dominant ‘White’ social group not only attenptbut succeeded in implementing
an ideology that promoted a single culture wittia hation and which subsequently
failed to explicitly encourage the maintenance ha dther cultural heritage of non-

dominant ‘Black’ groups. Although South Africa’safrsition to a multi-racial



35

democracy, over a decade ago, has prompted anratitegst ideology, the
amalgamation of differences that embody the woddprcoupled with a political
history of racial categorisation and discriminatioturally generates an awareness

of how people are alike and dissimilar in termspécific dimensions.

Despite the possibility of eliciting stereotypicalews, such an awareness can
however, prove an necessity to effective interpeabkmteractions, by allowing one to
build an alliance with others on the basis of samiies, while at the same time, being
able to accept and discover value in those whalissemilar (Fuertes, Miville, Mohr,
Sedlacek & Gretchen, 2000). Similarities refertiose aspects of being human that
are perceived as common between oneself and othbeseas differences refer to
aspects that are unique or diverse among peoplb®sesl on certain factors, including
(but not limited to) age, race, gender, sexualnvaigon or lifestyle (Miville et al.,
1999). Perhaps it is largely due to the amalgamatud differences which
characterises the contemporary workforce that géesra heightened awareness of
connectedness to others by virtue of their sintiegion specific dimensions. Yet, it is
only through “an awareness, respect and valuindiftérences among individuals”
that permits one to truly value and appreciate rdweothers (Rentsch et al., 1995,
p.2). Thus, acknowledging that people are bothlamib and different from each
other is perhaps more warranted and forms the badiville et al.’s (1999, p. 292)

Universal-Diverse Orientation (UDO) construct, whian be defined as:

An attitude towards all other persons which is usole yet
differentiating in that similarities and differerscare both recognized
and accepted; the shared experience of being huesaits in a sense
of connection with people and is associated wiptugality or diversity

of interactions with others.

This definition confirms Fishbein’s (1967) propasit that attitudes comprise three
components: a cognitive, behavioural and affeatimmponent. That is, a person with
a positive attitude towards diversity may seek\aeudiity of experiences with others
(behavioural) because he/she values both the siti@ta and differences among

himself and others (cognitive). These experienndsiin, may then reinforce a more
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positive attitude towards diversity, which in tuasults in a sense of connection with

others (emotional).

Acknowledging that attitudes involve a behavioumalcognitive and an emotional
component has become fundamental to the manageshemngjanisational diversity.
Yet human resource (HR) practices can only purpilyefind rationally launch
attempts to foster the managing and valuing of rditae if it truly understands the
forces that shape it. Managing the social inteoackietween two or more individuals
who vary in terms of a number of social variablegotentially a highly complex
process, especially with respect to knowing howespond to others in particular
situations and the consequences of the responsserciiHuman, 1996a). Thus, an
improved understanding of people’s attitude towaligsrsity within the organisation,
will ultimately inform management seeking to buéld ethically diverse, healthy and

productive workforce thatalues the differences found within a given orgats.

2.3.2. Measuring the Attitude towards Diversity Construct

To date, there has been very little research camggrattitude towards diversity, and
in general, such empirical research has primadbu$ed on developing inventories
designed to asses organisational diversity practicel interventions (see Gilbert &
Ones, 1999, Diversity Practice Scale) or attitudeward equal employment
opportunity programmes such as affirmative actigonfad & Linnehan, 1995).
While these scales in themselves, are importamissie examining organisational
attempts specifically aimed at evaluating diffees)cvery few measures examining
individual’'s attitude towards diversity appear te available. Nevertheless, several
attempts have been undertaken by theorists tonexplae research on attitude
towards diversity in organisations, which haveumt resulted in the development of
specific instruments that can potentially be wiisn organisations when trying to
assess individual's attitude and beliefs about rdityee The following theories of
individual’s attitude towards diversity will be disssed: Attitudes towards Diversity
Scale (ATDS) (Montei, Adams &Eggers, 1996), Miville-Guzman Universality-
Diversity Scale (M-GUDS) (Miville, Gelso, Pannu, il.uTouradji, Holloway &
Fuertes, 1999), the Cultural Diversity Belief ScqléDBS) (Rentsch, Turban,
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Hissong, Jenkins & Mars, 1995), as well as the Bite Perceptions Survey of Mor-
Barak, Cherin & Berkman (1998).

According to Montei et al. (1996), the ATDS was eleped to serve as a measure of
attitudes toward diversity in the work environmeast it relates to three dimensions,
namely: co-workers, supervisors, and hiring andrmion. The scale was based on
the notion that one’s attitude towards diversitigre to the degree to which one tends
to accept diverse others in the workplace. Thisluohes acceptance of such
individuals as co-workers and supervisors, and atmer persons in work-related
roles. In addition, one’s attitude towards diversiicludes the degree to which one
accepts the increased hiring of diverse othershBsaicthe three dimensions is
measured with ten items. The response format fon gam is a five-point Likert-type
scale ranging fromstrongly agreeto strongly disagree The scale also includes
several reverse-scored items. The results fronstidies of the ATDS indicate that it
provides a valid and reliable measure of attitumleards diversity in organisations,
where reliability analyses suggest that the scalenternally consistent and group
differences in scores have generally found to basistent with theoretical

explanations.

Generalised measures of diversity perceptions #itddes are thought to aid one’s
understanding in terms of the ways in which empdsydiffer in perceptions and
attitude. Consequently, Mor-Barak, Cherin and Bexhkm(1998) developed the
Diversity Perceptions Survey which aimed to asbesls personal and organisational
dimensions in diversity perceptions. Collaboraffy¢hese two dimensions assess the
overall diversity environment in an organisatioheTpersonal dimension explores an
individual’'s views and prejudices toward people vdre different from themselves
that can affect attitudes and behaviours towarderetin the organisation. The
organisational dimension on the other hand, ingagts management’s policies and
procedures specifically affecting various demogm@gjnoups, such as discrimination
or preferential treatment in hiring and promotiopcedures. The instrument
includes 16-items specifically designed to measpeesonal and organisational
dimensions in diversity perceptions as well as fadditional sub-scales which are
mapped onto the higher-order composite dimensibhs.four sub-scales include: (a)

organisational fairness, (b) organisational induosi(c) personal diversity value, and
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(d) personal comfort. The response format for eigeim is a six-point Likert-type

scale ranging from one (strongly agree) to sio(sity disagree), with an additional
category of ‘can’t answer’. The scale also includeseral reversed-scored items.
Higher scores on the scale reflected a more pespierception of diversity, both
personal and organisational. Cronbach’s alpha Ff&r tverall scale was 0.83,

indicating excellent internal consistency.

Miville et al. (1999) developed the Miville-Guzmamiversality-Diversity Scale (M-
GUDS) which has been utilised in several studidak@mi, Sawyerr, Strauss & Yan,
2005; Salamonson, Everett, Andrew, Koch & Davidse®)9; Strauss & Connerly,
2003). This scale was developed on the basis ffexttiee management of diversity
in the workplace should be based on recognitionooimonalities and awareness of
differences among co-workers. Miville et al. (1999,158) introduced the construct
Universal-Diverse Orientation (UDO) which is defithas “an attitude towards all
other persons which is inclusive yet differentigtin that similarities and differences
are both recognized and accepted; the shared erperpf being human results in a
sense of connection with people and is associaiéiu avplurality or diversity of
interactions with others”. To asses the UDO comsirthe researchers initially
developed the 45-item M-GUDS which consists of eéhseibscales that assess the
respective cognitive, behavioural and affective ponents of UDO: (1) relativistic
appreciation of oneself and others, (2) seekingrersity of contact with others, and
(3) a sense of connection with the larger socigtyhumanity as a whole (Miville,
1992).

It was found that the subscales for the three compts were intercorrelated above
0.75 and highly correlated with the overall sc&absequently, Fuertes et al. (2000)
developed a 15-item short form (M-GUDS-S) through tise of exploratory factor
analysis. They found a correlation between thetshod long forms of .77 (p <
0.001). Ratings for the M-GUDS-S are on a six-pdiikert scale ranging from
“Strongly Disagree” to “Strongly Agree”. A possiblanitation of this measure,
according to Fuertes et al. (2000), pertains topthesibility that the validity estimates
reported for the scores on the M-GUDS-S are likelpe inflated because of the use
of monomethod scales. Nevertheless, the short foffthe M-GUDS-S has been

praised for its ease of administration, and the faat it consists of three distinct
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factors conceptually similar to the UDO componemareover, it was found that

factors correlated with other variables in the tkeé&oally predicted direction.

The last measure discussed is that of the CulDiadrsity Beliefs Scale (CDBS),
developed by Rentsch, Turban, Hissong, Jenkins Mads (1995). Thistest,
evidently, was utilised to measure the attitudeaims diversity construct in this
study. Rentsch et al. (1995) believe that thereatifeast three distinct sets of beliefs
about diversity that may exist, namely: (1) divrsis valuing individual differences,
(2) tolerance for affirmative action, and (3) dis#y as a competitive advantage. The
inventory was developed to serve as a measuretinfoas towards diversity in the
work environment as it relates to the three dinmmsiof diversity belief sets
mentioned above. The response format for each ef28ritems is a seven-point
Likert-type scale, ranging froratrongly disagreeo strongly agree The scale also
includes several reversed scored items. High sgainthe CDBS reflects a positive
attitude towards diversity in the workplace, wheréaw scoring suggests a negative
attitude towards a diverse workplace. Interestingditional analyses indicated that
gender, race, political affiliation, and liberallieés are related to cultural diversity
beliefs in interpretable patterns. This measurels s touted as an effective means
of understanding employee’s attitude towards ditsers light of organisational

change.

2.4. EMOTIONAL INTELLIGENCE

2.4.1 Introduction

Emotional Intelligence (El) is a relatively new agdowing area of behavioural
research, having caught the imagination and inteoésthe general public, the
commercial world, and the scientific community. Aoding to Zeidner, Matthews
and Roberts (2004), the concept resonates withri@erduzeitgeist emphasising the
importance of self-awareness and understandinddreasing a perceived imbalance
between intellect and emotion in the life of thélexdive Western mind. Much of the
current research on El in organisational settinggirates from a desire to explain
differential attainment of occupational successicWitannot be accounted for by 1Q
alone (Goleman, 1995; Mayer et al., 2000; Murphyataeke, 2009; Sternberg, 1997).
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However, there appears to be a lack of consensuweinfield of organisational
psychology, which centres on the definition anduratof El as well as the
measurement and application of the construct, durtkiterating the novelty of the
construct and the need for an urgent movement tisvardeeper understanding and
investigation into the field of El. At the same @mthe potential utility of EI has
gained both prominence and notoriety in organigsalicettings as a psychological
determinant of both occupational (Palmer, Gardne®t&ugh, 2003) and leadership
(Vrba, 2007) success, has frequently been toutethasnerging construct with great
predictive power (Van Rooy, Viswesvaran, Pluta, 20@&nd has proven immensely
appealing to psychologists, journalists and engepurs alike. An overview of the
historical development of the concept El, followsda synopsis of the categorisation
of different models and measures of El, will becdssed and elaborated on in the

subsequent section.

2.4.2 TheHistory and Origin of the Emotional I ntelligence Construct

The history of research on intelligence has madge#r that a person’s success in
both personal and professional life depends nat onlgeneral cognitive intelligence
(IQ), but also on other personal factors. As eaty1920, Thorndike proposed a
model of intelligence which included not only traainal cognitive factors, but also
non-cognitive factors which he termed social imgelhce, defined as the ability to
understand and manage others — to act wisely imhumlations. Thordike’s (1920)
definition of social intelligence has both a cog@tand behavioural component. This
implies firstly, that the ability to understand anthnage people is an intellectual
capacity, and secondly, this capacity is differérdm the abstract-verbal and

concrete-mechanical aspects of intelligence (Derkkeammer & Katzko, 2002).

However, over the years the notion of social iigetice proved problematic
primarily because it was a concept that was noy alfficult to define, but was
difficult to conceptually measure in a psychomeitticsound manner (Derksen et al.,
2002). Consequently, researchers sought to inwstigther avenues that could
potentially conceptualise and measure non-cognitieetors of intelligence.
Individual's access to their feelings, the labgjlof those feelings and use by them to

guide behaviour was operationalised by Gardner JL98 terms of ‘Personal
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Intelligence’, one of the seven independent typesntelligence included in his

Multiple Intelligence Theory. Personal Intelligence theoretical forerunner to the
concept of emotional literacy and emotional ingedhce can further be divided into
intrapersonal intelligence’ (the knowledge of oneiternal processes and feelings)
and interpersonal intelligence’ (the ability to elmhine other people’s reactions,

needs, emotions and intentions).

Intrapersonal intelligence relates to one’s ingellice in dealing with oneself, and is
the ability to symbolise highly complex and diffetated sets of feelings.
Interpersonal intelligence however, relates to smatelligence in dealing with others
and on the basis of discrimination, “to become mak®lved or withdraw from a
situation” (Gardner, 1983, p. 239). These two frai personal intelligence are
intimately related. On the one hand, acquiring kieolge of one’s own emotions is
dependant on the ability to learn from observatiohsther people, while attention to
one’s subjective feelings is thought to function‘sigsth sense’ providing valuable
information about others (Gardner, 1983). Althougardner (1983) never used the
term emotional intelligence, his concepts of ingggonal and intrapersonal
intelligence formed the foundation for later modefsemotional intelligence, i.e.,
Bar-On’s (1997) Bar-On Emotional Quotient InventdiigQ-i). Despite this, the
concept of El stems in part from Gardner’s contitiruas his theory of intelligence
included additional abilities that were not normalieen under the heading of
intelligence. Following on Gardner’'s work, Steir{@@84, p. 165) suggested that “to
be emotionally literate we need to know both whas that we are feeling and what
the cause of our feelings are”. However it was &atcand Mayer (as cited by Bar-
On, Brown, Kirkcaldy & Thome, 2000), who proposdik tlabel of Emotional

Intelligence to represent the ability of a persmdeal with his/her emotions.

2.4.3 Defining Emotional Intelligence

In a revision of their emotional intelligence thgoMayer and Salovey (1997, p. 5),
define El as “the ability to perceive emotionsatess and generate emotions so as
to assist thought, to understand emotions and ladyd, and to reflectively regulate
emotions so as to promote emotional intellectualwgn”. This definition mirrors

Salovey and Mayer’s (1990) original concept of dstulating that it is an umbrella
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concept comprising three distinct components, aggirand expression of emotions,
regulations of emotions and utilisation of emotioimgormation in thinking and
acting. It is apparent from this theoretical pecsive thatEl refers specifically to the
co-operative combination of intelligence and emot{€iarrochi, Chan & Caputi,
2000; Mayer & Salovey, 1997; Roberts, Zeidner & tatvs, 2001). Caruso and
Salovey (2004) further elaborated on this definitiy suggesting that El involves the
ability to perceive and express emotion, assimittetion in thought, understand

and reason with emotion, as well as regulate ematidhe self and others.

Another prominent researcher in the field of Elr-8m (1997), defines the concept as
a multi-factorial construct that encompasses amyaof interrelated emotional,
personal and social competencies and skills thablenan individual to cope with
environmental demands and pressures. While DulewitizHiggs (1999) define El as
being concerned with being aware of and managisgsawn feelings and emotions;
being sensitive to and influencing others; sustg@grone’s motivation; and balancing
one’s motivation and drive with intuitive, consdi@us and ethical behaviour.
Various other researchers have attempted to camaiégg and measure the construct,
specifically within the work environment. For exampPalmer and Stough (2001)
who define El as the capacity to deal effectivelthvwne’s own and other’s emotions,
which involve the capacity to effectively perceiexpress, understand and manage

emotions in a professional and effective manneraak.

Evidently, there is an intense interest in the &istruct, with many views illustrating
the discrepancy of opinion as to what exactly casegrthe domain of El and hence
variation in measurement approaches and terminalsgy to describe the construct
abound (Ciarrochi et al., 2000; Davies, Stankov @&ts, 1998; Dulewicz & Higgs,
2000). In light of the different views that have enged around the utilisation and
measurement of the construct, as is evident imligtenction between ability, trait and
mixed models of ElI (Mayer, Caruso & Salovey, 2000g EIl construct has been
branded as a construct with blurred boundaries u¢to Palmer, Gardner,
Papageorgiou & Redman, 2002), prompting debatenardhe legitimacy of the
construct.
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2.4.4 Multiple Theories of Emotional Intelligence and the Misconceptions
about the Construct.

Within the EI field, numerous theories, models @ws of the El construct exist. The
variations in views of El has succeeded in delingaand demarcating opposing
streams of thought, particularly with regard to dperationalisation and measurement
of the construct. According to Badenhorst and Sn@®07), theories of El, upon
which definitions are based, are often classifigd two basic types: those proposing
a narrow definition of El as an ability, focusing aptitude for processing affective
information, as based on the definition of Mayealkt1999), and mixed models that
conceptulise El as a diverse construct, includspeats of personality as well as the
ability to perceive, assimilate, understand and agenemotions, as based on
Goleman’s (1995) approach. These two approachesgyemerally termed “ability
models” versus “mixed-models” (Mayer et al., 199Bpwever, an issue that has
raised concerns in the academic fraternity involthes lack of common language,

evident from the widely divergent definitions of. Elaruso (2004, p. 2) states that:

If we, as researchers or practitioners, don't haveommon language we
cannot hope to effectively communicate with eadfentWe also run the risk
of alienating our clients as they struggle to ustierd what it is we have been

selling them.

A failure to find a common ground, has sparked widbate among researchers with
the one view stating that the goal of researcliseif, should be to identify and define
a singular theoretical framework to be labelledhss “correct” version of El, while
the other maintains that having multiple theoriem mften serve to elucidate
additional aspects of complex psychological comssiuAlthough this, superficially,
may sound like a fair argument, the problem is timgny theorists have made
unfounded claims with regard to the scope of Ethéligh writing for the scientific
community is far different to writing for the gemaérpublic, the integrity of the
concept, such as El, should ultimately remain in{@adenhorst & Smith, 2007).
According to Pfeifer (2001), a major weakness \lith extant El research literature is
the lack of scientifically sound, objective measud the EI construct. Although

recent years have bared testament to the quedemdify valid EI measures (Gignac,
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2008; Mayer, Salovey & Caruso, 2002; Palmer & Sip02), Schutte and Malouff
(1998) state that reliable and valid measures cdril its components are important
efforts to make theoretical advances in the areglpfexplore the nature and
development of El; predict the future functioninfy individuals, for example, in

training programmes or jobs; identify individualkely to experience problems

because of deficits in emotional skills.

A variety of measurement instruments such as Bas-Qir997) Emotional Quotient
Inventory (EQ-i), Gignac’s (2008) Genos Emotionatelligence Inventory, Mayer
and Salovey’s (1997) Multifactor Emotional Intetigce Scale (MEIS), and Palmer
and Stough’s (2001) Swinburne University Emotioihatelligence Test (SUEIT),
each postulate a plethora of alternative conceigaitadns of El. According to Petrides
and Furnham (2000), the different measurement appes and operational
definitions adopted by the prominent theorists bfffave been broadly differentiated
into two prominent groups, that being, trait versimslity models of EI and mixed
versus ability models of El. The fact that therpegrs to be some debate about what
constitutes the domain of El, about terminologydus® describe the construct and
about methods used to measure it, makes it imperdtr researchers to fully
understand and grasp the intricacies of the sgerifidel in use, and to comprehend
the influences in the development of the variousasneement instruments of the
construct. Petrides and Furnham (2000) go so fdo asiggest that it is the type of
measurement rather than the theory per se thahdets the nature of the underlying
model. For this reason, a discussion is providéavbéen which the various models of
El are examined and further elaborated on. Tallles@mmarises some of the cardinal
differences among ability and trait/mixed model€&€bhlong a number of dimensions,
such as conceptual context, focus, dimensionatigasurement procedures and their
psychometric properties. The manifest differencestained in this table, highlight to
the reader a particularly problematic feature assed with current theories of El:
whatever is being measured within “mixed modelsfis unlikely the same type of El
as that assessed by “ability models” (Zeidner, Matts & Roberts, 2004).
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24.4.1 Ability Modes of Emotional Intelligence

According to the ability model of El, just as ingluals show intelligence in their
understanding and use of numbers, words or geamstidpes, so people may be
more or less intelligent in dealing with emotiofe{rides & Furnham, 2000). This
approach tends to cluster El in the domain of ligehce, where it is viewed in
similar vein to that of cognitive and verbal inigdnce, with the exception that it
interacts with or within emotional content (Carudtayer & Salovey, 2002). The
enhanced emphasis on the cognitive components ofi@mal intelligence denotes a
conceptualisation of El in terms of the potental ihtellectual and emotional growth.
According to Ashkanasy and Daus (2004), withindabaity model, El is perceived as
a conceptually related set of mental abilities igalvith emotions and the processing
of emotional information, and which forms part efdacontributes to logical thought
and intelligence in general. These abilities anaraged hierarchically from basic
psychological processes, to the more psychologitatiégrated and complex, and are
thought to develop with age and experience, muehstime way as crystallised
abilities (Gardner & Stough, 2002). The mentaligbidlealing with emotions and the
processing of emotional information is considemredbé independent of traits, talents

and preferred ways of thinking (Mayer & Salovey93p

According to Mayer, Caruso and Salovey (1999), itgbilesting is the ultimate
standard in intelligence research primarily becausethis context, intelligence
corresponds to the actual capacity to perform atathental tasks and does not merely
measure an individual’s belief about those capegitbue to this, attempts to measure
El as a cognitive ability is best assessed thraughsures of maximum performance
rather than self-report (Petrides & Furnham, 2008@us, having an individual solve a
problem (i.e., identifying the emotion in a persoiface, story or painting), would
allow one to measure the capacity by evaluatingatisevers against a set criteria. The
Multifactor Emotional Intelligence Scale (MEIS) adeped by Mayer and Salovey
(1997), is currently the only example of an abihtgasure. Subsequently, Mayer and
Salovey later refined their model, resulting in tevelopment of the Mayer, Salovey
and Caruso Emotional Intelligence Test (MSCEIT).céwling to this particular
model of El:
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El involves the capacity to reason with and abeootons, including
(1) the ability to perceive accurately, appraisd arpress emotions;
(2) the ability to access and/or generate feelimbgen they facilitate
thought; (3) the ability to understand emotion aedhotional
knowledge; and (4) the ability to regulate emoticias promote

emotional and intellectual growth (Mayer & Salov&997, p. 10).

This definition forms the foundation of the MSCEMhich is designed to yield an
overall El score, as well as subscale scores for $nb-scales namely, perception,
facilitation, understanding and management (Mayat.e2000). Due to the difficulty
in measuring the responses toward emotional cqonigrability models make use of
at least three alternatives for designating a comeaswer: consensus scoring, expert

scoring and target scoring (Mayer et al., 1999).

Consensus scoring pools the judgements of hundrEgeople and the test taker
receives a credit for endorsing the emotions thatgroup endorses. Expert scoring,
by contrast, makes use of experts in the fieldnobteons (i.e., clinical psychologists,
psychiatrists). The expert is required to analys#am stimuli, i.e., facial expression,
and using their best judgement, determine howdbketaker was feeling at the time.
Credits are awarded to the correspondent if higiimg corresponds to those of the
expert. Finally, target scoring involves the tester assessing what a particular target
is feeling. The test taker guesses how the targstfeeling at the time by referring to
multiple emotion rating scales. The fact that ipaticularly difficult to apply truly
objective veridical criteria in scoring El tasksshansurprisingly prompted many
researchers to investigate the construct as a eltaigin of dispositions and self
perceived abilities rather than a class of cogeigwmotional abilities (Davies et al.,
1998). This is the reason as to why most El rebepapers and literature in recent

times have been concerned with aspects of trgiP&irides & Furnham, 2000).

2442 Trait or Mixed Models of Emotional Intelligence

Traditionally, a trait model of El, often referrdd as mixed models of El, is
conceived as a measure that explicitly amalganmatesmbination of El dimensions

and non-El dimensions, such as personality or ceempg dimensions (Gignac,
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2008). Trait El is concerned with cross-situatiormnsistencies in behaviour,
drawing heavily on personality variables such aspay, assertiveness and
optimism, but often including many other, somewyaguer, constructs that appear to
be potential correlates (i.e., motivation, self-esveess, happiness) rather than
essential elements of El (Petrides & Furnham, 20B6) example, the BarOn EQ-i
incorporates a dimension called ‘reality testinghich is relevant to “the ability to
assess the correspondence between what is exgtiand what objectively exists”
(BarOn, 1997, p.19). Another example of a mixed-eladeasure of El is that of the
Emotional Competence Inventory (ECI). The ECI ings a dimension termed
‘conscientiousness’, which has been defined asiritakesponsibility for personal
performance”. According to several researchersscentiousness has long been

considered a dimension of personality (McCrae &t&05997).

Due to the fact that trait EI appears to be closelgted to traditional personality
traits, EI should then be conceived of as a disjposior an affect rather than a
cognitive ability. It is imperative to understartuat trait EI and ability El are two

different constructs; the former measured througfireport questionnaires, whereas
the latter ought to be measured through tests afmad performance, as the method
used to measure individual difference variables laglirect impact on the

operationalisation of the construct (Perez, Petride Furnham, 2005). This

measurement distinction, according to Jonker andldo(2008), has far-reaching
theoretical and practical implications. For exampiait EI would not be expected to
correlate strongly with measures of cognitive &pilor proxies thereof, whereas
ability El should be equivocally related to such asires. Other examples of
measurement approaches subscribing to the tréiaBlework include the EQ-i (Bar-

On, 1997), the Genos Emotional Intelligence Tesgii&c, 2008) and the Swinburne
University Emotional Intelligence Test (Palmer &8gh, 2001).
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TABLE 2.1

COMPARISON OF MIXED VS ABILITY MODELS OF EMOTIONAL

INTELLIGENCE

Dimension

Models of Emotional Intelligence

MIXED MODELS ABILITY MODELS

Conception of El

El is viewed as melange ofElis viewed as a well-defined and conceptually
competencies and general dispositionelated set of cognitive abilities for the
for adaptive personal functioning andorocessing of emotional information and
coping with environmental demandsregulating emotion adaptively.

The construct encompasses multiple

aspects of emotional and personal

knowledge and personal functioning that

are rather closely related to emotions,

including: motivation, personality traits,

temperament, character and social skills.

Psychological Focus

Affective Cognitive

Typical Facets

Self-awareness, self-motivation, selfEmotion identification, understanding of
regulation, empathy, social skills,emotions in thought and use of emotions to
assertiveness, stress tolerance, impuleahance thought, emotion regulation

control, coping with stress, reality

testing, social problem solving, etc.

Number of
competencies

Anywhere from four to 12 abilities. Four major branches: identification,
These can be grouped into four corenderstanding, usage and self regulation
areas: self-awareness, self{Salovey et al., 2000).

regulation/management, social

awareness, relationship management
and social skills (Cherniss & Goleman,
2001).

Measurement
approaches

Quasi-personality (self-report, Likert-Competency (performance type items such as

type scales) identification of emotions in pictures,
identifying progressions and blends of
emotions, problem solving, etc.).

Examples of Scales

Bar-On's (1997) EQ-i, , Boyatzis andMayer, Caruso and Salovey’'s (1999; 2002)
Goleman’s (1999) Emotional Multifactor Emotional Intelligence Scale
Competence Inventory (ECI), Palme(MEIS) and the Mayer-Salovey-Caruso
and Stough’s (2002) SwinburneEmotional Intelligence Test (MSCEIT).
University Emotional Intelligence Test

(SUEIT), and Gignac’s (2008) Genos

Emotional Intelligence Inventory.

Factor Structure

Little empirical data. General factorinconsistent  with  four-branch ~ model.
found for individual published scales,Exploratory factor analytic data consistent with
but little evidence to support claims ofthree  factor models of  perception,
multiple factors (Petrides & Furnham,understanding and regulation (Mayer, Caruso &
2000). Salovey, 2000).

Reliability of scales

Satisfactory (Bar-On, 1997; Dawda &Low to moderate (Roberts, Zeidner &

Hart, 2000). Ranging between 0.70 -Matthews, 2001) ranging between 0.68 — 0.71;

0.85 inconsistency among scoring procedures and
low subtest reliabilities.

Convergent/Divergent
validity

Very low-negligible correlations with Moderate correlations of about 0.30 with ability
IQ (Bar-On, 2000; Derksen, Kramer &(Mayer et al., 2000; Roberts et al., 2001). Good
Katzko, 2002). Low discriminant discriminant validity, with low correlations
validity vis-a-vis personality measureswith “Big 5" personality facets (Roberts et al.,
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particularly Neuroticism. 2001)

Predictive validity Good, but many reflect confoundingGood, but may reflect confounding with ability
with  personality  (Janovices & (Janovices & Christiansen, 2001).
Christiansen , 2001)

(Adapted from Zeidner, Matthews, & Roberts, 2004).

2.4.5 Measuresof Emotional Intelligence

The development of theoretical models of El hasljesralleled by the development
of inventories to measure the concept accuratdijrioligh several putative measures
of El have been published and intended specifidaliyise in workplace settings, few
can truly be accredited as being designed to be sséely by human resource
professionals, corporate coaches and industriafosgtional psychologists (Gignac,
2008). Evidently, the content of El inventories igargreatly due to the fact that
interpretation of the meaning of El varies sigrafily. Ciarrochi et al. (2000)
commented on this reality, stating that “while tedinitions of El are often varied for
different researchers, they nevertheless tend toctmplementary rather than
contradictory” (p. 540). They further pointed outat “in general, the various
measures of EI cover four distinct areas: emotioarcgption, regulation,
understanding and utilization” (p. 540). An ovewi of the literature on emotional
intelligence has revealed that several accredite@ntories have been developed
overtime. As such, a discussion follows in whictbreef overview of these key
measurement instruments is presented. This inclubes Mulifactor Emotional
Intelligence Scale (MEIS) (Mayer & Salovey, 199%e Mayer, Salovey, Caruso
Emotional Intelligence Test (MSCEIT) (Mayer et &Q00); the Bar-On Self Report
Emotional Intelligence Inventory (Bar-On, 1997);ethEmotional Competence
Inventory (ECI) (Goleman, 2001); Emotional Quotidntentory (EQI), (Bar-On,
1997; 2000); and the Swinburne University Emotiotraklligence Test (SUEIT)
(Palmer & Stough. 2001).

The MEIS is a multi-task ability measure which issmjned totap into four
hierarchical dimensions of EI, namely: £motional perceptign2) emotional
facilitation of thought 3) emotional understandingand 4)emotional management
(Mayer & Salovey, 1997). The MEIS requires resparisldo complete tasks that

require the identification of emotional expressioimem facial expressions and
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designs; define complex emotions and to generateeason with emotion, to name a
few. According to Ciarrochi et al. (2000) the ME#&s been touted as an objective
measure (in that there are correct answers), heeptable reliabilities, samples a
wide variety of emotional behaviours, and appearsoverlap much less with
traditional measures of personality than previdoititga models of El (see Goleman,
1995). The MEIS provides an overall El score ad aslfour sub scores which are
mapped onto the four hierarchical dimensions ofA€kording to Perez et al. (2005),
the reliability coefficients for the MEIS are gofar global ability (0.70 — 0.80) but
low (0.35 — 0.66) for emotional understanding amdogonal management. In an
attempt to improve on the MEIS scoring, reliabilégd factor structure, the Mayer-
Salovey-Caruso Emotional Intelligence Test (MSCEIWgas developed. The
reliability coefficients for the revised model ranffom 0.68 — 0.71 (Mayer, Salovey
& Caruso, 2002).

The Bar-On Self Report Emotional Intelligence Integ (Bar-On, 1997) is a 133-
item self report inventory consisting of 15 subesaltems are declarative statements
phrased in the first-person singular. Respondemtsasked to indicate the degree to
which the statement accurately describes them fivegooint Likert-type scale (1 =
not true of me; 5 = true of me). Items are sumnoegdld a total score, which reflects
overall El, scores on five higher-order compositeahsions and scores on 15 lower-
order component scales. The five higher-order caitpascales include the following
dimensions: 1) Intrapersonal Intelligence (whicleasnprised of the following linked
sub-scales, emotional self awareness, assertivesetsegard, self-actualisation and
independence), 2) Interpersonal Intelligence (casimy empathy, interpersonal
relationship and social responsibility), 3) Adaat(comprising problem solving,
reality testing, flexibility), 4) Stress Managemegebmprising stress tolerance and
impulse control), and 5) General Mood (comprisingppiness and optimism).
According to Dawda and Hart (2000), the EQ-i domama component scales have
good item homogeneity and internal consistency: (0.75-0.85). One positive aspect
of this instrument is that the correlations amdmg émotional intelligence composite
scales as well as the pattern of convergent amdimisiant validities suggests that the

EQ-i taps a fairly broad range of related emotiooahstructs. The EQ-i has been
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translated in 22 languages, with data that has bekected in over 15 countries (Bar-
On & Parker, 2000).

The Emotional Competence Inventory (ECI) (Golen291), is a competency based
inventory specifically designed for use in the waldce and is intended to be used in
a 360-degree mode. This is a multi-rater surveyrungent based on the Self
Assessment Questionnaire (SAQ) developed by Bayate emotional competencies
identified by Goleman (1998), as well as the compeies from Hay/McBer's
Generic Competency Dictionary (Boyatzis, GolemanR&ee, 2000). The ECI
comprises 110 items within 20 competencies, dividéal four clusters, namely: self-
awareness, self-management, social-awareness aladionship management.
Research conducted on the instrument shows th&@hés related to outcomes such
as individual life success (Sevinc, 2001), emplogedormance in call centres (Nel
& De Villiers, 2004) and perceptions of leadersimpa group (Humphrey, Sleeth &
Kellet, 2001). Previous research has shown the ®©Chave an overall average
internal consistency coefficient of 0.85 for otratings and 0.75 for self-ratings
(Hay/McBer, 2002).

The Genos El, developed by Gignac (2008), is aét-inventory that was preceded
by a 64-item self report measure referred to asStmburne University Emotional
Intelligence Test (SUEIT), developed by Palmer &taligh (2001). Both the SUEIT
and the Genos EIl are one-dimensional (i.e., a fdutiensional construct) models,
the factors of which represent a set of relateditigisi concerning how effectively
people deal with emotions in the workplace. The bermand nature of the dimensions
found within the SUEIT were based on preliminargtéa analysis of existing models
and measures of El. These measures included MSQEYer et al., 1999), Bar-On
EQ-I (Bar-On, 1997), EIS scale (Schutte, MaloufgliHHaggerty, Cooper, Golden,
& Dornheim (1998), TMMS (Salovey, Mayer, Goldmamnyr¥ey & Palfai, 1995),
TAS — 20 (Bagby, Taylor & Parker, 1994) and thelesaeveloped by Tett, Wang,
Thomas, Griebler and Linkovich (1997). It was fouhdt there were five common
dimensions of El namely: Emotional Recognition aixpression, Understanding
Emotions External, Emotions Direct Cognition, Eroodl Management and
Emotional Control. Research on the SUEIT, condubte®almer and Stough (2003),

indicated high internal consistency, (Cronbach Algefficients ranging from 0.70
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to 0.91), and high test-retest reliability (stalilcoefficients ranging from 0.82 to
0.92).

Although the SUEIT proved effective at measuring Gignac (2008) examined the
factor structure associated with the SUEIT in ateesive CFA investigation and
discovered that it in fact measured a total of rdimaensions, of which seven were
substantially relevant to El. Based on this infoliorg the decision was taken to
revise the SUEIT. However, rather than build a siewi of the SUEIT based
exclusively upon factor analyses, focus groups werelucted with HR professionals
to ascertain their views on what constitutes amlicieeasure of El, particularly for
application within industry. Evidently, some of tkey themes that emerged from the
focus groups included: an inventory that measursdnple model (i.e., not a lot of
dimensions), an inventory that took less than 1%uteis to complete and a
developmental focus within the accompanying El reppoSubsequent to this
information and preliminary research, Gignac (20@®veloped the Genos El
Inventory (Genos El). This measure consists oft&hs designed to measure seven
El dimensions: Emotional Self Awareness, Emotioratpression, Emotional
Awareness of Others, Emotional Reasoning, EmotiGe#tManagement, Emotional
Management of Others, and Emotional Self-Contrble Thventory can produce an
inconsistency index score, an impression manageswnt, a Total El score, and
scores for each of the seven sub-scales (Gign&8)2Uhe psychometric properties
of the Genos EI will be addressed in Chapter 3.

It is perhaps warranted to note that, althoughabeve mentioned inventories are
some of the most popular measures of El, other unesasof EI worth mentioning
include the Trait Meta Mood Scale (TMMS, Saloveyakt 1995), the Twenty-ltem
Toronto Alexithymia Scale (TAS — 20, Bagby et d1994), and the Wong & Law
Emotional Intelligence Scales (WLEIS, Wong & Lavd02).
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2.5 DIVERSITY COMPLEXITY

2.5.1 The Complexity of Diversity Perceptions

At the most basic level, the mere existence of tilendifferences between
participants in a social interaction is likely t@epent stressful risks for identity
negotiation (Frable, Blackstone & Scherbaum, 198@8kording to Polzer and Caruso
(2008), identity negotiation concerns the cogngigeople have about themselves
(self views), the cognitions they have about otlfeppraisals), the correspondence of
the two, and the affective and behavioural maratests of these cognitions. Polzer,
Milton and Swann (2002) further advocate that gradgntity, social interaction,
relationship conflict, and collective performance all sensitive to the overall degree
of correspondence between self-views and apprarsagroup of people, and which
is often referred to as interpersonal congruenbe. dongruent understanding of each
other’s views enables individuals to more accuyaitgfler each others intentions and
meanings, facilitating fluent, efficient interaatioand thus assisting in the utilisation
of their diverse abilities in accomplishing theiollective goals. Congruent
understandings of each othengews are indeed warranted in an organisational
context, given the increased dependence on groogegses, team work and cross-
functional departments (Jehn, Northcraft & Neaf#899; Johnson & Johnson, 2006).

The implications of low interpersonal congruenca, tbe other hand, is likely to

manifest itself in frequent miscommunication, uamtionally inappropriate or even
offensive behavioural patterns, and unpredictabt®enters that promote self-doubt,
frustration, anxiety and ultimately poor performanon collective tasks (Ely &

Roberts, 2008). In light of this, an organisatiostsategy for managing diversity
cannot simply be determined top-down. Although peses, systems and ‘ways of
thinking’ can be cascaded down to individual busseunits, the identities of

individual employees comprising those business surdate so complex and
multifaceted, that inevitably, diversity issues @éawo be dealt with on a situational
basis. This in turn, requires situational adaptybiather than the imposition of a
stereotype (Human, 2005). Therefore, the perceimagnitude of uncertainty at the
group level of analysis, with regard to individidéntities, is important to consider as

organisational conflict issues are likely to trieklown in a fashion that dilutes
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saliency and increases variance in the interpogtaaind understanding of diversity

within the organisation.

Although stereotypical thinking potentially lead® tprejudiced feelings and
discriminatory actions, inaccurate stereotypes aaro severely retard the
advancement of targeted individuals within a grand/or organisation which in turn,
can be highly detrimental to the functioning of dreup itself (Carr-Ruffino, 2005).
On one level, such stereotyping denies the readitywithin-group differences,
between group similarities as well as the crossrgutcomplexity of other social
variables. Research on social categorisation angraup preference suggests a
seemingly universal tendency, to respond posititelgther individuals simply by the
knowledge that they share a common group idenBrewer & Gardner, 1996).
According to Van de Zee, Vos and Luijters (200®tedtable differences at the group
level, may cause distrust among subgroups, regultinfragmentation within the
group. From the social identity theory, it can pcestl that, if team members
primarily stress their membership of a subcatedae:, being a white male), the
emphasisn interactions will be on category values and pearspes, which differ for
the various sub-groups within the team (Hogg & Buyi985; Tajfel, 1987).

For example, a situational setting, such as a vgookip, in which an individual is
dissimilar to a majority of the members, may make individual uncomfortable
because of the increased awareness that the avastcs of his or her social identity
are different from others (Riordan & Shore, 199%&jfdl, 1978). Conversely, the
social unit may be more attractive to the individéigt is composed of others whose
demographic profiles are consistent with the caiegdhat the individual has chosen
to categorise him or herself (Tsui, Egan & O’Reill92). High group identification,
in turn, may act as a source of social supportsaiidesteem that offsets the pain of
stigmatisation (Cohen & Garcia, 2005). Moreoveghhgroup identified individuals
also tend to have increased levels of motivatiod ahility both to reject negative
representations of their group (Oyserman, Kemmealmeiryberg, Brosch & Hart-
Johnson, 2003) and to challenge its lower statusienarchy (Ellemers, Spears &

Doosje, 1997); tendencies that may buffer themresgaiegative stereotyping.
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Thus, social identity complexity is the product &f process of recognising and
interpreting information about one’s own in-groug®occas and Brewer (2002)
further proposed that multiple social identities ¢e represented along a continuum
of complexity and inclusiveness, reflecting theréegto which different identities are
both differentiated and integrated in the indivitkiaognitive representation of his or
her in-group memberships. According to Brewer aratde (2005, p. 2), “having a
complex social identity is dependant on two coodtt first, awareness of more than
one ingroup categorization, and second, recognitioat the multiple ingroup
categories do not converge”. Partial overlappingugr memberships reduce the
evaluative significance for the self of intergroopmparisons, thereby undermining
the motivational base for intergroup discriminatiGianbeselaere, 1991). Thus,
identities that are grounded in the embracementuitial differences, build on shared
features, reduce in-group favouritism and increaserance towards ambiguity and
out-groups in general. By extension, and givenféog that those high in intolerance
for ambiguity are more likely to perceive somethihgt is different or ambiguous as
threatening (Cox, 1994), Strauss, Connerley and Ammann (2003) found that
tolerance for ambiguity, and out-groups in geneiglsignificantly and positively

related to attitudes towards diversity.

On another level, stereotyping often signifies pared power and status differentials
as well as value-judgements concerning inherengrsoity and inferiority (Human,
1996b). To further this point, research in Southridsf, for example, for years
advocated that many whites believed that blacksierently less capable than
whites; centuries of oppression led to the “inferation of blacks”, whereby blacks
were seen to be innately inferior and intellectuéihited (Adams & Moodley, 1993,
p. 105). According to Human (1996a, p. 57) all othex world and particularly in a
‘racist’ country like South Africa, power differaals and stereotypical views of
culture remain entrenched within the mind-sets ainyn individuals long after
reconciliation has taken place. The implicationswoéh instantaneous evaluations of
others are enormous in the sense that they cieaiaitial predisposition for things to
get off on a positive or negative footing, partarly in situations where the diversity

between individuals is rife.
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Although instantaneous evaluations of others lgrgaintributes to the negative
impressions and attributions one ascribes to thersity of others, it is in fact, the
individual’'s perceptions about diversity that ammplex, in the sense that they are
differentiated, i.e., the perceptions cover mudtiphtegories of reactions (Hostager &
De Meuse, 2002). Hostager and De Meuse (p. 192retifiat differentiation involves
“the ability to perceive a phenomenon in terms oftiple aspects or dimensions and,
as such, it is a hallmark of perceptual complexitgibson, Ivancevich and Donnelly
(as cited by Vos, 1998, p. 58) describe percemmfthe cognitive process by which
an individual gives meaning to an environment.. sitai process individuals use to
select, organise, store and interpret stimuli emtmeaningful and coherent picture of
the world”. This evaluative component of the mihdttassists us in making sense of
the world should be seen as part of the precons@oecessing of the mind; in other
words, the mind’s perception and organisation ébrimation that occurs before we
become aware of it. Yet, because we are unawareuofinitial judgments, we
naturally tend to trust them in the same manneveagvould trust our senses, without

realising that what we assume to be neutral paarepare in fact biased perceptions.

Human (1996b, p. 58) believes that, “if an indiatlis aware of his/her initial biases
and preferences, thinking over one’s initial judgmseadds information and may
overrule the unconscious thought”. Failure to thiukher about initial judgments has
the power to greatly influence the course of soecitdraction and the level at which
an individual can integrate and understand thapleediffer in terms of a number of
dimensions. As such, systematic differences inguions of diversity are derived
from one’s cognitive evaluations of others. Higlearels of differentiation, allows an
individual to be more aware of his or her discrepaiews of a person. Such
discrepancies, which are part and parcel of unaledstg others for individuals high
on diversity complexity, might be seen as incoesisby the unidimensional person
that he or she might just regard them as wrongdisihiss them out of hand. For
example, an individual with less complex perceiai diversity may abhor the
extravagance of traditional African funerals anshuiss a co-worker who is arranging
such a ceremony for his family as a primitive @ath. The person who has more
complex perceptions of diversity may not understidredneed for such extravagance
as much as his/her less differentiated colleagawelier, he/she will most probably

be able to accept the funeral planner as a competdeague and as a friend.
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In light of this example, it would appear that tability to differentiate between

various individual identities and to integrate e basis of information relevant to a
particular context is imperative to the developmaingd more complex perception of
diversity. It is about understanding oneself angl éixtent to which unidimensional
and value-laden thinking can both perpetuate dysfoimal social interaction and

affect one’s performance and motivation in the argation. This involves an active
process of controlling how one thinks about oth@taman, 2005), as well as an
awareness and acceptance of the individual's siitidla (e.g., commonness of being
human) and dissimilarities (e.g., race, gendertucel etc.) (Miville, Gelso, Pannu,

Liu, Touradji, Holloway, & Fuertes, 1999).

Thus, diversity complexity is a multifaceted contcemprising as it does the ability
to differentiate between the various individualntiges and to integrate on the basis
of the information relevant to a particular conteXte interaction between two
individuals is even more complex, especially wespect to knowing how to respond
to another individual in particular situations atfe consequences of the responses
chosen (Human, 1996b). Moreover, within the orgaios, the majority of human
interactions appear to require cognitively compiegponses and a willingness to
accept perceptions which vary from the conventi@agilerience (Hayes & Allinson,
1994). Cognitive complexity is concerned with thamer in which information is
processed rather than the content of that infoomaBrewer & Pierce, 2005; Human,
2005). This particular theory of complexity quesschow much differentiation and
integration take place when a person makes a deci€ognitive complexity, as
defined by Roccas and Brewer (2002, p. 91), isattarised by “both differentiation
and integration of potentially conflicting beliefand values. The level of
differentiation reflects the degree to which indetencies are recognized (rather than
denied or suppressed); integration reflects thelle¥ resolution or reconciliation

between recognized inconsistencies”.

This definition advocates that a cognitively compledividual would function
multidimensionally, employing differentiation anchtégration as part of the
information processing process; a less cognitivelsnplex individual would tend to

respond to stimuli on one or only a few dimensiotigjs demonstrating less
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differentiation and integration (Streufert & Swez86). Research on cognitive
complexity has unveiled that an individual’'s needdonsistency is negatively related
to complexity and that cognitively complex indivada form more complete and
balanced impressions of other people (Percivalu€& Schepers, 2003). Moreover,
these individuals are thought to be more moderatbair attitude towards diversity,
more open to disconfirming information and readpgsttheir thinking and better
mediators of the attitudes and intentions of otl{étsman, 1996a). They are also
better able to plan strategically, they performtdreat communication-dependant
tasks, they involve themselves more in interpersantaractions and they change
their attitudes more easily. According to Human9@®, p. 58), “such individuals
tend to base part of their evaluations of others(merceived) internal motivation
rather than on purely external characteristics”.aAesult, the reasons they find for

the behaviours of others is both more diverse anaptex in nature.

Similarly, Hunsberger, Lea, Pancer, Pratt and Md#@n(1992) advocate that

understanding, accepting and appreciating the siiyeof others may reflect the

neurological or cognitive capacity to think of athedn a more multidimensional

manner, or a knowledge bias that influences comtilexght (i.e., one consciously
makes an effort to acknowledge and accept the merlapping memberships of their
multiple in-groups). The ability to recognise thatople belong to various social
groups and to groups of different types, enablestoracknowledge that an out-group
member on one category dimension, is an in-groupioee on another (Brewer &

Pierce, 2005). Thus, the actual degree of overtwden social categories of which a
person is simultaneously a member, may vary cordide For example, we begin to
see the individual not only as a black person, dsb as an African, as a South
African, as a female, as Roman Catholic, as a wafanother, a dressmaker, a
corporate executive, as someone who enjoys childnehas someone with a strong
personality. Making salient that an out-group mentdoe one category dimension is
an ingroup member on another, decreases bias bpar@on with instances where
the latter information is not available (Roccas geBer, 2002).
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2.5.2 Measuring the Diversity Complexity Construct

Despite the prescriptive information and wealth bafoks, articles, seminars and
training programmes offering advice on how to managorkplace diversity
effectively (e.g., Carr-Ruffino, 2005; Cox & Blak&991; Van Aswegen, 2008; Zulu
& Parumasur, 2009), comparatively little attentlas been devoted to measurement
issues. Even less attention has been attributéitetassessment of the complexity of
diversity perceptions. Perhaps one reason foratle df advancement is the fact that
individual perceptions are relatively difficult tneasure with self-report assessment
tools, given that most individuals often deny th@iejudices and biases against those
who are different from themselves. Because it fBcdit to ascertain the extent to
which participant’s responses are due to situakiocharacteristics (e.g., the current
organisational context) or personal biases andicboms, many of the established
measures of diversity perceptions cannot be usadtndy of this nature. Tan, Morris
and Romero (1996) focused on measuring changeseliceptions, attitude and
knowledge before and after a diversity programmniéhcddigh this study demonstrated
significant increases in several forms of diversélated knowledge-including how
much individuals knew about a variety of divergigrceptions and attitudes-it failed
to measure participants own perceptions of antud#itoward diversity explicitly.
Ellis and Sonnenfeld (1994) also developed a suthey aimed to investigate the
effects of diversity training on employee percemio attitude and knowledge.
Although these approaches yield valuable inforrmatan how employees view
diversity in the context of their present organmat they fail to assess their
perceptions, attitude and behaviours toward wodeldiversity on a more general

level.

The notion of complex diversity perceptions is elgselated to, and grounded in the
theoretical framework of, social identity complgxiThus, it is important to provide a
discussion on Roccas and Brewer’s (2002) fundarhesgaarch on the measurement
of the social identity complexity construct. Based an initial qualitative study,
Roccas and Brewer (2002) successfully developedindex of social identity
complexity, which has since provided ground bregkidvancements within the field
of behavioural sciences and industrial/organisafigrsychology in particular. In the

initial phase of the study, a sample of Americativersity students (n=198) were
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asked to check various social categories to whiely belong (from a lengthy list of
ethnic, religious, political, organisational, demaghic and geological social groups)
and to indicate which of these group membershipsevparticularly important to
them. Based on responses to this initial survesybasample of respondents who had
selected four or more different social identitiesrev selected and social identity
complexity measures were then computed with resptaxt four social

categoriesnationality, ethnicity, religious denomination amaiversity.

In the second phase of the study, respondentsreetieded of their individual social
identities and were subsequently asked a seriegi@$tions about the relationships
they perceived between all pairings of their inugr®. One series of questions
assessed their subjective impression of the extieatverlap in membership between
each of their in-groups in each direction of congmar (i.e., “Of persons who are
Catholic, how many are university students?” “Ofrgpms who are university
students, how many are also catholic?”). Judgemeate made on a 10-point scale
ranging from 1 (very few) to 5 (about half) to 1@l An index of overlap
complexity was created by calculating the meanngatf proportion of overlap
between in-groups in which high values indicatezbger overlap and less complexity

in the representation of multiple identities.

A second series of questions assessed their swbjentpression of the extent of
similarity between each of their in-groups. For rgvpairing of the four in-group
identities, participants were asked to indicate howch they agree that a typical
member of one of the two in-groups is highly simtlaa typical member of the other
in-group (i.e., the typical American is very simil@ the typical university student)
using a 7-point rating scale ranging from 1 (stiprdjsagree) to 7 (strongly agree).
An index of similarity complexity was created byngouting the mean similarity
ratings across all in-group pairs, with higher sesorindicating greater shared
characteristics and lower complexity. AccordingRoccas and Brewer (2002), the
two measures of complexity were only slightly pesity correlated (r = 0.17). The
findings of this study concluded that when the @gerof multiple in-groups is
perceived to be high, the individual maintains latreely simplified identity structure

whereby memberships in different groups convergefaian a single in-group
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identification. When an individual acknowledgesdaatcepts, that memberships in
multiple in-groups are not fully convergent or daeeping, the associated identity

structure is both more inclusive and more complRoacgcas and Brewer, 2002).

Using the same method of data collection as RoandsBrewer (2002), Brewer and
Pierce (2005) sought to investigate the hypothisis perceived overlap among in-
group memberships would be negatively related tg@raup inclusiveness and
tolerance for out-groups, such that individualshwlitigh overlap (low complexity)

would be less tolerant and accepting of out-groupgeneral than those with low
overlap (high complexity). The results of the stuslypported this hypothesis.
Individual differences in complexity of perceptiocof their national, religious,

occupational, political, and recreational sociantities was systematically related to

their attitudes toward ethnic out-groups and digrs

De Meuse and Hostager (2001) developed a measursigument that assesses
diversity perceptions in organisations, called tReaction-To-Diversity-Inventory
(RTDI). This measuring instrument is largely basedthe Rosenberg and Hovland
(1960) ‘ABC’ model of attitude, which identifies rde components of attitudes,
namely: (a) an affective component, focusing onlirige; (b) a behavioural
component, focusing on behavioural intentions; &oJd a cognitive component,
focusing on beliefs. Building on this establishexty of work, and in an attempt to
move beyond surveys of how individual's viewed dsity in a particular company
(e.g., Ellis and Sonnenfeld, 1994), De Meuse andt&ter (2001) identified five
categories of diversity reactions: (a) Emotionaa&t®ns, (b) Behavioural Reactions,
(c) Judgements, (d) Personal Consequences, ar@drganisational Outcomes. As a
means of gauging the degree to which employee ptooes of diversity are complex,
Hostager and De Meuse’s (2002) aimed to assesdetiree to which an individual's
view of diversity is differentiated across the ficategories of diversity reactions
mentioned above. De Meuse and Hostager (2001) mssithe RTDI to represent
positive and negative elements in each of the albategories of diversity reactions.
Consequently, a total of 70 words are included leted randomly on the instrument
(of which each perceptual category is representgdsdven positive and seven
negative words), employing a flexible format thdlbwas subjects the freedom to

circle only the words they associate with diversity
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A reliability analysis was performed to determihe tlegree to which the items on the
RTDI measured the five purported dimensions coesikt. Accordingly, Hostager
and De Meuse (2008) report that reliability scoranged from a high of 0.89
(emotional reactions dimension) to a low of 0.76rgémisational outcomes
dimension). Although the RTDI lacks the signatuteuctural characteristic of a
typical Likert-type scale, it is able to use botispive and negative stimulus words to
evoke connotative reactions toward workplace ditieedong emotional, behavioural
and cognitive lines. The individual responses te RTDI translate into three
measures of diversity complexity. The first comjiiexneasure- perceptual breadth

- focuses on the scope or range of one’s perceptidndiversity. The second
complexity measure perceptual depth assesses the extent to which perceptions are
differentiated within specific portions of the peptual field. A third and final type of
complexity measure- perceptual balance- focuses on the degree to which
participants perceptions are sophisticated in teomnseeing both the positive and
negative sides of workplace diversity. The RTDIlIwié discussed in more detail in
Chapter 3.

2.6 THE RELATIONSHIP BETWEEN EMOTIONAL INTELLIGENCE
AND ATTITUDE TOWARDS DIVERSITY

Attitude researchers have given considerable a&tento social influences on
behaviour (Allen, Machleit & Kleine, 1992; Carme¥Q03; Sawyerr, Strauss & Yan,
2005). Much of this work has focused on the sdugedles of beliefs and attitudes, as it
is reasonable to expect that a positive attitugeatds out-group members would be
connected to cooperative behaviour in the workplddes work has included such
research as the effects of social group membemshigititudes (Martin, Hewstone &
Martin, 2003), and how the beliefs and attitudepebple shift as a function of the
social context in which they find themselves (Te&yHogg, 2000). According to
Cottrell and Neuberg (2005), a generally negatittéude or evaluation towards
different groups, can problematically fortify neigat emotional responses towards
others. Individuals believed to pose qualitativeistinct threats to in-group resources

or processes could potentially give rise to diffei@ed emotional reactions (i.e., fear,
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anger, distrust), cognitive images (i.e., out-grasghe enemy), and action tendencies
(i.e., attack, defend, rebel).

Although attitudes are comprised of cognitive aethdvioural components, it is the
affective component of attitudes that is thoughtplay a fundamental role in

intergroup relations (Carmeli, 2003; Dijker, 198&kcording to Cottrell and Neuberg
(2005), distinct emotions are affiliated with spgeciphysiological, cognitive and

behavioural tendencies, all of which operate tdlifate in the development of a
specific attitude. Emotions are thought to organiaed coordinate ongoing
psychological action (i.e., attention, motivatiomemory, behavioural inclinations) so
that individuals are able to respond more effeffii® encountered events, the
complexities characterizing social life and behawsoat work. Carmeli (2003) goes
so far as to say that El is a major contributingtda towards the development and
maintenance of more positive attitudes, behavioansl outcomes. Antonakis,
Ashkanasy and Dasborough (2009) also acknowledgeeths a key ingredient in the
process of developing and maintaining social retesinips and for working with

people in groups.

In the context of workgroups in particular, recesgearch by Jordan and Troth (2004)
and Offermann, Bailey, Vasilopoulos, Seal and $2864), demonstrated that, while
intellectual intelligence is the pre-eminent préalicof individual work performance,
group performance is more a function of El. Thairl is supported by Suliman and
Al-Shaikh (2007) who argue that because individwaith high EI cope well with
their own emotions, and notice, and respond apjaigty to the emotions of others,
emotionally intelligent individuals are thought tme: (a) more aware of their
interpersonal style; (b) able to recognise and marthe impacts of emotions on their
thought and behaviour; (c) able to develop theilitgltio judge social dynamics in the
workplace; and (d) able to understand how well thegnage interpersonal
relationships with others. Furthermore, emotionadtglligent individuals are thought
to be socially poised, outgoing, cheerful individuavho are sympathetic and caring
in their relationships, and who are comfortablenwitemselves, others and the social
environment in which they operate (Muchinsky, Kr&lSchreuder, 2005).
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In light of these benefits, theories encompasdiegconcept of El assert that people,
who have an enhanced awareness and understandimgiroémotional states and the
reasons for their emotional reactions to situaticam® more likely to have good
relationships with their co-workers and may expwae less interpersonal conflict
than less emotionally intelligent employees (Murghyaneke, 2009; Suliman & Al-
Shaikh, 2007). As a result, these individuals ames@lered to be more adaptable in
terms of their thinking styles in complex-problemiving tasks and in social and
interpersonal situations (Austin, Saklofske & Eg&005). Vakola, Tsaousis and
Nikolaou (2004) contend that individuals with thbili@y to use their emotions
appropriately, in order to remain optimistic anaitont situations of ambiguity and
or uncertainty, are more able to understand otharistions as well as regulate and
express their own emotions in such a way, that pertmem to more easily reframe

their perceptions, attitudes and behaviours towatiers.

Emotion regulation, as defined by Gross (1998, tb)2refers to “the process by
which individuals influence which emotions they bBawhen they have them, and
how they experience and express these emotiongjul&#n of one’s own emotions

and moods results in positive and negative affecsitates. Emotionally intelligent

individuals are adept at placing themselves intpasaffective states, and are able to
experience negative affective states that havgnifgiant destructive consequences
(Carmeli, 2003). Emotionally astute individuals ¢aduce a positive affect in others,
improving collaboration and interaction betweenedse individuals, simply because
“feeling and expressing positive emotions on thie, jcan lead to smoother social
interactions, more helping behaviours, and a ‘leddect’ that leads to more favorable
evaluations of others” (Elfenbein & Ambady, 2002965). A better understanding of
the nature of emotions, in general, and the as®etiautcomes of various emotions,
may allow an individual to adjust their own emosothereby improving their ability

to maximize constructive emotional responses wsiileultaneously minimizing the

potentially destructive emotional responses at work

Accordingly, employees with high levels of El aileely to have a good relationship
with their co-workers and may experience less pgesonal conflict than those who
have lower levels of El. Such individuals shoulddide to master their interactions

with diverse others in a more effective manner, asda result, maintain a more
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positive attitude towards diversity. In contraghmoyees with lower levels of El are
perhaps less aware of the fact that their emotimay motivate or affect their

thoughts and behaviours at work, and are subsdguemdble to express and control
their emotions appropriately, leading to the pralitsttof more negative interpersonal
interactions. As a result of this, employees witver levels of El would be more
likely to maintain a more negative attitude towartheir diverse co-workers.

Therefore, it is proposed that there is a significgateraction between an individual’s
attitude towards diversity and the positive vensagative valence of El in predicting
this attitude.

On the basis of the above arguments regarding ela¢ianship between emotional
intelligence and attitude towards diversity, thdloiwing hypothesis has been

formulated:

Research Hypothesis 1: A significantly positive relationship exists betwee

emotional intelligence and attitude towards divarsi

2.7 THE RELATIONSHIP BETWEEN ATTITUDE TOWARDS
DIVERSITY AND PERCEIVED DIVERSITY COMPLEXITY

The potential implications of productive socialerdctions are critical for effective
co-ordination in organisations. Yet, in the modemmulticultural workplace,
differences in perspectives and interaction stydsswell as intergroup prejudice and
distrust that can be engendered, often make itcditffor individuals to establish
rapport and effectively integrate their ideas, \atiéis and resources (Sanchez-Burks,
Blount & Bartel, 2009; Stauffer & Buckley, 2005; Wlams & O’Reilly, 1998).
According to Sanchez-Burks et al. (2009) it is mtéar as to whether simply
eliminating intergroup prejudice or bias could dgsothe difficulties that arise in
social interactions between individuals because beesnof different groups may
interpret and respond to a given situation vernyfedintly due to the different
relational schemas they use to navigate their wadepinteractions. Fiske and Taylor
(1991) advocate that relational schemas are cetdralo-ordinating interpersonal

interactions as they provide individuals with im&r goals and expectations about
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what behaviours are appropriate (or not) in a giméeraction, and guide attention to

certain elements of the situation over other elémen

The problem of course, is that most of the timevindials are surrounded by others
who are similar to themselves. The immediate sa@ironment within which most
people are socialised is objectively less comptentthe broader society as a whole
(Roccas & Brewer, 2005). When contact with out-granembers is minimal, the
local social structure encourages the perceptiometstively high similarity and
overlap between in-group$his can lead individual’'s to identify more withetigroup
member that are more similar to themselves in tesm$or example, demographic
characteristics or values. Riordan and Shore (188pport this notion in that they
suggest that the individual, by nature, is instidy attracted to a social unit that is
composed of others whose demographic profiles ansistent with the categories
that the individual has chosen to categorize himherself. For example, if an
individual uses gender as a category for self-dtedim the individual may be most
attracted to and satisfied in groups that are camp®f the same gender category
because the group contains an important part ointtigidual’s existing self-identity
(Tsui et al., 1992).

Thus, a situational setting such as a work grompyhich an individual is dissimilar
to a majority of the members, may make the indi@ldincomfortable, because of the
increased awareness that the characteristics adrtier social identity are different
from others, resulting in more negative attituded éehaviours (Sanchez-Burks et
al., 2009). Likewise, the similarity-attraction paradigm pregs that similarity
between individuals within a group leads to a higlyree of interpersonal attraction
among members (Byrne, 1971). This interpersonedaton in turn, is thought to be
positively related to many group-related processesh as cohesiveness, desire to
maintain group affiliation, friendship ties, andnwmunication (Riordan & Shore,
1997). If an individual is dissimilar to other wagkoup members, little attraction will
exist, which in turn, can negatively affect theiudual’s attitude towards that group.
For example, Jackson, Brett, Sessa, Cooper, JutifPayronnin (1991) found that the
greater a top management team’s member’s dissitpilar education level and
industry experience relative to the rest of thertethe more likely the individual was

to leave the employing organisation.
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Of particular importance when attempting to illasér the relationship between the
complexity of diversity and an individual's attitidowards diversity, one should
undeniably consider the actual overlap and sintyldsetween one’s own in-groups.
More specifically, an individual's perception ofvdrsity can be represented along a
continuum of complexity and inclusiveness, reflegtihe degree to which different
identities are both differentiated and integrated the individual's cognitive
representation of his or her group membershipswBre& Pierce, 2005). Members of
groups that are highly similar in terms of theirrownique attributes, or have highly
overlapping beliefs and values, are more thanyik@have a simple representation of
the interrelations between those groups and tHosvdevel of diversity complexity.
Low diversity complexity is likely to be accompadidy negative reactions to
diversity along emotional, behavioural and cogeitiines (Hostager & De Meuse,
2008). These individuals are unable to apprecittters for their diverse attributes
and are likely to have the perception that anyviiddial who is an out-group member
on one dimension is also an out-group member oathérs. They are unable and/or
unwilling to ally with others on the basis of siaiities (e.g., commonness of being
human) while at the same time being unable to dcaeg value the uniqueness of
others.

Furthermore, a low level of diversity complexity ptres that an individual’'s
membership to different identity groups is basedhenperception that their in-groups
are highly overlapping and convergent. The failoreecognise that each of his or her
group memberships incorporates a different set exfpfe as in-group members,
naturally results in a predominantly negative adkg towards the out-group. When an
individual is able to acknowledge and appreciagentbn-overlapping memberships of
his or her multiple in-groups, their perceptiondofersity is both more inclusive and
more complex. Individual’'s who are able to comprehe¢hat they belong to more
than one in-group and that their multiple in-grazgiegories do not converge, shall
have a higher level of diversity complexity andlwhilerefore be more tolerant of out-
group members. Maintaining a positive perceptiovatals diversity, along emotional,
behavioural and cognitive lines, enables one tdfedifitiate or perceive a
phenomenon in terms of multiple aspects. Thus, ¢o@ible to communicate and

interact effectively with diverse individuals invels the ability to appreciate others
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on the basis of similarity, while simultaneouslyding value in their perceived
differences.

In an attempt to investigate when individual diffieces lead to positive or negative
outcomes, Chatman and Flynn (2001) found that gredgmographic heterogeneity
results in lower cooperation, although this effeah decrease overtime if mitigated
by the effects of extended intergroup contact. &iip(1979) proposed that contact
with members of an out-group under optimal condgioof common goals,
cooperation, equal status, and institutional supgen lead to more positive attitudes
toward that group. Similarlyl.iebkind, Haaramo, and Jasinskaja-Lahti (2000)estat
that the best way to reduce existing negative gnberp attitudes between members of
different groups is to bring them into contact witach other. However, simple
contact between diverse individuals may not be ghdo reduce bias and increase
trust. In order to induce group members re-categtian of diverse individuals into a
common in-group identity, the contact situation keer, must reflect certain
conditions, including, most importantly, an objeetthat makes members shared fate
salient (Brown & Hewstone, 2005; Turner, HewstoWeci & Vonofakou, 2008).
This should influence members to perceive themsehag one superordinate group
rather than as individuals differentiated by demapbic characteristics. According to
Chatman and Flynn (2001), interaction under suchditions of shared fate can
broaden perceptual fields to allow impressionsutfgroup members to become more

accurate and favourable.

Favourable impressions and attitude towards outggrmembers, as a result of
extended contact, can lead to more positive peeptregarding the norms and
behaviours of the out-group. Interestingly, acamgdio the reciprocity principle

(Dittes, 1959), individuals have a natural inclioatto like those who are perceived
to like them. Thus, if extended group interactieads to the perception that the
members of an out-group are perceived as beingested in positive relations with

one’s in-group, one is likely to feel the same @urn. Knowing that an in-group

member holds a positive attitude towards the ooty naturally leads to the
perception that there are positive in-group norersgining to the out-group, which in
turn, should have a strong positive influence om plrceiver’'s attitude towards the

out-group (Turner et al., 2008). Moreover, giver ttognitive overlap between the
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self and the in-group, people tend to spontanedusit members of the in-group like
the self; that is, people have empathy with thewbfems, take pride in their
successes, and generally see them in a positiie (8anchez-Burks et al., 2009).
Turner et al. (2008) believe that if the out-gr@lgo comes to be included in the self,
out-group members will too receive these same ddgas, with obvious benefits for

intergroup relations.

Although opportunities for intergroup contact amderaction can actively alter the
negative perceptions one has of diverse individwalsg/or out-group members,
ultimately the complexity of diversity perceptioissbased on the chronic awareness
and ability to differentiate between the multippacts or dimensions of diversity and
to integrate on the basis of information relevanatparticular context. If, according
to Crush (2008, p. 4), “the single biggest mitigatd negative stereotyping is
personal familiarity”, then developing a more coexpperception of diversity, and
hence, a more positive attitude towards diversityplves the need to become more
socially familiar with diverse individuals. The neosocially familiar one becomes
with diverse members within the organisation, therenlikely their attitude towards
these individuals will begin to change positively they begin to take note of the

shared similarities while understanding and apptaw their existing differences.

Based on the theoretical arguments, the followiygothesis was formulated to

describe the linkage between attitude towards dityeand diversity complexity:

Research Hypothesis 2: A significantly positive relationship exists betwee

attitude towards diversity and diversity complexity

2.8 THE RELATIONSHIP BETWEEN EMOTIONAL INTELLIGENCE
AND DIVERSITY COMPLEXITY

People differ in their ability to understand thengexities of diversity and as such,
are likely to differ in their understanding and aoWwledgement that one does in fact
differ in terms of a number of aspects, includingividual behavioural intentions,
beliefs and more importantly, emotions. Emphasiseamtional intelligence as a

critical competency in handling change and dealvith the ‘being’ or human
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elements are becoming far more important in mamgagontemporary organisations
than the traditional ‘doing’ elements (Werner, 2D0Bijker (1987) believes that

understanding the determinants of emotions mayripmitant for the explanation of
the rigidity and elusiveness of attitudes, simplgcduse “an understanding of
emotion, both our own and that of other peopleylan important part in

organisational life” (Brown & Brooks, 2002, p. 327n a study conducted by
DeGuara and Stough (2002), subordinates who coeitdepve and understand the
emotions of their work colleagues, as well as beiblg to pick up on the emotional
overtones of the workplace environments and megtinmgre considered to be more
understanding and sensitive towards others, whifecteve control over their

emotional states allowed them to work better im&a

Emotional self control, according to Gignac (20@8hcerns the relative frequency
with which an individual controls their emotions ihe workplace. The ability to
manage (monitor, evaluate, and adjust to changiogds) and regulate one’s own
emotions and moods results in positive and negaiifextive states. Carmeli (2003)
contends that emotionally intelligent individualse aadept at placing themselves in
positive affective states, and are able to expeeiaregative affective states that have
insignificant destructive consequences. Emotionakstute individuals can
furthermore, induce a positive affect in others gimbecause they are able to
perceive the emotions of the people around therstesyatically allowing for the
development of empathy, perhaps one of the mosiaimental relationship skills.
Empathy pertains to the ability to comprehend agrdifeelings and to re-experience
them for oneself (Salovey & Mayer, 1990). One oé ttour sets of emotional
competencies proposed by Goleman (2001) is soevaremess, which is largely
governed by empathy. With regard to the crucialangnce of empathy in social
relationships, Goleman, Boyatzis and McKee (200@3tylated that an individual
with a high level of empathy, will be able to umstand others sensitivities, thus
enabling them to anticipate a negative emotioredtien in another individual, and to
avoid behaviours that could trigger negative emnmstidoth in themselves and in
others. According to Wright and Staw (1999), pesittmotions tend to have positive
consequences, not only because of their assocmitbnindividual differences, such
as productivity and persistence, but because thmyeax to positively affect

employee’s relationship with colleagues. SimilaByfenbein and Ambady (2002, p.
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965) contend that feeling and expressing positivete®ns on the job can result in
“smoother social interactions, more helping behargpand a “halo effect” that leads

to evaluations that are more favorable”.

High levels of El are thought to enhance socigboesibility, problem solving, stress

tolerance, impulse control and happiness (Afolalitlgigie, 2005). These conditions,

according to Werner (2003b), are said to enableraupyto attain synergy by

integrating individual levels of verbal fluency eativity and empathy. Salovey and
Mayer (1990) found that team members with high e EI are more able to

monitor their own and others feelings and emotiovisle simultaneously being able

to discriminate among and guide their thoughts actibns. Consequently, member
communication, flexibility, viability and overalleam interaction processes were
positively influenced. Individuals high on El arbl@to engage in activities that are
both pro-individual and pro-social (Goleman, 1998hd tend to feel emotions

flexibility and appropriately to the situation aard. Therefore, it is proposed that
individuals high on El, are more inclined to see thiversity of others in a more

positive manner, in that they are more acceptingnaf find value in the differences of
others. According to Hostager and De Meuse (20608ater depth of focus in a
positive light indicates greater perceptual comipyex the form of a more positively

differentiated view of workplace diversity. Perdeps that are more differentiated, in
general, are more complex insofar as they covertiphellaspects or features of
diversity, which enables the individual to relegateb-group differences into a
second-tier status, in favour of shared valuesetsebnd expectations (Fiske & Lee,
2008).

In fact, Harvey and Allard (2005, p. 47) contendtthemotional intelligence is one
key to developing the ability to manage and apptecindividual differences”. Plaut
(2002) contends that differences between people raa, substantial, and
consequential, and therefore, important for how should treat each other;
differences should be acknowledged and valued ily d&eractions. Interestingly,
individuals high on diversity complexity are moiigely to recognise emotions in
others, simply because they have acknowledgedferglifce between themselves and
others and have made some attempt to understanamdwhy this difference exists.

The multidimensionality of an individual high onvdrsity complexity allows for
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differentiation and integration as part of the mfi@ation processing activity at the
social level (Human, 1996a). Such individuals téadbe more moderate in their
attitudes, more open to disconfirming informatiamdao the need to readjust their
thinking. More importantly, they are thought to better discerners of the attitudes
and intentions of others. Congruent understandifgeach other’'s views should

enable one to more accurately infer other’s intargi and meanings, facilitating
fluent, efficient interaction and helping them is&l their diverse abilities to

accomplish their collective goals (Heine, Proulx\&hs, 2006; Polzer & Caruso,

2008).

Based on the arguments presented above, the falljpiwpothesis was formulated
regarding the proposed relationship between emaittiamelligence and diversity

complexity:

Research Hypothesis 3: A significantly positive relationship exists betwesmotional

intelligence and diversity complexity.

2.9 A CONCEPTUAL MODEL OF THE RELATIONSHIP BETWEEN
DIVERSITY COMPLEXITY, EMOTIONAL INTELLIGENCE AND
ATTITUDE TOWARDS DIVERSITY

After an in-depth investigation of the literatu@h@pter 2) covering attitude towards
diversity, emotional intelligence and diversity galexity, the following conceptual
model was derived. Figure 2.1 illustrates the cphed model as derived from the
theoretical arguments presented in this chapteis Wodel depicts the postulated
relationships between emotional intelligence, diitgr complexity and attitude

towards diversity.
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Attitude
towards
Diversity
2.2

Emotional
Intelligence
24

2.7

Diversity
Complexity
25

FIGURE 2.1
THE CONCEPTUAL MODEL

(Note: The relevant headings in the chapter are sgimposed onto the model
for ease of reference).

According to the proposed model, as depicted infei@.1, emotional intelligence is
depicted as the exogenous latent variable, witlerdity complexity and attitude
towards diversity as the endogenous latent vamsahbiteis proposed that increased
levels of emotional intelligence is associated vatimore positive attitude towards
diversity as well as the ability to appreciate tierse complexities of individuality.
Furthermore, a more positive attitude towards ditgris thought to relate to higher

levels of diversity complexity.

Upon further examination of the conceptual model #re specific latent variables
relevant to this study, it was noted that certameahsions of the attitude towards
diversity and diversity complexity latent variablgserate independently to that of the
total scores (refer to sections 2.3.2 and 2.5.2afdescription of each dimension of
the CDBS and the RTDI). With regard to the relagiip between emotional

intelligence and attitude towards diversity, itpi®posed that emotional intelligence
has a direct effect on valuing individual differesc That is, the higher an individuals
level of El, the more likely he/she will be ablefiod value in individual differences.

Valuing individual differences in turn, is thougtd have a direct effect on the
individual’s tolerance towards affirmative actiondathe perception that diversity can

create a competitive advantage. Thus, an individtainot be tolerant towards
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affirmative action or view diversity as a compe#tiadvantage, if they do not value
individual differences in the first place. Consealye El is expected to affect
tolerance towards affirmative action and competitimdvantage, only indirectly

through transmission of influence via the mediatafuing individual differences.

In light of the diversity complexity construct, nhtade theoretical sense to position
negative perceptual depth, positive perceptual Idepid perceptual breadth, as
separate latent variables, as each of these divexsinplexity dimensions is thought
to operate differently to that of the total scdBeth positive and negative perceptual
depth is thought to have a significant relationshith perceptual breadth. However,
negative perceptual depth is argued to have ndfisignt relationship with emotional
intelligence or valuing individual differences. ®ubased on these theoretical
arguments, a decision was made to modify the cuo@mceptual model my mapping
out each of the dimensions of the attitude towalidsrsity and diversity complexity
constructs within the model. According to the rielaships proposed, these
competencies are depicted as influencing the vamaicomes and have resulted in a

revised conceptual structural model (illustratedFigure 2.2). This model depicts the

specific paths or hypothesised causal linkagesdmivthe relevant constructs.

Positive
Perceptual
Depth

Affirmative
Action

Valuing
Individual
Differences

Emotional
Intelligence

Perceptual
Breadth

Negative
Perceptual
Depth

Competitive
Advantage

FIGURE 2.2
THE REVISED CONCEPTUAL STRUCTURAL MODEL
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2.10 CHAPTER SUMMARY

The chapter has provided an overview of the litematdealing with three primary
constructs relevant to this study, namely, attittdevards diversity, emotional
intelligence and diversity complexity. Each of tkenstructs was first defined,
followed by a discussion with regard to its conceptevelopment and measurement.
Thereafter, a discussion on the various relatigossthiat exist between the constructs
was conducted. Research hypotheses were formulkatedescribe the various
relationships between these constructs. Lastly, ctegpter was concluded with a

depiction of an integrated theoretical and concaptwodel.
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CHAPTER 3
RESEARCH DESIGN AND METHODOLOGY

3.1 INTRODUCTION

The study aimed to explicate the influence of EM afiversity complexity on

individual’'s attitude towards diversity in orgartiems. The purpose of this study
resulted in the development of two relevant redegrestions that were described in
Chapter 1. The theoretical argument presented enlitarature study (Chapter 2),
culminated in a conceptual model (depicted in Fegdr2) hypothesising specific
structural relationships between the latent vaesblherefore, it is necessary to fit
the conceptual structural model. However, in otdereach a meaningful conclusion
regarding the correct fit of the structural modepends largely on the appropriate

research methodology used to arrive at the cormiusi

Methodology is meant to serve the epistemic iddasaience. If very little of the
methodology used is made explicit, there is no whgvaluating the merits of the
researcher’s conclusions, and the verdict conselyubas to be accepted on face
value, even though the verdict may be inappropdateto an inappropriate or wrong
procedure for investigating the merits of the duel model. As a result the
rationality of science is compromised, as doesmately the epistemic ideal of
science (Babbie & Mouton, 2006). In order to essiibthe reader’s confidence in the
scope and quality of the chosen procedures, a shgmu of the research process and
chosen research methodology is outlined in theisextbelow. The chapter further
consists of the following sections: the researcsigie sampling strategy, data
collection procedure, measurement instruments used, a description of the

statistical analysis procedures used to analyselitened data.
3.2 THE CHOSEN RESEARCH DESIGN
Empirically investigating the influence of El and/ersity complexity on the attitude

towards diversity in organisations requires a sggtthat will ensure empirical

evidence that can be interpreted unambiguously dioragainst the operational
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hypotheses. The method through which the validityth®e operational research
hypotheses are tested, is known as the researdgpnd@abbie & Mouton, 2006;
Theron, 2007). The function of the research defigtly aims to attain answers to the
research question, and secondly, endeavours tootosmdriance (Kerlinger & Lee,
2000). According to Kerlinger (1973), the unambigsioess with which the empirical
evidence can be interpreted for or against the atjpeal hypotheses is largely
determined by the degree to which the researchgulasi able to minimise error
variance, maximise systematic variance and comxtdaneous variance. Variance
represents the extent to which the value of a bbridiffers/varies across units of
analysis (Theron, 2007). Despite this issue, dgnetpand evaluating the conceptual
model (Figure 2.1) involves the facilitation of asearch process, necessitating a
particular research design which will set up a ®amrk required to regulate the
manner in which the validity of the hypothesiseldtens among the variables will be
examined. For this specific study, the plan andcstire is best achieved within the
realms of the quantitative research paradigm. Quadine research can be described
as the systematic scientific investigation of themfitative properties of phenomena
and their relationships. Data is collected empilfcavithin this paradigm, is
guantitatively measured and results are presemtedumerical format (Babbie &
Mouton, 2006).

Due to the quantitative nature of the study, theselh research design that was
utilised is that of an ex post facto variety. Gailgrspeaking, ex post facto designs,
which is also known as a non-experimental approach, designs in which the
researcher uses neither random assignment norimgoegal manipulation of the
independent variables, primarily because the rebearacks direct control over the
independent variables either for the reason thair tmanifestations have already
occurred, or they are not inherently manipulabler{idger & Lee, 2000). Although
ex post facto research designs are widely usetuthes, it does however have three
major limitations. According to Kerlinger and Le20Q0), these limitations include:
1) the inability to manipulate the independent ablés; 2) the lack of power to
randomize; and 3) the risk of improper interpretasi Despite these weaknesses,
Kerlinger and Lee further noted that this particutsearch design is ideally suited to
social sciences research, as the inability to madaig variables implies that the

variables are measured as they exist normally. €prently, researchers are able to
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investigate variables that would be impossible @ethical to study through

manipulation.

For the purpose of this study, correlational reseaas a type of relational research,
was employed. The goal of the correlational redeatcategy aims to examine and
describe the associations and indirect relatiorssimplata, and permits the researcher
to objectively establish which variables are clpsgtsociated with and/or influence
one another. More specifically, both the indepenhdemiable(s) and the dependant
variable(s) are observed across individuals in temgt to identify any patterns of
relationship that exist between the two variabdessyell as to measure the strength of
the particular relationship (Gravetter & Forzan60@). It should however be noted
that correlational designs do not attempt to expldie observed relationship and
makes no attempt to manipulate, control or interfeith the variables, but rather
attempts to empirically test the validity of thatsiment ‘if x then y’. Furthermore, it
allows the researcher to determine the degreeeafetlationship between the variables
being examined (Gravetter & Forzano, 2006). Thennthiawback of correlational
designs is that it cannot be used to demonstratseeand-effect relationships
between variables (Tabachnick & Fidell, 2001).

3.3 THE SAMPLE

3.3.1 The Sampling Strategy

A distinction is made between probability sampl{ng., random samples, stratified
samples, systematic samples and cluster samples)nan-probability sampling
(accidental samples, quota samples, snowball samgarposive samples and
convenience samples). Probability sampling remtiasoptimal method of sampling
as it aims to “select a set of elements from a f@jmn in such a way that
descriptions of those elements (statistics) acelyrgtortray the parameters of the
total population from which the elements are sel@c{Babbie & Mouton, 2006, p.
175). Although this method of sampling is the ulibm this type of sampling method
is not always practical or even attainable in domsearch. Thus, non-probability
sampling techniques are often the most practidalrative. For the reasons stated

above, the present study made use of non-prohalstimpling as a means of
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generating an appropriate sample. Although thishowtof sampling was the most
viable option, the study cannot claim to have sahph representative subset of
people working in South African organisations. TiBislue, in particular, to the use of

a convenient sample.

3.3.2 The Data Collection Procedure

The sample consisted of 237 employees operatirtgnwirious organisations within
South Africa. A questionnaire, measuring attitudevards diversity, emotional
intelligence, diversity complexity and certain degraphic variables, was either
physically handed to the respondent in the forma pencil and paper format or was
made available as an online composite questionndgeending on their preference.
The online survey was completed by 61 respondemksle the remaining 176
respondents chose to complete the questionnaimemtil and paper format. The
cover letter, which was included in both the onliservey and the hard copy,
explicated reasons for the research as well asitheof the study with emphasis on
the confidentiality of responses, and the constractature in which the results of the
study were to be utilised. Due to the sensitiveurgatof this study, consent to
participate in this study did not require any gaptnt to reveal his/her identity. Items
were however, included in the demographic questoarpertaining to the industry in
which the respondent’s organisation representethenSouth African economy, as
well as the age, race and gender of the responttdatmation regarding their level
of professional qualification was also obtained.o3én respondents who chose to
complete the pencil and paper questionnaire wereined to tick a bullet box at the

end of the cover letter, confirming their voluntgrticipation in the study.

The electronic questionnaire, on the other hands designed in such a way that
respondents could provide only one answer pereaan #@nd that all items had to be
answered in order to proceed to the subsequenbsethus, the only responses that
were used were from respondents who had compldtéukeasections correctly. Prior
to the respondent completing the electronic questoe, an email request was sent
to the individual to request their participationtive study, and a link to the online
guestionnaire (as described above) that was destlapd kept on the University of

Stellenbosch’s web server. To view the questiomnaiarticipants were instructed to
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click on the link, which opened the web form of thaestionnaire. In order to
complete the required fields, participants wereuestied to tick an electronic box at
the end of the cover letter, confirming that thegept the conditions and agree to
participate voluntary in the study. The raw dataswiaen collected from the web
guestionnaire into a Microsoft Excel database, tvhi@s then used as input for the
two statistical programmes that were utilised imdacting the statistical analyses.
These programmes include SPSS (version 17) and BllSRersion 8.53) and are

discussed in detail in section 3.6.

3.3.3 The Demographic Profile of the Sample

The sample consisted of 140 females (59.1%) anth&eés (40.9%). The majority of
respondents were aged between 18 and 29 (34.6%, tvb race distribution in the
sample was: African (19.4%), White (60.8%), Colal¢6.8%) and Indian (3.0%)
With regard to the highest level of qualificatidghe majority of respondents had 12
years of schooling (38.8%). Descriptive statistarsthe sample group is presented in
Table 3.1. As can be seen, the normative sampleisted of individuals across a
range of industries. The majority of respondentme&drom Health and Welfare
Services (20.3%); however, there are several inggstvith percentages in excess of

5% of the normative sample.

TABLE 3.1
GENDER, RACE, AGE DEMOGRAPHICS AND HIGHEST LEVEL O F
QUALIFICATION ACROSS THE SAMPLE.

DEMOGRAPHIC TOTAL SAMPLE (N=237)
VARIABLES N % iraBiple

GENDER

Male 97 40.9%

Female 140 59.1%
TOTAL 237 100%

RACE

African 46 19.4%

White 144 60.8%

Coloured 40 16.8%
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Indian 7 3.0%
TOTAL 237 100%
AGE
18-29 82 34.6%
30-39 74 31.2%
40-49 54 22.8%
50-59 19 8.0%
60-69 7 3.0%
70-79 1 0.4%
TOTAL 237 100%
LEVEL OF EDUCATION
Less than 12 years schooling 8 3.4%
12 years schooling 92 38.8%
Diploma certificate 25 10.5%
University graduate degree 53 22.4%
University post-graduate degree 59 24.9%
TOTAL 237 100%
TABLE 3.2

INDUSTRY BREAKDOW N ASSOCIATED WITH THE SAMPLE

INDUSTRY N %
Biotech/Pharmaceuticals 4 1.7
Defence Force, Police and Security Services 13 5.5
Education/Training 8 3.4
Financial and Accounting Services 43 18.1
Food and Beverages 19 8.0
Health and Welfare Services 48 20.3
HR/Recruitment Services 9 3.9
Information Systems, Electronics and Telecommuiuoat 3 13
Technologies
Insurance 3.0
Legal 4 1.7
Local Government and/or Public Sector 8 3.4
Logistics and Transportation 3 1.3
Manufacturing, Engineering and Related Services 16 6.8
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Media and Advertising 2 0.8
Mining 1 0.4
Tourism and Hospitality 6 2.6
Wholesale and Retail 31 131
Other 2 0.8
Missing 0 0
TOTAL 237 100%

3.4  MISSING VALUES

Often, some components of a vector observationuasyailable. Multivariate data
sets more often then not contain missing valuegwin this case, was a result of the
unwillingness of the respondent to answer a pddicutem on the survey
guestionnaire. Subsequently, missing values predeat problem that had to be
addressed before the analysis could proceed. Aceptd Pigott (2001), selecting the
most suitable method of managing missing values measan easy task as different
methods require certain assumptions about the enafuthe data and the reasons for
the missing values is not openly acknowledged oseolable during the data
gathering phase. Spangenberg and Theron (2004vbelhat the traditional way in
which missing values are dealt with is the usastfWise deletion to generate a data
set that would only contain the complete data caBes problem with this approach
however, is that due to the extent of the probleah the length of the questionnaire,
the sample size would be dramatically reduced, ntpkiny meaningful statistical
analysis impossible. In order to avoid the problefna diminished data set, the
possibility of using imputation as a method to sotlie missing value problem was

explored.

Lohr (1999) contends that imputation is commonlydigo assign values to the
missing items. The substitute values replaced fwase are derived from one or more
other cases that have a similar response pattezn awset of matching variables
(Joreskog & Sorbom, 1996). The main advantage dfipfel imputation is that it

reflects the uncertainty of estimates, whilst daling plausible values; in other
words, it corrects for bias by conducting sevengbutations for each missing value
(Raghunathan, 2004). However, one should take tiate although this method is
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considered relatively robust, the model used tcegae the imputations will only be
approximately true (Schafer, 1999). Although idgalbne would want to use
matching variables that will not be utilised in tbenfirmatory factor analysis, this
will not be possible in this case. Thus the itegest plagued by missing values were
firstly identified to serve as matching variabl€ee PRELIS programme (Joreskog &
Sorbom, 1996) was used to impute missing valueg;hyproved to be an effective
response to the missing value problem. By defaudses that contained missing
values after imputation were eliminated. After irtgiion, 237 of the original 242
cases, with observations on all the items includate questionnaire remained in the

validation sample.

3.5 MEASURING INSTRUMENTS

The constructs of attitude towards diversity, eomi intelligence and diversity
complexity were measured with the CDBS, Genos Hl RmDI respectively. These

three measures are all classified as self-repoasores.

3.5.1 Attitude towards Diversity: CDBS

The Cultural Diversity Belief Scale (CDBS) develdgey Rentsch, Turban, Hissong,
Jenkins and Marrs (1995), is used in this studyaasmeans of measuring an
individual’'s attitude towards diversity in the wetlkce. Due to limited empirical
research in the area of individual beliefs conaegnworkplace diversity, few attempts
have been made to investigate the components efrgiliy beliefs. Moreover, an
increasingly diverse workforce has contributed teuege of research initiatives that
are directed primarily towards organisational dsvigrpractices and interventions (see
Gilbert & Ones, 1999, Diversity Practices Survey) attitudes towards equal
employment opportunity programmes such as affiveadiction (Konrad & Linnehan,
1999). Consequently, in an attempt to understadidigtual diversity beliefs, in light
of organisational change, Rentsch et al. (1995¢ld@ed the CDBS as it relates to at
least three specific components of diversity bsli€t) diversity as valuing individual
differences, (2) diversity as a competitive advgataand (3) diversity as a tolerance
for affirmative action.
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Rentsch et al. (1995) contends that diversity emsigea the value of individual
differences. Differences in this instance not cmmgphasising demographics such as
age, race or gender, nationality or religion, bisbandividual differences such as
skills, language and experiences. Consistent \kith tiewpoint, Cox and Blake (as
cited by Rentsch et al., 1995, p. 3) suggestedvilaing diversity in organisations
should include “all cultural groups respecting,uwady and learning from one another,
integrating cultural groups across the organizatiah organizational members
identifying with organizational goals, and elimimat prejudice and discrimination”.
In addition, the organisational culture should bachs that prejudice and
discrimination are eliminated which in turn, enabkdl diverse groups to respect,

value and learn from one another.

In contrast to valuing individual differences edyathe second view of diversity
interprets diversity efforts as emphasizing thaigadf some groups at the expense of
other groups. Affirmative action, as a means ahddressing the past discriminations
and inequalities, has become a reality within tloepcrate world. Tolerance for
affirmative action is of distinct importance to tlsmuth African business context,
where various legislation require that organisaionove to hiring employees by
racial group in proportion with the race group bé tbroader population (Ramsay,
2005). A lack of understanding of the process upideing the crystallization of
negative attitudes towards affirmative action amel defensive reactions towards out-
group members, can conceal the manner in whichradfive action related strategies
serve to reproduce discrimination in the workplao®d legitimate resistance to
positive redress. A third perspective of diversitgws diversity as a competitive
advantage, increasing the potential for organisatisuccess. Cox and Blake (1991)
describe six areas in which organisations may g@acompetitive advantage from
cultural diversity efforts, namely, resource acdigs, marketing, creativity,
organisational expenses, problem-solving and osadional flexibility. Similarly,
diversity within the workplace offers new and imgamt insights into problems and
challenges as it counteracts groupthink, enhancrganisational creativity and

decision making (Werner, 2003).

The three identified distinct dimensions concerrdngersity beliefs form the basis of

this inventory. However, Rentsch et al. (1995) b claim to have measured the
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universe of diversity belief sets and acknowledus there may be other belief sets
which they did not consider. The CDBS contains 2Beli-type scale statements
designed to tap the three diversity belief setscrilesd above. Respondents are
required to answer on a seven-point response seaiging from 1 (strongly agree),

to 7 (strongly disagree). The information obtaifiexn this inventory can be used to
diagnose and understand employee diversity balietsder to determine whether or
not a diversity intervention is required. Manageafso understand their employee’s
diversity beliefs may be able to predict the lesesuccess of their diversity initiative

and may be better equipped to link diversity effdd other aspects of organisational

culture and design, which could eventually lead taore healthy work environment.

3511 Development of the CDBS

Twenty-three items were recorded to assess theusudiversity beliefs identified
from the literature. In particular, Rentsch et(4B95) developed each item to tap into
one of the three diversity belief sets: diversity \aluing individual differences,
diversity as a competitive advantage, and diveradya tolerance for affirmative
action. Data was collected from two samples at twdversities. Participants in
Sample 1 consisted of 622 students in accountingses, of which 400 were male
and 206 were female (16 individuals did not regmmhder). Data for Sample 2 was
collected from 349 students enrolled in a manageéndegree at an alternative
university. Principal components factor analyseshwWarimax rotation was
conducted separately for each sample. Although filsetors had eigenvalues above
1.00, the scree plots for both samples suggested tactors, thus the analyses were
rerun setting the number of factors at three. Iter@e retained for scale development

if they had factor loadings greater than .40 ory anle factor for both samples.

Reliability and factor analyses were conducted seply for each sample. Factor
analysis on the data indicated that the first factaluing Individual Differences

accounted for 19% and 14% of the variance in tleenst in Samples 1 and 2,
respectively. The second factor, Tolerance forrAféitive Action, explained 16% and
12% of the variance in the items in Samples 1 gngpectively. The third factor,
Competitive Advantage, accounted for 15% and 18%hefvariance in the items in

Samples 1 and 2, respectively. The reliability gsed assessed across the two
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samples suggest that the scale is internally ctemgisAn overall internal consistency
coefficient of 0.82 for Sample 1 and 0.77 for Sangl was found, indicating

acceptable ranges for a new measure (Nunnally, )196fe means, standard
deviations and reliability statistics for the CDBSS, reported by Rentsch et al (1995),

are documented below in Table 3.3.

TABLE 3.3
THE MEANS, STANDARD DEVIATIONS AND RELIABILITY STAT ISTICS FOR
THE CDBS
SAMPLE 1 SAMPLE 2
Standard Standard
DIMENSIONS Means o a Means o a
Deviations Deviations
Valuing Individual
] 5.48 0.89 0.83 5.58 0.86 0.86
Differences
Competitive Advantage  4.99 1.00 0.82 5.21 0.98 0.77
Affirmative Action 3.44 1.08 0.72 3.25 1.02 0.63

(Adapted from Rentscdt al. 1995).

3.5.2 Emotional Intelligence: Genos El

In this study, ElI was measured using the Genos Bmalt Intelligence Inventory
(Genos EIl) developed by Palmer, Stough and Gigaaccited in Gignac, 2008).
Despite the popularity of EI as an employee sedacéind learning and development
medium, few EIl inventories have been specificaéigigned for use in the workplace,
such as the Bar-On EQ-i (Bar-On, 1997) and the M$GHayer, Salovey & Caruso,
2000). As a result of this, the authors designed3dknos El specifically for use in the
workplace as a learning and development aid fordrunesource (HR) professionals
and occupational psychologists involved in the idieation, selection and
development of employees. According to Gignac (20@2nos EI does not measure
El per-se’; rather, it measures how often an imtlisi demonstrates emotionally
intelligent workplace behaviours that represent dffective demonstration of El in

the workplace. This approach to the assessment isf €6mewhat different from the
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approaches provided by leading authors in the aré¢lat it is a measure of typical

rather than maximal performance.

The Genos El 70-item inventory was preceded by dtefd self-report measure
referred to as the Swinburne University Emotionaklligence Test developed by
Palmer and Stough (SUEIT, Palmer & Stough, 200hg fumber and nature of the
dimensions of the SUEIT were based on preliminacgdr analysis of a large number
of dimensions found within a number of differentadets and measures of El. The
scales included in the preliminary analysis inctidél) Mayer, Salovey, Caruso
Emotional Intelligence Test (MSCEIT, Mayer et d999); (2) Bar-On Emotional

Quotient Inventory (Bar-On, 1997); (3) Trait Metaobt Scale (Salovey et al., 1995);
(4) Twenty-item Toronto Alexithymia Scaldl- (TAS — 20; Bagby, Taylor & Parker,

1994); (5) the scale by Schutte et al. (1998); @)dhe scale by Tett et al. (1997).
Based on the preliminary analyses, it was detemhthat there were five common
dimensions of El: Emotional Recognition and Expi@ssUnderstanding Emotions

External, Emotions Direct Cognition, Emotional Mgeanent and Emotional Control.

Gignac (2005) examined the original five-factoraa@mic model structure associated
with the SUEIT in an extensive CFA investigatiordaroncluded that the SUEIT in
fact measured a total of nine dimensions, of wiiekien were associated with El.
This discovery resulted in the realisation thatwision of the SUEIT was needed.
However, a decision was taken to not only exclugively on the information
reported in Gignac (2005), but rather include tlse wf focus groups with HR
professionals to determine what an ideal measureElofwould constitute for
application in the workplace. Thus, both the quatitie information reported in
Gignac (2005) and the qualitative information ofbéai from the industry focus
groups were considered in the development of theo&&l. The Genos model of El
comprises a general factor (Overall or Total Elgsatibed by seven orthogonal

factors outlined in Table 3.4.
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TABLE 3.4
A DESCRIPTION OF THE SEVEN ORTHOGONAL FACTORS OF T HE GENOS
MODEL OF EMOTIONAL INTELLIGENCE

FACTOR NAME DESCRIPTION

) The skill of perceiving and understanding
1. Emotional Self-Awareness (ESA) )
your own emotions.

) ) The skill of effectively expressing your own
2. Emotional Expression (EE) ]
emotions.

) The skill of perceiving and understanding
3. Emotional Awareness of Others (EAO) )
other’s emotions.

) ) The skill of using emotional information in
4. Emotional Reasoning (ER) o )
decision-making.

5. Emotional Self-Management (ESM) The skill of managing your own emotions.
6. Emotional Management of Others The skill of positively influencing the
(EMO) emotions of others.

) The skill of effectively controlling your own
7. Emotional Self-Control (ESC) )
strong emotions.

(Adapted from Gignac, 2008)

Each of the seven factors is measured by 10 honoogegmotionally intelligent work
behaviours (i.e., items). Respondents are requeésteddicate an anchored rating
scale from 1 to 5, how often the behaviour in gqoesis demonstrated (where 1 =
Almost Never; 2 = Rarely 3 = Sometimes; 4 = Oftengd 5 = Almost Always). One
of the acclaimed advantages of the Genos El igakenomic 7-factor model this
measure assesses is simple in consideration to gbthe larger models in the field
of El. According to Palmer, Stough, Harmer and @ii2008), this feature makes
the Genos El more straightforward to debrief, aafgie participants to recall whilst
undertaking their daily work, and easier to link ttee organisational competency

models (i.e., leadership, sales or customer sérvice

Gignac (2008) examined the internal consistenciality of the Genos El self
report inventory with large workplace samples agras variety of nationalities.
Gignac reported that mean subscale reliabilitgsr&nging from 0.71 to 0.85 across

five nationalities (American, Australian, Asiandlan and South African). The mean



89

Genos El total score internal consistency religb{t) was estimated at 0.96. It was
further found that test-retest correlations of @enos Total El scores were associated
with a reliability coefficient of 0.83 and 0.72,dmal on two-month and six-month time
intervals, which is indicative of a respectable amtoof stability in the scores over
time. The means, standard deviations and relighsliatistics for the Genos El, as
reported by Gignac (2008), are presented in Table 3

TABLE 3.5
THE MEANS, STANDARD DEVIATIONS AND RELIABILITY STAT ISTICS FOR
THE GENOS El
Standard Cronbach’s
GENOS EI DIMENSIONS Means Deviations Alpha (a)
Total El 279.13 27.76 0.95
Emotional Self Awareness (ESA) 41.94 4.56 0.74
Emotional Expression (EE) 39.53 4.85 0.77
Emotional Awareness of Others (EAO) 40.22 4.79 0.82
Emotional Reasoning (ER) 39.29 4.44 0.67
Emotional Self-Management (ESM) 38.36 4.72 0.74
Emotional Management of Others (EMO) 40.29 4.89 0.83
Emotional Self-Control (ESC) 39.51 4.80 0.75

(Adapted from Gignac, 2008).

Due to the substantial correlation between theckefaSUEIT inventory and the 7-
factor Genos El inventory, Gignac (2005) was ableftectively uncover the Genos
El 7-factor model within the SUEIT. According tol®er et al. (2008), although the
labels used to describe the seven factors of theo&&l model are somewhat
different, there are substantially obvious similas between the subscales. Based on
the item-level factor analysis results reporteddignac (2005), an alternative scoring
key has been devised to effectively recover vemyilar Genos El subscale scores
from the SUIET. The primary implication of havintget capacity to recover Genos El
subscale scores from the SUEIT is that past resd¢hat has made use of the SUEIT
can be reanalysed. For example, in order to exathmessociations between Genos

El and two primary leadership styles measured by KHLQ (transformational
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leadership and laissez-faire leadership), Gign@6%2re-analysed the data associated
with Downey, Papageorgiou and Stough (2006). It fwaad that Genos El correlated
positively with transformational leadership and atgely with laissez-faire
leadership. This study by Gignac (2005) formed parthe development process of
the Genos EI inventory (Gignac, 2008). Some othediss conducted by Gignac
(2005) in the development of Genos El as a measntof El, include the role of
Genos El in predicting both job satisfaction andamisational commitment, and the
association between El, as measured by Genos HI,aanumber of workplace

relevant well-being indicators.

3.5.3 Diversity Complexity: RTDI

In order to assess the complexity of diversity pptions, this study made use of De
Meuse and Hostager's Reaction-To-Diversity-InveptqRTDI; De Meuse &

Hostager, 2001). The initial goal in the developmeinthe measure was to identify
key attitudinal and perceptual dimensions categuagithe broad range of reactions to
diversity. The development of the RTDI began witeaanple of 10 faculty members
and 40 students, drawn from various academic disegpin business and the social
sciences (management, economics and sociology)ticipants identified five

advantages and five disadvantages of workplacersiiye A subsequent content
analysis involving two raters yielded support foosenberg and Hovland’'s (1960)
‘ABC’ model of attitudes, as a means of identifyitlgyee distinct categories of
advantages and disadvantages listed in the respoAffect (feelings or emotional

reactions), Behavioural intentions (behavioural ctiems) and Cognitions

(judgements). Further items in the response settenied around two additional
dimensions: Personal consequences (outcomes faridadls) and Organisational

consequences (impacts on the organisation). Basdteoresults of the process, the
following five categories of diversity reactions ngeidentified as the dimensional
framework for representing the range of positivd aagative reactions to workplace

diversity:

1. Emotional Reactions- initial, visceral responses to workplace divgrsan

individual’s “gut feelings” about diversity in gerad;
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2. Behavioural Reactions what an individual does (or intends to do) isp@nse
to diversity; verbal and nonverbal actions;

3. Judgments- an individual’s normative evaluation of diversitgne’s value
judgments regarding diversity in principle (e.g.diversity good or bad);

4. Personal Consequences beliefs regarding perceived outcomes on an
individual level; an individual's views on how drgty will affect them
personally; and

5. Organizational Outcomes- beliefs regarding perceived outcomes on an
organizational level; an individual's views on haliwersity will affect the

company as a whole.

Guided by the dimensional framework, the subseqggeat in the development of the
RTDI was to identify one-word items that would aaptthe dimensional framework
identified previously. De Meuse and Hostager (200&¥earched the current
professional literature for specific words or prmselated to diversity. Words
deemed obscure or abstract were eliminated to eehezadability, while profane
language or words eliciting an extreme emotionattien (i.e., hatred) were excluded
to decrease the likelihood that a single word om ittstrument would generate a
strong negative reaction, contaminating responsethe¢ rest of the inventory. A
master list of 218 words was distilled to the fivd-item inventory through two
rounds of Q-sorting. In the first round, 110 busmstudents at the junior and senior
level used the five dimensional framework to sdr2&8 words. Items with less than
a 40% agreement rate were deleted from the listulting in a 100-word master list.
In a second round of Q-sorting, 143 junior and sel@vel business students who had
not previously participated in the study were usegare the list of 100 to 70 words
(seven positive and seven negative words for eddhmeo five dimensions), again
using a 40% agreement cut-off (De Meuse & HostaZ@01).

The 70 words (items) included in the RTDI are listandomly on the instrument,
with each word depicting either a positive or negatresponse to one of the five
dimensions. Although it lacks the signature strradticharacteristic of a semantic
differential approach, the RTDI is not very diffetdo a semantic differential, as its
use of positive and negative stimulus words sucaeedoking connotative reactions
to workplace diversity (Hostager & De Meuse, 200Bhe flexible format of the
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instrument allows subjects the freedom to circlly dinose words they associate with
diversity, thus the RTDI does not force the resgondo respond to each item (or
underling dimension). Responding to a single wandtlee RTDI further permits for

more freedom of interpretation as no explicit cahte provided to subjects.

One approach to measuring the complexity of ditgngerceptions is to assess the
degree to which an individual's view of diversity differentiated across the five
categories of diversity reactions. Individuals wberceive diversity as involving at
least one item in each of the five categories destmate complexity in the form of
perceptual breadth. By including items from alkfivategories of diversity reactions,
the individual's perceptions are thought to be ndiffierentiated (i.e., more complex)
than individuals who include items from only onetao categories. According to
Hostager and De Meuse (2002), perceptual breadihisés on the range of one’s
perceptions. On the other hand, using multiple stebm represent each category
measures a second form of perceptual complexityeregptual depth. Perceptual
depth can be defined as the degree to which awmidhail’'s diversity perceptions are
differentiated insofar as they cover multiple aspemr features within a category.
Counting the number of positive words circled oe hventory provides an index of
the degree to which participants viewed diversitgipositive light (positive depth of
focus). Similarly, counting the number of negativerds circled, yields a measure of

the extent to which diversity is perceived in aateg light (negative depth of focus).

Subsequent to the development of the RTDI, De Meaisd Hostager (2001)
developed a shorter version of this instrument, elgmthe Workplace Diversity
Survey (WDS). A total of 20 items were includedtbe WDS, of which two positive
and two negative items were used to represent @ttte five dimensions, with each
item containing a word taken directly from the RTResponses to each statement
were reported on a five-point Likert scale rangirgm 1 = Disagree, to 5 = Agree.
There appears to be very little information avddalregarding the RTDI's
psychometric properties. Consequently, data obdafream the administration of the
WDS was used to assess the convergent validitiyeoRITDI. The findings revealed a
high level of agreement (r = .51, p<.001). A sigraht correlation would suggest that
despite their differences in procedures and foingattooth instruments measure the

same construct. Furthermore, a reliability analysas performed on the WDS to
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determine whether the items on the WDS measurefivibgurported dimensions of
the RTDI consistently. Accordingly, all five of théimensional sub-scores were
significantly related between the RTDI and the W&$he p<.01 level (De Meuse &
Hostager, 2001). The Cronbach’s alpha for the waridimensions were calculated,
and are as follows: (1) Emotional Reactions: 0.89; (2) Judgementa: = 0.87; (3)
Behavioural Reactionsa = 0.75; (4) Personal Consequencas= 0.84; and (5)

Organisational Outcomea:= 0.76.

3.6 STATISTICAL ANALYSIS OF DATA

Once all the raw data had been obtained for theetlsonstructs and their relevant
dimensions, it was possible to proceed with théissiegal analysis. The Statistical
Package for the Social Sciences (SPSS) (versionvag)used to perform a range of
statistical analyses on the questionnaire datatartdst the theoretical model. The
following statistical techniques were utilised asnaans of analysing the collected
data and will be discussed in detail below: iteralgsis, exploratory factor analysis,
confirmatory factor analysis (CFA), correlation bs#&s, and standard multiple

regression analysis.

3.6.1 Item Analysis

Item analysis was conducted on the construct soasesl in this study for data
gathering by means of the SPSS Reliability ProcedVMersion 17). Item analysis
allows one to identify and eliminate items not cimiting to an internally consistent
description of the various latent dimensions cosipg the construct in question
(Theron, 2008). In other words, item analysis aionascertain which of the items in a
scale, if any, have a negative effect on the olezhhbility of the scale. According to
Anastasi and Urbinia (1997), high validity and aéility can be incorporated into
tests in advance through item analysis, therefon@roving the tests through

selection, substitution or revision of items.

Coefficient alpha values were calculated to deteemivhether the superordinate

scales and the subordinate scales were internalbgistent. An item was found
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reliable according to the standards set out by btadh(2004), where a reliability
score of less than 0.6 indicates a lack of integwisistency. Coefficient alphas
greater than 0.60, were thus deemed internallyistemd and reliable. However, it is
important to note that, according to Pallant (20@tpnbach’s alpha values are very
sensitive to the number of items in a scale. Fatescwith fewer than 10 items, alpha
values in the region of 0.50 are frequently obtdindunnally (1967) also reported
that for preliminary research, alpha values of @D could be taken as a
recommended level and that higher recommended vaifie0.90-0.95 are more
appropriate only for applied research. For the psepof this particular study,

Cronbach alpha values > 0.60 were deemed acceptable

In order to further ensure that the measuring umsénts and their respective sub-
scales were internally consistent, a decision waslento report the item-total
correlations for the specific items. Briggs and €h¢1986, p.115) suggest that the
optimal range for the item-total correlation isveeén 0.20 and 0.40. With regard to
this particular study, item-total correlations fduo be greater than 0.20, as indicated
by the standards set out by Nunnaly (1972), weesng&l acceptable. Thus, items that
revealed item-total correlations below 0.20 wergarded as unacceptable and
consequently qualified for elimination. Lastly,nte were considered for deletion if it
was deemed that the removal of the item indicatedubstantial increase in

Cronbach’s alpha and overall scale reliability.

3.6.2 Evaluating the Measurement Models

The objective of factor analyses is to confirm thia dimensionality of each sub-
scale item contributes to an internally consistdascription of the sub-scale in
guestion. Furthermore, factor analysis can be aseatlstatistical process to refine and
reduce scale items by identifying and removing scéile items with inadequate factor
loadings. Pallant (2007, p. 179), argues that thrpgse of factor analysis is to ‘gather
information about (explore) the interrelationshggmong a set of variables... while
attempting to produce a smaller number of lineamlgioations of the original
variables in a way that captures (or accountsrfw$t of the variability in the pattern
of correlations”. All variables are considered sltaneously in factor analysis, i.e.,

each variable is related to all other variablegl forms factors not with the aim of
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predicting a dependant variable, but to maximisér texplanation of the total variable
set (Hair, Anderson, Tatham & Black, 1998).

LISREL 8.54 (Joreskog & Sorbom, 1996) was usedetrdopm separate confirmatory
factor analyses (CFA) on each of the sub-scaléiseofarious instruments used in this
study. The reason for analysing the various dinerssseparately, were to prevent the
possibility of obtaining inflated indices. The résuof the Confirmatory Factor
Analyses (CFA) are discussed per dimension in tesfmisvo important fit indices
namely, p-value Test of Close Fit and RMSEA, where 0.05 and RMSEA < 0.08
indicate good model fit. After the initial CFA waerformed on all the sub-scale
items, the results would indicate either: (a) thedei would fit poorly, in terms of p-
value Test of Close Fit and/or RMSEA, or (b) thedelowould achieve good fit in
terms of the p-value Test of Close Fit and RMSEAlight of this, different steps

would be taken depending on whether the modeldi good or poor.

Poor Model Fit

If it was found that either of the two importantifidices of the measurement model
were insignificant (i.e., p-value Test of Close €i0.05; RMSEA > 0.08), the model
was therefore said to fit poorly with the dataohder to resolve this problem, tfiest
step would be to perform an Exploratory Factor Analy@d-A) on all the items
comprising the sub-scale. This was done in ordeletermine the uni-dimensionality
of the sub-scale, and if possible, identify iternatdbuting to the lack of coherency.
Moreover, the results of the EFA aided the researai ascertaining the degree to
which the instruments reflected the constructs (pattd by the original authors.
Principal axis factoring was chosen over princigaimponents analysis, as the
statistical calculations in the former, allows the presence of measurement error, an
intrinsic aspect of research into human behavi@iewart, 2001). Tabachnick and
Fidell (2001) suggest that oblique rotation be uad@n the underlying factors are
believed to be correlated, which is the case withdurrent scales. Moreover, oblique
rotation was deployed for the reason that it issatered a theoretically superior
method to orthogonal rotation techniques, and heentfound to provide better fit
when interrelations between variables being medsisrexpected (Kerlinger & Lee,
2000; Pallant, 2007). Factors that have eigenvalyreater than one and “clear
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breaks” on the scree-plot are considered to be itk&ation of a number of

meaningful factors.

Prior to performing the EFA, the suitability of thata for factor analyses needs to be
assessed. Inspection of the correlation matrix Ishoeveal numerous coefficients
above 0.30, indicative of the matrix being factoalgsable (Tabachnick & Fidell,
2001). Furthermore, inspection of the Kaiser-Me@#éin measure of sampling
adequacy (KMO index) and the Bartlett's test of esdity will provide further
evidence as to whether the matrix is factor analgsaAccording to Pallant (2007),
when the KMO value approaches unity and is > 0.6@ oan assume that the
correlation matrix can undergo factor analysis. Baetlett test further indicates that
the scale is factor analysable when the signifiedagel is p < 0.05, showing that the
factor analysis would be considered appropriatealli, all the KMO values for the
individual items in the anti-image correlation nmatshould be above 0.50, thus

supporting the factorability of the correlation nivat

Once the suitability of the data for factor anadylsas been assessed, and the number
of meaningful factors has been determined, theofdoadings on the rotated matrix
are then studied. Theecond stepvould be to identify poor items, and subsequently
eliminate any item as per the EFA decision critéisted below. The decision rules
for determining the criteria for the removal ofigem, the items associating with each

factor, and the number of factors to be extractecbvas follows:

— An item will be excluded if their factor loadingseanot > .30 on any factor
(Pallant, 2001).

- An item will be excluded if it loads > .30 on mattean one factor and the
difference between the two loadings is < .25.

- Items will be excluded if their loadings displaynceptual incoherence with
the meaning of the factor, thus decreasing thensfige utility of the final
solution (Tabachnick & Fidell, 1996).

— According to Kaiser's (1961) criteria, the numbérfactors to be extracted

should not be more than the number of eigenvalue96 (Pallant, 2007).
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- Each dimension will be required to have at leastr for more items that
successfully represent the respective latent vigridbit should occur that, for
instance, the majority of items load on the fisttbr, and four or less items
load on the second factor a decision will be madedlete the four or less

items loading on the second factor.

Using these decision rules as criteria for deletarg item, poor items could be
detected and removed from the respective sub-s€aer items should also be
examined in terms of the previously flagged itemghe reliability analysis. Thihird
step entailed that a further CFA be performed on thalified sub-scale structure.
Model fit was again evaluated in terms of the pseallest of Close Fit and the
RMSEA. If it was found that model fit had been asied, the next step could be
performed. Thefourth steprequired that each item be evaluated in termstf i
completely standardised factor loadings (LAMBDA-XYhis matrix can be
interpreted as the regression slopes of the ragresd the standardised indicator
variables on the standardised latent variable. Gtmapletely standardised factor
loadings therefore indicate the average changeessgpd in standard deviation units
in the indicator variable associated with one séaddieviation change in the latent
variable. Items would need to reach the >0.30 lezqlired to indicate that the item
successfully contributes to the coherency of tHesale. If it was found that all the
remaining items loaded significantly (>0.30) on thnt variable, the factor analysis
procedure was then completed. If however, an iters found to have an insignificant
factor loading, the item was to be deleted. Theeeafurther CFA’'s were to be
performed on the refined sub-scale items untilitglins demonstrate satisfactory

factor loadings.

Good Model Fit

If it was found that both of the required fit ind& of the measurement model were
significant (i.e., p-value Test of Close Fit > 0.6B8VISEA < 0.08), the good model fit
was said to be achieved. The next step entailddetiwhn item be evaluated in terms of
its completely standardised factor loadings (LAMBD}\ with acceptable items
having reached the >0.30 level required to indicttat the item successfully
contributes to the coherency of the sub-scalet Was found that all the remaining

items loaded significantly (>0.30) on the latentiaile, the factor analysis procedure
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was then completed. If however, an item was fountidve an insignificant factor
loading that item was subsequently deleted. Thexeafurther CFA’'s were to be
performed on the refined sub-scale items ualilitems demonstrate satisfactory

factor loadings.

3.6.3 Correlation Analysis

According to Pallant (2007), correlation analysisused to describe the strength and
direction of the linear relationship between vaeab More specifically, the purpose
of correlation analysis is to establish that atreteship exists between variables and
to describe the nature of the relationship. Thessizal procedures are simply used to
measure the strength or consistency of a relatipnshth no attempt to manipulate,
control or interfere with the variables (Grave#eForzano, 2006). In light of this, the
first objective was to determine whether relatiopshexist between the three
constructs: attitude towards diversity (as measubgd the CDBS), emotional
intelligence (as measured by Genos EIl), and diyeceimplexity (as measured by the
RTDI).

3.6.3.1 Pearson Product-Moment Correlation Coefficient

Initially the questionnaire data was typed into excel file and subsequently
transferred into the Statistical Package for thei&@&ciences (SPSS, Version 17) for
the purpose of performing a Pearson product-momemelation analysis. This is the
first step in the data analysis process and formesasis of all subsequent data
analyses. Pearson correlation coefficiemjscén only take on values from -1 to +1.
The positive or negative sign indicates whetherethe a positive correlation (as one
variable increases, so too does the other), withnéicative of a perfect positive
correlation, or a negative correlation (as onealde increases, the other decreases),
with -1 indicative of a perfect negative correlati@ correlation of zero indicates that

no relationship exists between the variables.

The size of the absolute value provides an indicadif the strength of the relationship
between the variables; however the interpretatibmatues falling between 0 to -1

and 0 to +1 can present some difficulty. Due to ttescurity of interpretation,
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Guilford (as cited by Tredoux & Durrheim, 2002) pides guidelines for the informal
interpretations of statistically significant Pearsmwrrelation coefficients. Effect sizes
were computed to asses the practical significaficelationships in this study. A cut-
off point of = 0.30, representing a medium effect (Steyn, 200@8)s set for the

practical significance of correlation coefficientBable 3.6 presents Guilford’s (as
cited by Tredoux & Durrheim, 2002, p. 194) proposedues for interpretation of

correlation coefficients:

TABLE 3.6
GUIDELINES FOR INTERPRETING PEARSON'S R

Absolute Value ofr (+ or -) Informal Interpretation

Less than .20 Slight, almost negligible relatiopshi

.20 - .40 Low correlation: definite but small redatship
40-.70 Moderate correlation: substantial refeghip
.70-.90 High correlation: marked relationshipd an
90-1.0 Very high correlation: very dependablatienship
>.30 Practically significant relationship

Guilford (as cited in Tredoux & Durrheim, 2002,384).

For the purpose of the present study and in orderfoster consistency in
interpretation, the .30 cut-off point and the abovalue interpretation was
subsequently used in order to evaluate the obtane@lation coefficients. The first
two levels of the above guideline are thus adaptedollows: Less than .30 = Not

practically significant; and .30-.40 = Low corraétett: definite but small relationship.

3.6.3.2 Standard Multiple Regression Analyses

Standard multiple regression is a multivariate yi@alprocedure that can be used to
explore the relationship between one continuougdéant variable and a number of
independent variables or predictors (Pallant, 200R)s method of analysis allows
one to identify the unique contribution of eachapdndent variable to the prediction
of the dependent variable. In standard multiple rasgjon analysis, all the
independent (or predictor) variables are enteraatime equation at once, each one is

assessed as if it had entered the regressionadftether independent variables had
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been entered (Tabachnick & Fidell, 2001). Each predelent variable is evaluated in
terms of its predictive power, over and above ditdred by all the other independent
variables (Gravetter & Forzano, 2006). Furthermatandard multiple regression
analyses provide two coefficients, namely: (1) dtiple correlation coefficientR),
and (2) a coefficient of multiple determinatid®), According to Licht (1995, p. 29),
whereas as R indicates “the degree of relationbbigveen the criterion... and the
weighted combination of predictors as specifiedth®y regression equation” ranging
between 0 (no relationship between predicted artdahcriterion scores) and 1
perfect prediction® indicates “the proportion of variance in the ciiter that is

shared by the weighted combination of predictors”.

3.6.4 Structural Equation Modelling (SEM)

In order to test the proposed model's absolutestitictural equation modeling (SEM)
was used as the statistical analysis technique. 8EMstatistical methodology that
takes a confirmatory (i.e., hypothesis-testing)rapph to the analysis of a structural
theory on specific phenomenon. Typically, this tiyepresents “causal’” processes
that generate observations on multiple variablezofding to Kelloway (1998), there
are threeprimary reasons as to why SEM, as an analysis tgagbnshould be used.
Firstly, in social sciences, measures are ofted tseepresent constructs. Kelloway
(1998) believes that SEM allows the researcheeterdnine how well these measures

reflect the intended constructs. Kelloway (p. 2)ues that:

Confirmatory factor analysis, an application ofustural equation modeling, is both more
rigorous and more parsimonious than the “more ti@wil” techniques of exploratory factor

analysis.

What is more, is that factor analysis, as per SEMpased on the testing of
hypotheses, with explicit tests of both the ovegalklity of the factor solution and the
specific parameter (i.e., factor loadings) compggime model (Kelloway, 1998). A
second reason in favour of SEM is that social disenare largely interested in the
qguestion of prediction. Due to the fact that prédéec models have become so
complex, Kelloway (1998) argues that, SEM perntits testing and specification of
these more complex ‘path’ models as an entity iitaxh to testing the components

comprising the model. Lastly, Kelloway argues tB&M provides a flexible, yet
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powerful, method by which the quality of measuretmesn be taken into account
when evaluating the predictive relationships emgstibetween the latent variables. In
contrast to the more traditional analysis techrsgquUgEM permits estimates of the
strength of the relationship existing between lateariables unattenuated by

measurement error.

Also in favour of SEM is Byrne (2001, p. 4), stafithat:
Several aspects of SEM set it apart from the olgeeration of multivariate procedures.
Firstly, although traditional multivariate procedar are incapable of either assessing or
correcting for measurement error, SEM provides iekpéstimates of these error variance
parameters. Second, although data analyses usnigrtimer methods are based on observed
measurements only, those using SEM procedurescarpiorate both unobserved (i.e., latent)
and observed variables. Finally, there are no widell easily applied alternative methods for
modeling multivariate relations, or for estimatipgint and/or interval indirect effects; these

important features are available using SEM methmgiol

Based on the arguments provided by both Kellowa#398) and Byrne (2001), a
decision was made to select SEM as the statistioalysis technique used in this
study. The statistical package that was used inathedysis is LISREL 8.54 for
Windows (Joreskog & Sorbom, 1996). The applicatithreg characterize SEM were
adhered to, and involve the following five, relafiy distinct, but interrelated steps, as

specified by Diamantopoulos & Siguaw (2000):

» Model specification

» Model identification

» Parameter estimation

= Assessment of model fit

=  Model modification

Model specification involves describing the nataredl number of parameters to be
estimated in the initial comprehensive model. T$tisp would further include the
construction of a comprehensive path diagram degidhe substantive hypotheses
and measurement system. The second step, modedlifig#ion, involves the
examination of information provided by the dataomder to determine whether it is

sufficient for parameter estimation; that is, ongsitrbe able to obtain a single, unique
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value for every specified parameter from the obsgrdata that has been collected.
Once the model has been identified, an estimatemhrique is selected, often
determined by the nature and distributional praperof the variables that are being
analyzed. Following parameter estimation, the maglétsted to ascertain whether it
is consistent with the data; in other words, ddes model fit the data. Should the
model fit the data adequately, the process can $topvever, model modification
might be necessary, as quite often, the model eaimproved through modification
of the model, either by fixing currently free paeters, constraining parameters or
freeing additional parameters, as a result of wistdps 2-5 should be repeated
(JOreskog & So6rbom, 1996).

3.6.5 The Structural Model of the Present Study

In its most general form, the structural model ¢sissof a set of linear structural
equations, which specify the causal relationshipergy the latent variables, describes
the causal effects, and assigns the explainednai@loreskog & Sérbom, 1993). As
based on the theoretical arguments presented ipt&h2, the structural model of the
present study is illustrated in Figure 3.1. Emadiontelligence and perceptual depth
(negative) are the independent or exogenous vasaibl the present study and are
indicated by the symbol KSIE). Perceptual depth (positive), perceptual breadth,
valuing individual differences, tolerance for atffiative action and competitive
advantage are endogenous variables, indicatedebgytinbol ETA ). The structural
model also indicates a variety of paths that represhe relationships between the
constructs. The directional paths linking exogenans endogenous variables are
described with the sign GAMMAY). The single directional paths that describe the
relationship between two endogenous variableseseribed with the sign BETABJ.
Moreover, ZETA () represents the errors in structural equationhénmodel and
describe the error terms 0f, n2, N3, N4, andns. Thereforef represents residual error

in the latent endogenous variables.
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The proposed structural model, which serves addlses of this study, can further be
expressed algebraically as a set of structural tesa representing the research

hypotheses to be investigated. These equatiormasented below:

N1= &aYar + NaPr2+ &aYiz + NaPas+ ¢,
N2= Y21 + ¢,

N3= &1Ya1 + NaPa2t {5

Na= NPaz+ ¢,

Ns= N2Ps2+ (s

The structural model can also be portrayed matheallgtin terms of a series of
matrices. The structural model is defined by tHe¥dang two matrices and two

vectors:

= A5x4 (gamma)-matrix of path/regression coefficieptiescribing the
strength of the regression pfon & in the structural model;

= A5 x 3 symmetricaB (beta)-matrix of regression path coefficieriy (
describing the strength of the regression;@nn, in the structural model;

= A 2x1& (ksi) column vector of exogenous latent variables;

= A5x1n (eta) column vector of endogenous latent varigables

= A5 x1 (zeta) column vector of residual error terms.

More specifically, the hypothesised causal relatigps depicted in Figure 3.1 can

further be expressed in matrix form:
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I]l O ﬁlZ 1813 ,71 y11 y12 Zl
n, 0 0 0 || 7, Va O : ¢,
Ny =10 By O || 75|+ Vs O (51]+ (s
7 4 0 /842 0 7, 0 0 ? Z4
s 0 Bs, 0 )\1s 0 0 ¢s
n=Bn+ré+¢

3.6.6 The Statistical Hypotheses

The overarching substantive research hypothesiedeis this study is that the
structural model depicted in Figure 3.1 providgeamissible account of the manner
in which diversity complexity and emotional intgkince influence an individual's
attitude towards diversity in organisations. Thesravching substantive hypothesis
can further be dissected into nine separate substan research hypotheses as

represented by the paths hypothesised in Figure 3.1

Should the overarching research hypothesis bepirgead to imply that the structural
model provides a perfect account of the manner hichvdiversity complexity and
emotional intelligence influence attitude towardgedsity in organisations, there is
therefore, no significant discrepancy between tBpraduced covariance matrix
implied by the modelX(©); see Figure 3.1) and the observed population rcavee
matrix ):

Hoia £ =2(0)

Haia Z 22 (©)
The substantive research hypothesis can be tradsiab the following exact fit null
hypothesis la:

Hoia RMSEA =0

Haia RMSEA >0
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If the overarching research hypothesis is integat¢d imply that the structural model
provides an approximate account of the manner iiclwHiversity complexity and
emotional intelligence influence attitude towardsedsity in organisations, the
substantive research hypothesis can be translatedthe following close fit null
hypothesis 1b:

Hoix RMSEA< 0.05

Haix RMSEA > 0.05

If Hozaand/or Hypwould not be rejected (or at least if reasonablelehdit would be
obtained), the two separate substantive researpbtlmyses, as represented by the
paths depicted in Figure 3.1, will be tested bytitgsthe following specific null

hypotheses described below and illustrated in TalMe

Hypothesis 2:
Positive perceptual depthnd) has a statistically significant positive effech o

perceptual breadtimy).

Ho2: B13=0
Ha2 B13> 0

Hypothesis 3:
Negative perceptual depttgy] has a statistically significant positive effech o
perceptual breadtim().

Hos: y12=0

Hag 12> 0

Hypothesis 4:

Valuing individual differencesn) has a statistically significant positive effeat o
perceptual breadtimy).

Hos B12=10

Has B12> 0
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Hypothesis 5:

Emotional intelligencedy) has a statistically significant positive effect perceptual
breadth ,).
Hos: y11=0

Has y11> 0

Hypothesis 6:

Emotional intelligencedy) has a statistically significant positive effect positive
perceptual deptmg).
Hoe: ¥31= 0

Hae ¥31> 0
Hypothesis 7:
Emotional intelligenced;) has a statistically significant positive effect\aluing

individual differencesr(,)

Ho7: y21=0
Ha7 V21> 0

Hypothesis 8:

Valuing individual differencea,) has a statistically significant positive effect o

positive perceptual depth).

Hog: B32=0
Hag B32> 0
Hypothesis 9:

Valuing individual differencea,) has a statistically significant positive effect o

tolerance for affirmative actiomy).

Hog: Ba2=0
Hag Ba2> 0
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Hypothesis 10:

Valuing individual differencea,) has a statistically significant positive effect o

competitive advantage{).

Ho1o: Bs2= 0
Ha10Bs2> 0
TABLE 3.7
THE STATISTICAL HYPOTHESES

Hypothesis 2 Hypothesis 3 Hypothesis 4
Ho2: B13=0 Hoz yi2=0 Hos: B12=0
Haz: B13> 0 Hea y12> 0 Hus B12> 0
Hypothesis 5 Hypothesis 6 Hypothesis 7
Hos: Y11= 0 Hoe: Y31= 0 Ho7 ¥21= 0
Has y11> 0 He ¥31> 0 Hi7 ¥21> 0
Hypothesis 8 Hypothesis 9 Hypothesis 10
Hos: B32=0 Hoo: B42=0 Hoio: Bs2=0
Has B32> 0 Hag: B42> 0 Ha10B52> 0

3.7  ASSESSING MODEL FIT

The main aim of SEM is to explain the patterns @fariances observed among the
study variables in terms of the relationships hiipsised by the measurement and
structural models. Hu and Bentler (1995) conterd tietermining and evaluating the
fit of the measurement and structural models iceomed with the ability of the fitted
models to reproduce the observed covariance mdtraditionally, overall model fit
was based on the chi-squarg?)(statistic that is used to test the overarching
hypothesis that there is no significant discrepdametyveen the reproduced covariance
matrix implied by the modelZ(©); see Figure 3.1) and the observed population
covariance matrixX). According to Joreskog and Sérbom (1993), thecedence

probability, reported by LISREL, is the probabiliif obtaining ax®value larger than
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the calculated value, given that the overarchinty imgpothesis is 1. Jéreskog and
Sorbom (p. 122) further state that:

Chi-square is a badness of fit measure in the gbas@ small chi-square corresponds to good

fit and a large chi-square to bad fit. Zero chi@gucorresponds to perfect fit.

The problem however, is that tlé measure is distributed asymptotically asxan
distribution. The result of this is that just atetlpoint where the distributional
assumptions of the test statistic become tenatdestatistical power of the test also
become extremely high (Hu & Bentler, 1995). Consaly, it becomes extremely
unlikely to obtain the desired insignificaxft statistic, especially with regard to larger
samples, even when the model fits the empiricah deell. Due to this dilemma,
numerous alternative indices of fit have been dgved and are increasingly being
used to combat the sensitivity of the. Kelloway (1998) has conveniently
categorised these various fit statistics into gesdrof-fit indices for assessing, a)
absolute fit, b) comparative fit, and c) parsimasidit. This study makes use of these

categories and as such, a description of eachwfsilo

Absolute indices of goodness-of-fit directly asskew well a model reproduces the
sample data (Hoyle, 1995). The overall test ofirfitcovariance structure analysis
assesses the magnitude of the discrepancy betlweesaimple and fitted covariance
matrices. Once the parameters have been estimatexinimise the discrepancy
between the sample and fitted covariance matrites, following exact fit null
hypothesis is then tested with regards to the tiou:

Ho: Z =2(O)

Ha E 25 (©)

In order to test this null hypothesis, the Satdemtler x? statistic is used, with the
aim of not rejecting the null hypothesis (Mels, 3pKelloway (1998) contends that
a non-significank? (p>0.05) indicates that the model ‘its’ the datactly, in that it
can reproduce the sample covariance matrix to eedegf accuracy that could not be
explained in terms of sampling error only under &xact fit null hypothesis. The
reality however, is that the null hypothesis of @x# is unrealistic. It thus, becomes
more appropriate to test the following close fill tmypothesis:

Ho: RMSEA< 0
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Ha RMSEA >0

Absolute fit measures that are reported are: thed@ess-of-Fit Index (GFI), Root
Mean Square Residual (RMR), Root Mean Square BfrApproximation (RMSEA),
P-Value for Test of Close Fit (RMSEA < 0.05), amxpEcted Cross-Validation Index
(ECVI).

Incremental fit measures, also termed comparatidiees of goodness-of-fit, measure
the proportionate improvement in fit by comparingteaget model with a more
restricted, nested baseline model (Hoyle, 1995jicks of comparative fit typically
choose to a baseline model for comparison. Comiparfit is based on a comparison
of the structural model with the independence mdtat provides the poorest fit
possible to the data. Comparative fit measuresrtegaare: the Normed-Fit Index
(NFI), the Non-Normed Fit Index (NNFI), the Incremtal Fit Index (IFI), the
Comparative Fit Index (CFI), the Relative Fit IndéRFI), and the Adjusted
Goodness-of-Fit Index (AGFI). With the exceptiontb& NNFI, all of these indices
have a range of 0 and 1 with values closer to 4 @mmore specifically >0.90
representing good fit. The NNFI on the other hanash take values >1.0.

Parsimonious indices of goodness-of-fit are basedhe recognition that one can
always obtain a better fitting model by means ofinesting more parameters
(Kelloway, 1998). Parsimonious fit relates to thenéfit that accrues in terms of
improved fit in relation to degrees of freedom Iltstachieve the improvement of fit
(Joreskog, 1993). This increase in model fit do@sdver, come at a cost of loss of
degrees of freedom. Thus parsimonious fit meas@lese the goodness-of-fit of the
model to the number of estimated coefficients nexguto achieve the level of fit. The
objective consequently is to diagnose whether mdilehas been achieved by
‘overfitting’ the data with too many coefficientdHdir et al., 1998). A second

formulated model is necessitated by the meaning$el of parsimonious fit indices
that contain additional paths that can be thealyigustified. The relevant indices
reported in this study are: the Parsimonious NorrRédIndex (PNFI) and the

Parsimonious Goodness-of-Fit Index (PGFI).
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Table 3.8 summarises the goodness-of-fit indicedessribed above. These indices,

and the levels summarised in this table will beduk® the purpose of the present

study, in order to reach a meaningful conclusiagyarding model fit. Furthermore, the

results of the indices will be provided in thisrfaat.

TABLE 3.8

SUMMARY OF GOODNESS-OF-FIT INDICES TO BE USED

ABSOLUTE FIT MEASURES

Minimum Fit Function Chi-Square

A non-significant result indicates model fit

Normal Theory Weighted Least
Chi-Square

A non-significant result indicates model fit

X/df

Values between 2 and 5 indicate good fit

Root Mean Square Error of
Approx. (RMSEA)

Values of 0.08 or below indicate acceptable fit, l@v 0.05 indicate good
fit, and values below 0.01 indicate outstanding fit

P-Value for Test of Close Fit
(RMSEA < 0.05)

Values > 0.05 indicate good fit

90% Confidence Interval for
RMSEA

This is 90% confidence interval of RMSEA testing theloseness of fit
(i.e., testing the hypothesis j RMSEA < 0.05)

Expected Cross-Validation Index
(ECVI)

Lower values indicate better fitting models

90% Confidence Interval for ECVI

This is 90% confidence interval for ECVI

Root Mean Square Residual
(RMR)

Lower values indicate better fit with values below @8 indicative of good
fit

Standardised RMR

Lower values indicate better fit with values less tha 0.05 indicating good
fit

Goodness of Fit Index (GFI)

Values closer to 1 and0.90 represents good fit

INCREMENTAL FIT MEASURES

Normed Fit Index (NFI)

Values closer to 1 indicate better fit with values .90 indicative of good
fit

Non-Normed Fit Index (NNFI)

Higher values indicate beter fit with values >0.90 indicative of good fit

Adjusted Goodness of Fit (AGFI)

Values closer to lindicate better fit with values €.90 indicative of good
fit

Comparative Fit Index (CFI)

Values closer to lindicate better fit with values €.90 indicative of good
fit

Incremental Fit Index (IFI)

Values closer to lindicate better fit with values €.90 indicative of good
fit

Relative Fit Index (RFI)

Values closer to lindicate better fit with values €.90 indicative of good
fit

PARSIMONIOUS FIT MEASURES
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Parsimony Normed Fit Index Values closer to lindicate better fit with values >@0 indicative of good
(PNFI) fit

Parsimony Goodness of Fit Index | Values closer to lindicate better fit with values €.90 indicative of good
(PGFI) fit

3.8 SUMMARY

The present study aimed to explicate the influenEediversity complexity and
emotional intelligence on the attitude towards diitg in organisations. In order to
achieve this aim, the research questions and tigegquent research hypotheses were
discussed in Chapter's 1 and 2. In this chapterrélsearch methodology of the study
was explicated. This included stating the stati$titypotheses, details pertaining to
the measurement instruments used, as well asdtistisal analyses performed on the
resultant data. The results of the research wilbtesented in the subsequent chapter

(Chapter 5), followed by the interpretation of taessults (Chapter 6).
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CHAPTER 4
RESEARCH RESULTS

4.1 INTRODUCTION

The theoretical model has been derived from tleeditire and in accordance with the
proposed relationships between the latent variafolepicted in Figure 3.1); specific

statistical hypotheses were subsequently formuldtkd purpose of this chapter is to
report the results of the statistical analyses tisethe testing of the hypotheses. This
chapter begins by presenting the treatment of ngssalues and the results of the
item and dimensionality analyses performed in otdeestablish the psychometric

integrity of the indicator variables used to représthe various latent variables.

Thereafter, the results of the tested hypotheses reported, as based on the
procedures outlined in the previous chapter. Ththateused to test each hypothesis
is specified and the results tabulated. The chapteoncluded with a summary of the

study’s results.

4.2 MISSING VALUES

Given the flexible format of the Reaction-To-Divéydnventory that permitted
participants the freedom to circle only those wotlsy associated with diversity
complexity, missing values did not present a pnobleith regard to this particular
scale. However, missing values did present a mproblem, with regard to the
Cultural Diversity Beliefs Scale and the Genos \W&hich needed to be addressed
before evaluation of the data could proceed. Atikedly small number of respondents
failed to respond to any individual item, howewge fact that missing values were
present in the data, implied that they needed tdeladt with accordingly. The number
of missing values, due to omission or inabilityréspond to, for the CDBS and the

Genos El are indicated in Table 4.1 and Table éspectively.
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TABLE 4.1
DISTRIBUTION OF MISSING VALUES FOR THE CDBS

Number of Missing Values  Number of Respondents

1 11

2 7

3

4 1
TABLE 4.2

DISTRIBUTION OF MISSING VALUES FOR THE GENOS El

Number of Missing Values  Number of Respondents

<5 7
6 16
7 21
8 11
9 8
10 3
11 3
12 1

Although there are a number of options one coulegmtally make use of to solve
this problem of missing values, it was agreed th@tmost satisfactory solution would
be to use imputation by matching procedure, avislad PRELIS, as a method to
solve the problem as it normally appears to bes#iest most conservative procedure
(Spangenberg & Theron, 2004). Imputation by magghiefers to a process of
substituting real values for missing values. Thessimig values are replaced by
substitute values, which in turn, are derived frome or more other cases that have a

similar response pattern over a set of matchin@bbas (Theron, 2008).

One would ideally want to use matching variableat thvill not be used in the

confirmatory factor analysis; however this is getigrnot the case. As a result, the
first step was to identify the subset of variabtesis that are least plagued by the
missing values problem. In this case, the decigias made to use variables with four

or less missing values to serve as matching vasaflhe subsequent PRELIS run on
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the reduced item set proved to be effective inisglthe missing value problem as
the effective sample size is appropriate. If afteputation, cases still contained
missing values, they were eliminated. With regarthe CDBS, after imputation, 239
cases with observations on all 3 dimensions rerdainethe validation sample.

Similarly, after imputation, the Genos El repor2V cases with observations on all

7 dimensions in the validation sample.

4.3 ITEM ANALYSIS

In order to ensure that the measurement scales rd#grate acceptable levels of
internal reliability and construct validity, itermalysis was performed on the three
superordinate scales of the measuring instrumgntsidans of SPSS (Version 17).
Coefficient alpha values were calculated to deteemivhether the superordinate
scales and the subordinate scales were internalbgistent. An item was found

reliable according to the standards set out by btadh(2004), where a reliability

score of less than 0.6 indicates a lack of intecoalsistency. For the purpose of this
study, coefficient alphas greater than 0.60, weus tleemed internally consistent and
reliable. Reliability values below 0.60 will not Eecepted and will consequently
qualify for elimination. Moreover, item-total cota¢éions found to be greater than
0.20 were deemed acceptable (Nunnally, 1978), wtdhas that revealed item-total

correlations below 0.20 were regarded as unacclepsaol consequently qualified for

elimination.

A decision was made to refrain from removing po@mis at this stage of the
analyses. Instead, the results of the reliabilitglgsis were used as an opportunity to
flag potentially poor items. Only after factor ays$ was conducted on the various
dimensions of the measuring instruments for thislst did the notion of removing
items become plausible. The reliability result®ath sub-scale, comprising all items,
are presented in the subsequent sections. Only thfterefined sub-scale structures
had been identified (via CFA and EFA proceduresjs vthe reliability analysis

repeated without the identified poor items.
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43.1 Réliability Analysis; CDBS

Tables 4.3 to 4.9 present the results of the Crdnbaalpha and item-total
correlations for the CDBS sub-scales. The CDBSimalty consisted of 23 items that
related to each of the three subordinate scaledyinga Individual Differences,
Diversity as a Competitive Advantage and Toleratmeards Affirmative Action.
Each of the three CDBS sub-scales was subjectiéehtcanalysis.

4311 Reliability Results: Competitive Advantage

Table 4.3 presents the reliability results for tbempetitive Advantage (CAsub-
scale. The coefficient alpha for the total competidvantage variable was found to
be 0.439. This value did not meet the required dutoff score. Consequently, a
decision was taken to identify problematic itematthould be contributing to the
decreased reliability of the sub-scale. As candensn Table 4.3, ltem 1 appears to
be somewhat of a poor item. The relative magnitafidhe corrected item-total
correlation (-0,011) and the increase in scale alafiected by the removal of this
item (0,439 to 0,612) suggested that this was ootessfully reflecting the same
underlying latent variable than the majority of tiiems in the sub-scale were

reflecting. Consequently, this item was flagge@d @®or item.

TABLE 4.3
RELIABILITY OF COMPETITIVE ADVANTAGE

CA Scale Scale Corrected Cronbach's
(Items) Mean if Variance if Item-Total Alpha if
Item Deleted Item Deleted Correlation Item Deleted
Item1 19.81 11.154 -.011 .612
Item8 18.43 11.017 .208 .399
Item9 18.31 9.936 .362 .295
Item13 18.40 9.690 .356 .293

ltem17 18.48 10.098 .372 .295
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The reliability results of the finatems comprising the refined CA sub-scale, after
factor analysis (refer to section 4.4.1.1) was quened on the sub-scale items, is
presented in Table 4.4.
TABLE 4.4
RELIABILITY OF THE REFINED COMPETITIVE ADVANTAGE SU B-SCALE

CA Scale Mean if Scale Corrected Cronbach's
(Items) item Deleted Variance if Item-Total Alpha if ltem
Item Deleted Correlation Deleted
Item8 14.88 7.291 .355 .569
Item9 14.76 6.766 455 494
Item13 14.85 7.067 .352 574
lteml17 14.93 7.216 411 .529
4.3.1.2 Reliability Results: Valuing Individual Differences

The reliabilities for each item comprising the Maly Individual Differences subscale
were calculated and are provided in Table 4.5. ddedficient alpha for the total VID
sub-scale was 0.776. This construct was thus deeeli@dble for the purpose of the
study as it exceeded 0.60. With regard to the &Bnst comprising the/aluing
Individual Differences (VIDyub-scale, Item 16 was identified as an item liwaers
the homogeneity of the scale and was subsequdaggdd as problematic. Although
the item was not removed from the sub-scale, trasa to flag this item was
justified by the relative magnitude of the correcteem-total correlation (0,176) and
the increase in scale alpha affected by the renufuthis item (0,776 to 0,796).

TABLE 4.5
RELIABILITY OF VALUING INDIVIDUAL DIFFERENCES

VID Scale Scale Corrected Cronbach's
(Items) Mean if Variance if Item-Total Alpha if
Item Deleted Item Deleted Correlation Item Deleted
Item2 55.23 49.092 .528 752
Iltem3 55.86 48.442 .348 .768
Item4 55.47 48.047 454 .756
Item6 55.38 49.008 .399 761
Item7 55.06 50.204 .392 763
Item12 55.72 48.515 .352 767

Item14 55.21 49.176 .587 749
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Item16 56.63 50.031 176 .796
Item18 55.48 48.445 450 .756
Item19 55.43 47.780 .547 .748
ltem21 55.54 47.784 .503 751
Item23 55.81 44.889 493 751

The final reliability results of the items compnigithe refined VID sub-scale, after
factor analysis (refer to section 4.4.1.2) was quened on the sub-scale items, is

presented in Table 4.6.

TABLE 4.6
RELIABILITY OF THE REFINED VALUING INDIVIDUAL DIFFE RENCES SUB-
SCALE

VID Scale Mean if Scale Corrected Cronbach's

(Items) item Deleted Variance if Item-Total Alpha if ltem
Item Deleted Correlation Deleted
ltem2 36.09 23.920 445 .740
Item7 35.92 24.087 .378 .749
Item12 36.58 22.337 377 .755
Item14 36.07 23.245 .601 .720
Item18 36.34 22.742 447 .738
Item19 36.29 21.936 501 714
ltem21 36.40 22.350 494 .730
Item23 36.68 20.576 .455 .743
4313 Reliability Results: Tolerance towards Affirmative Action

With regard to the tolerance towards affirmativic@acdimension, the final sub-scale
of the CDBS, the coefficient alpha for the totdetance towards affirmative action
variable was reported to be 0.547. This alpha velumlow the required 0.60 cut-off
score, and thus implies that the sub-scale is iabtel Upon further inspection of the
reliability results for each sub-scale item, Itefnand 11 were identified as items that
lower the homogeneity of the scale. The resultthefreliability analyses for Items 5
and 11 illustrated that the relative magnitudehef torrected item-total correlation
(0,138 and 0,039 respectively) and the increaseate alpha affected by the removal
of these items (0,547 to 0,574 and 0,547 to 0,&3pactively) justified the need to
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flag these potentially poor items. Table 4.7 presidhe reliability coefficients for the

tolerance towards affirmative action sub-scale gem

TABLE 4.7
RELIABILITY OF TOLERANCE TOWARDS AFFIRMATIVE ACTION

AA Scale Mean  Scale Variance Corrected Cronbach's

(Items) if ltem if Item Deleted Item-Total Alpha if ltem
Deleted Correlation Deleted

Item5 21.69 23.953 .138 574
Iltem10 19.88 21.404 401 452
Item11 20.87 25.399 .039 .621
Item15 21.05 19.264 444 419
Item20 19.81 21.019 485 421
Item22 20.64 21.773 .336 480

The final reliability results of the items compngithe refined AA sub-scale, after
factor analysis (refer to section 4.4.1.3) was qrened on the sub-scale items, is

presented in Table 4.8

TABLE 4.8
RELIABILITY OF THE REFINED TOLERANCE TOWARDS AFFIRM  ATIVE
ACTION SUB-SCALE

AA ) Scale Corrected Cronbach's
Scale Mean if Vari " | Total Alohaf |
ariance i tem-Tota a if ltem
(Items) Item Deleted ) P
Item Deleted Correlation Deleted
Item10 12.86 12.790 .510 .612
ltem15 14.04 12.401 404 .687
Item20 12.79 12.792 573 .601
Iltem22 13.62 12.871 454 .647

It is important to document the current study’s nwastandard deviations and
reliability statistics for the CDBS after poor itemvere removed. It is clear from
Table 4.9 that a satisfactory level of reliabilfty> 0.60) was found for the subscales
of the refined CDBSAIthough the values presented in the Table 4.9tlaeefinal

reliability results for the refined CDBS, it is momended that section 4.4 be referred
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to as it provides an in-depth discussion into thecedure of factor analysis and the

reasons for the removal of certain items.

TABLE 4.9
THE CURRENT STUDY’S MEANS, STANDARD DEVIATIONS
AND RELIABILITY STATISTICS FOR THE REFINED CDBS

Number of

Cultural Diversity Belief Standard o Cronbach’
) ) Means o Iltems in Final
Dimensions Deviations Alphas
Scale
Valuing Individual Differences 41.48 5.349 8 761
Competitive Advantage 19.81 3.340 4 .612
Affirmative Action 17.77 4.529 4 .695

4.3.2 Reliability Analysis: Genos El

The Genos El originally comprised of seven subes;atach containing 10 separate
empirical indicators (items). In order to determiifiehe measuring instrument is
internally consistent, a reliability analysis wasrformed separately on each of the
sub-scales. Tables 4.10 to 4.24 presents the sesfulbhe Cronbach’s alpha and item-
total correlations for each of the seven GenosuBlscales namely, Emotional Self
Awareness, Emotional Expression, Emotional Awarenes Others, Emotional
Reasoning, Emotional Self Management, Emotional adement of Others and
Emotional Self Control. If a poor item emerged aftee reliability analysis, it was
only flagged rather than deleted as all items néddeundergo a factor analysis

procedure.

4321 Reliability Results: Emotional Self Awareness (ESA)

The reliability results for the ESA sub-scale (retfe Table 4.10) appears to meet the
reliability criteria as the total scale alpha ipoged to be 0.652. As indicated, all
items appear to have item-total correlations > 0@%cept for Item 9 (0.197).

However, given that item 9’s item-total correlatisnonly marginally below the cut-
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off value of 0.20, and the insignificant increasalpha, should this item be deleted, it

was decided to not consider the item for deletion.

TABLE 4.10
RELIABILITY OF EMOTIONAL SELF AWARENESS (ESA)

ESA Scale Mean if Scale Corrected Cronbach's

(Items) item Deleted Variance if Item-Total Alpha if Item
Item Deleted Correlation Deleted

Item 1 35.04 18.240 .259 .638
Item 2 35.27 17.047 341 .622
Item 3 35.42 17.228 .348 .621
Item 4 35.54 17.097 .294 .633
Item 5 35.20 16.533 .458 .598
Item 6 35.26 17.245 .369 .617
Item 7 35.61 17.018 274 .639
Item 8 35.43 17.593 .342 .623
Item 9 35.73 18.086 197 .653
Item 10 35.04 18.388 .319 .629

The final reliability results of the items compngithe refined ESA sub-scale, after
factor analysis (refer to section 4.4.3.1) was grened on the sub-scale items, is

presented in Table 4.11

TABLE 4.11
RELIABILITY OF THE REFINED ESA SUB-SCALE

ESA Scale Mean Scale Corrected Cronbach's

(Items) if ltem Variance if Item-Total Alpha if Item
Deleted Item Deleted Correlation Deleted

Item 1 27.82 12.725 .302 .645
Item 2 28.05 11.654 .387 .624
Item 3 28.20 12.145 .340 .637
Item 4 28.32 11.878 .305 .649
Item 5 27.98 11.216 517 .590
Item 6 28.04 12.295 .338 .637
Item 8 28.21 12.317 .361 .631

Item 10 27.82 13.206 .301 .646
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4.3.2.2 Reliability Results: Emotional Expression (EE)

With regard to the EE subscale, the coefficienthalfor the entire variable was

reported to be 0.707. This construct was thus ddeneéble for the purpose of the

study as it exceeded 0.60. However, Item 3 wastiftehas an item that lowers the

homogeneity of the scale and was subsequentlydthgg a potentially poor item, the
relative magnitude of the corrected item-total etation (0,119) and the increase in
scale alpha affected by the removal of this iten¥@®@ to 0,732) proved to be

unacceptable The result of the reliability analy&is the EE subscale, is presented in
Table 4.12 below.

TABLE 4.12
RELIABILITY OF EMOTIONAL EXPRESSION

EE Scale Mean Scale Corrected Cronbach's

(Items) if ltem Variance if Item-Total Alpha if Item
Deleted Item Deleted Correlation Deleted

Item 1 33.17 22.466 421 .675
Item 2 33.08 21.908 .358 .687
Item 3 33.01 24.546 119 732
Item 4 32.92 21.938 471 .666
Item 5 32.58 22.812 452 .672
Item 6 32.54 23.563 .368 .685
Item 7 33.11 22.635 414 .676
Item 8 32.79 23.540 .350 .687
Item 9 33.22 22.339 .347 .688
Item 10 33.04 22.227 447 .670

The final reliability results of the items compngi the refined EE sub-scale, after
factor analysis (refer to section 4.4.3.2) was grened on the sub-scale items, is

presented in Table 4.13

TABLE 4.13
RELIABILITY OF THE REFINED EMOTIONAL EXPRESSION SUB -SCALE
EE Scale Mean Scale Corrected Cronbach's
(Items) if ltem Variance if Item-Total Alpha if Item
Deleted Item Deleted Correlation Deleted

Item 1 29.58 19.440 490 .693
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ltem 2 29.49 19.997 299 732
ltem 4 29.32 19.424 478 695
ltem 5 28.99 20.267 458 701
ltem 6 28.94 20.641 421 707
ltem 7 29.52 19.759 463 698
ltem 8 29.19 21.038 344 718
ltem 9 29.62 20.262 302 729
Item 10 29.45 19.579 469 697
4.3.2.3 Reliability Results: Emotional Awareness of Others (EAO)

The 10 items comprising the EAO sub-scale undenaemaiability analysis in order
to assess the internal consistency of the sub-stalde 4.14 illustrates the results of
the reliability analysis for the EAO subscale. Twerall reliability coefficient for this
subscale was reported to be 0.627, crediting tinstoact as reliable for the purpose
of this study. Item 3 was identified as a problém@ém as the relative magnitude of
the corrected item-total correlation (0.167) anal iticrease in scale alpha affected by
the removal of this item (0.627 to 0.637) justifibe flagging of this potentially poor
item.

TABLE 4.14
RELIABILITY OF EMOTIONAL AWARENESS OF OTHERS (EAO)

EAO Scale Mean Scale Corrected Cronbach's

(Items) if ltem Variance if Item-Total Alpha if ltem
Deleted Item Deleted Correlation Deleted

Item 1 33.46 16.665 .251 .612
Item 2 33.91 16.390 .225 .620
Item 3 33.66 16.734 .163 .637
Item 4 33.61 15.561 470 .567
Item 5 33.38 16.297 321 .597
Item 6 33.68 16.093 .238 .618
Item 7 33.46 16.258 .280 .606
Item 8 33.46 16.207 .376 .587
Item 9 33.24 16.147 .398 .583
Item 10 33.65 16.481 .335 .595

The final reliability results of the items compnigithe refined EAO sub-scale, after
factor analysis (refer to section 4.4.3.3) was grened on the sub-scale items, is

presented in Table 4.15
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TABLE 4.15
RELIABILITY OF THE REFINED EMOTIONAL AWARENESS OF O THERS SUB-
SCALE
Scale
Scale Corrected Cronbach's
EAO Mean if
Variance if Item-Total Alpha if Item
(Items) Item .
Item Deleted Correlation Deleted
Deleted
Item 1 22.86 9.804 277 .679
Item 4 23.02 9.135 470 .625
Item 5 22.79 9.235 410 .641
Item 7 22.86 9.451 .310 .672
Item 8 22.87 9.326 442 .633
Item 9 22.64 9.307 461 .628
Item 10 23.06 9.590 .388 .647
4.3.2.4 Reliability Results. Emotional Reasoning (ER)

The reliability results of the ER sub-scale repartihat the overall reliability
coefficient for this particular sub-scale was 0.68®on inspection if the reliability
coefficients for each of the 10 sub-scale itemappeared that Items 4 and 10 were
failing to contribute to the internal consistendythe total sub-scale and as such, were
flagged as poor items. The reason for this is basedhe poor results of the
magnitude of the corrected item-total correlationlfems 4 (0.099) and 10 (0.185) as
well as the increase in scale alpha affected byréhoval of these item (Item 4 =
0.638 to 0.660 and Item 10 = 0.638 to 0.728 respyj. See Table 4.16 below.

TABLE 4.16
RELIABILITY OF EMOTIONAL REASONING

ER Scale Mean if Scale Corrected Cronbach's

(Items) item Deleted Variance if Item-Total Alpha if ltem
Item Deleted Correlation Deleted

Item 1 32.95 15.104 .392 .592
Item 2 3291 15.386 406 .590
Item 3 32.50 15.488 442 .585
Item 4 33.27 17.300 .099 .660
Item 5 3291 14.949 .529 .566
Item 6 33.13 15.029 438 .582
Item 7 3291 14.796 .458 577

Item 8 32.73 16.401 .395 .600
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Item 9 32.76 16.664 .326 611
Item 10 34.00 19.686 -.185 .728

The final reliability results of the items compngi the refined ER sub-scale, after
factor analysis (refer to section 4.4.3.4) was grened on the sub-scale items, is
presented in Table 4.17

TABLE 4.17
RELIABILITY OF THE REFINED EMOTIONAL REASONING SUB- SCALE

ER Scale Mean Scale Corrected Cronbach's
(Items) if ltem Variance if Item-Total Alpha if Item
Deleted Item Deleted Correlation Deleted
Item 1 15.65 5.068 463 .625
Item 2 15.61 5.519 415 .645
Item 3 15.20 5.575 .465 .623
Item 5 15.60 5.588 455 .627
Item 8 15.43 6.212 410 .649
4325 Reliability Results: Emotional Self Management (ESM)

With regard to the reliability analysis of the ESMbscale, the overall coefficient
alpha was reported to be 0.652, indicating thermatieconsistency of the construct in
general. However, upon closer inspection, Item Peaped to have a very low
corrected item-total correlation (0.091) and a nmalgincrease in scale alpha if
removed (0.652 to 0.678). Thus, Item 3 was flagaea potentially poor item. The

results are presented in Table 4.18.

TABLE 4.18
RELIABILITY OF EMOTIONAL SELF-MANAGEMENT

ESM . Scale Corrected Cronbach's
Scale Mean if ) " | Ioha if
Variance i Item-Total Alpha if Item
(tems) Item Deleted ) P
Item Deleted Correlation Deleted
Iltem 1 33.16 17.903 .305 .631
ltem 2 32.30 17.840 .439 .602
Item 3 33.35 20.042 .091 .678
Item 4 32.81 17.979 .407 .608

Item 5 32.86 18.866 .280 .634
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Item 6 32.47 18.284 464 .602
Item 7 32.35 19.145 297 .631
Item 8 32.62 18.643 .304 .629
Item 9 32.73 18.274 413 .609
Item 10 32.81 19.123 .245 .642

The final reliability results of the items comprnigithe refined ESM sub-scale, after
factor analysis (refer to section 4.4.3.5) was grened on the sub-scale items, is

presented in Table 4.19

TABLE 4.19
RELIABILITY OF THE REFINED EMOTIONAL SELF MANAGEMEN T SUB-
SCALE

Scale Mean Scale Corrected Cronbach's

(Iiasml\i) if ltem Variance if Item-To.taI Alpha if Item
Deleted Item Deleted Correlation Deleted
Item 2 26.04 12.558 .458 .626
Iltem 4 26.54 12.775 .408 .638
Iltem 5 26.60 13.301 313 .662
Iltem 6 26.21 12.707 .534 .613
Iltem 7 26.09 13.627 .322 .658
Iltem 8 26.36 13.706 247 .678
Iltem 9 26.47 13.064 410 .638
Item 10 26.54 13.419 .292 .667
4.3.2.6 Reliability Results: Emotional Management of Others (EMO)

In terms of the EMO sub-scale, the total coeffitialpha value was reported to be
0.734. One item (Item 2) comprising the sub-scabes wowever, identified as a
potentially poor item. The decision to flag thignt was based on the relative
magnitude of the corrected item-total correlatiOnl$3) and the increase in scale
alpha affected by the removal of this item (0.78401752). Table 4.20 tabulates the

sub-scale reliability results.
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TABLE 4.20
RELIABILITY OF EMOTIONAL MANAGEMENT OF OTHERS

EMO Scale Mean if Scale Corrected Cronbach's

(Items) item Deleted Variance if Item-Total Alpha if ltem
Item Deleted Correlation Deleted

Item 1 33.29 21.350 484 .703
Item 2 33.70 22.633 .153 752
Item 3 33.55 20.816 427 707
Item 4 33.45 21.570 .307 726
Item 5 33.54 20.504 .538 .693
Item 6 33.95 20.188 .505 .695
Item 7 33.78 20.062 .554 .688
Item 8 33.81 20.525 496 .697
Item 9 34.03 20.830 .340 722
Item 10 33.89 21.730 .257 .735

The final reliability results of the items compngithe refined EMO sub-scale, after
factor analysis (refer to section 4.4.3.6) was grened on the sub-scale items, is
presented in Table 4.21.

TABLE 4.21
RELIABILITY OF THE REFINED EMOTIONAL MANAGEMENT OF OTHERS
SUB-SCALE
Scale Mean Scale Corrected Cronbach's
EMO if Item Variance if Item-Total Alpha if Item
(Items) ]
Deleted Item Deleted Correlation Deleted
ltem 1 26.00 16.161 487 .740
Iltem 3 26.26 15.414 .469 741
Iltem 4 26.16 16.483 .286 774
Iltem 5 26.25 15.309 .560 .726
Item 6 26.66 14.862 .551 .726
Iltem 7 26.49 14.802 .595 .719
Iltem 8 26.53 14.860 .593 .719
Iltem 9 26.74 16.211 .270 .782
4.3.2.7 Reliability Results: Emotional Self Control (ESC)

The last and final sub-scale of the Genos El, E&Galed a total coefficient alpha

value of 0.684, which exceeded the minimum cutsafire of 0.60. Of the 10 items
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comprising this sub-scale, Item 8 was flagged ablpmatic and was justified by the
poor magnitude of the corrected item-total correfat(0.101) and the increase in
scale alpha affected by the removal of this iter68@ to 0.706). Table 4.22 presents

the Cronbach’s alpha and item-total correlatiomgtie ESC subscale.

TABLE 4.22
RELIABILITY OF EMOTIONAL SELF-CONTROL

ESC Scale Mean if Scale Corrected Cronbach's

(Items) item Deleted Variance if Item-Total Alpha if ltem
Item Deleted Correlation Deleted

Item 1 32.68 23.438 .289 .670
Item 2 32.91 23.090 .289 .670
Item 3 32.94 19.361 .549 .616
Item 4 32.79 23.055 .326 .665
Item 5 33.43 20.093 478 .632
Item 6 32.73 19.188 .565 .612
Item 7 33.25 23.256 .203 .686
Item 8 34.32 24.107 101 .706
Item 9 33.19 22.559 .326 .664
Item 10 33.09 21.903 .316 .666

The final reliability results of the items compngithe refined ESC sub-scale, after
factor analysis (refer to section 4.4.3.7) was quened on the sub-scale items, is

presented in Table 4.23

TABLE 4.23
RELIABILITY OF THE REFINED EMOTIONAL SELF CONTROL S UB-SCALE
Scale Mean Scale Corrected Cronbach's
EsC if ltem Variance if Item-Total Alpha if Item
(Items) ]
Deleted Item Deleted Correlation Deleted
Item 3 11.19 6.301 .582 .599
Item 5 11.68 6.948 .459 .676
Item 6 10.99 6.224 .594 .592
Item 10 11.34 7.607 374 721

It is important to document the current study’s nwastandard deviations and
reliability statistics for the Genos El after patems were removed. Although the

values presented in Table 4.24 are the final rdifiabesults for the refined Genos El,
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it is recommend that section 4.4 be referred td psovides an in-depth discussion

into the procedure of factor analysis and the nes$or the removal of certain items.

TABLE 4.24
THE CURRENT STUDY’S MEANS, STANDARD DEVIATIONS
AND RELIABILITY STATISTICS FOR THE REFINED GENQOS El

NUMBER
GENOS EI MEANS STANDARD OF ITEMS CRONBACH
DIMENSIONS DEVIATIONS IN FINAL ALPHAS
SCALE
1. Emotional Self-Awareness 32.06 3.896 8 0.663
2. Emotional Expression 33.01 4,954 9 0.732
3. Emotional Awareness of Others 26.68 3.278 7 0.681
4. Emotional Reasoning 19.37 2.846 5 0.684
5. Emotional Self-Management 30.12 4,051 8 0.678
6. Emotional Management of Others 30.16 4.428 8 0.766
7. Emotional Self Control 15.07 3.315 4 0.714

4.3.3 Reliability Analysis: Reaction-To-Diversityinventory

The Reaction-To-Diversity-Inventory comprises twabscales namely, Perceptual
Depth and Perceptual Breadth. Perceptual Depthemssared on two levels: positive
depth of focus (Positive Perceptual Depth) and temyalepth of focus (Negative
Perceptual Depth). In terms of the reliability arsals for the RTDI, separate analyses
were performed on each of the items comprisingtResPerceptual Depth (POS_PD,
Negative Perceptual Depth (NEG_PD) and Perceptuzddh. Tables 4.25 to Table
4.28 tabulate the respective results.

4331 Reliability Results: Positive Perceptual Depth

The reliabilities for each item of the positive peptual depth subscale were
calculated and are provided in Table 4.25. Thefmefit alpha for the total subscale
was 0.923. The relative high internal consistenéytios subscale deemed this

construct reliable for the purpose of the study. fAle of the sub-scale items were
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considered internally consistent and thus, nont@eitems were flagged for potential

deletion.
TABLE 4.25
FINAL RELIABILITY OF POSITIVE PERCEPTUAL DEPTH
Scale M Scale c red Cronbach
cale Mean orrecte
POS_PD ) Variance if Alphas if
(Items) if Item Item-Total
Item Item
Deleted Correlation
Deleted Deleted
1. Positive Behavioural Reactions 11.4160 62.337 .826 .901
2. Positive Emotional Reactions 12.2185 64.247 .769 912
3. Positive Judgements 12.0336 64.556 .793 .908
4. Positive Organisational
11.8824 63.243 .826 .901
Outcomes
5. Positive Personal
12.0126 64.215 .789 .908
Consequences
4.3.3.2 Reliability Results. Negative Perceptual Depth

With regard to the reliability of the items comjmig the Negative Perceptual Depth
sub-scale (refer to Table 4.26 below), the ovecakfficient alpha for the total
subscale was reported to be 0.907. This scale hussdonsidered appropriate. Upon
further investigation, all five of the sub-scalenits appeared to reflect the same
underlying variable. As such no items were flaggegroblematic.

TABLE 4.26
FINAL RELIABILITY OF NEGATIVE PERCEPTUAL DEPTH

Scale Mean Corrected Cronbach's
NEG_PD 1 Scale Variance | Total Albha if |
if ltem tem-Tota pha if Item
(ltems) if Item Deleted )
Deleted Correlation Deleted
1. Negative Behavioural
) 4.2857 27.597 .841 871
Reactions
2. Negative Emotional
) 3.8697 25.717 .853 .867
Reactions
3. Negative Judgements 4.4538 28.983 .763 .888
4. Negative Organisational
4.0714 31.484 .623 .915

Outcomes

5. Negative Personal 3.7059 28.495 .759 .888
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Consequences

4.3.3.3 Reliability Results. Perceptual Breadth

The last and final sub-scale of the RTDI was thhtPerceptual Breadth. This
particular sub-scale assesses complexity on twaldeperceptual breadth in terms of
category breadth and perceptual breadth in terntelbforeadth. The fact that only
two items comprise the sub-scale implies that & @em were to be dropped, it would
not constitute a composite scale any longer. Tted twefficient alpha for this sub-
scale was reported to be 0.606. Although not pa#ity high, this value was within
the decision criteria used to determine if the scdle was in fact reliable.
Furthermore, the item statistics are presentedainlel4.27. It can be concluded that
items comprising this particular sub-scale repreie®n same underlying variable and

thus none of the items are deemed problematic.

TABLE 4.27
FINAL RELIABILITY FOR PERCEPTUAL BREADTH

PERCEPTUAL BREADTH . Scale Corrected Cronbach's
Scale Mean if Vari " | Total Alohaif |
ariance i tem-Tota a if ltem
(Items) Item Deleted ) P
Item Deleted Correlation Deleted
1. Category Breadth 6.45798319 3.853 .668 2
2. Cell Breadth 4.63445378 .528 .668 @

Note*: a* = the value is negative due to a negative ageraovariance among items. This violates
reliability model assumptions.

After examination of each of the RTDI subscales,wiis concluded that the
Cronbach’s alpha values were all above the requiréd cut-off. Thus, each subscale
was considered to be internally consistent andbtdi The current study’s means,
standard deviations and reliability statisticstfue RTDI are presented in Table 4.28.
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TABLE 4.28
THE CURRENT STUDY’'S MEANS, STANDARD DEVIATIONS AND RELIABILITY
STATISTICS FOR THE RTDI

Number of
RTDI Standard Cronbach
) ) Means o Items in Final
Dimensions Deviations Alphas
Scale
1. Positive Perceptual Depth 14.89 9.88 5 0.923
2. Negative Perceptual Depth 5.10 6.59 5 0.907
3. Perceptual Breadth 11.09 251 2 0.606

4.4 EVALUATING THE MEASUREMENT MODELS

LISREL 8.54 (Joreskog & Sorbom, 1996) was usedetrdopm separate confirmatory
factor analyses (CFA) on each of the sub-scaléiseofarious instruments used in this
study. The reason for analysing the various dinerssseparately, were to prevent the
possibility of obtaining inflated indices. The résuof the Confirmatory Factor
Analyses (CFA) are discussed per dimension in tesfmisvo important fit indices
namely, p-value Test of Close Fit and RMSEA, where 0.05 and RMSEA < 0.08
indicate good model fit. After the initial CFA waerformed on all the sub-scale
items, the results would indicate either: (a) tredei would fit poorly, in terms of p-
value Test of Close Fit and/or RMSEA, or (b) thedelowould achieve good fit in
terms of the p-value Test of Close Fit and RMSEAlight of this, different steps

would be taken depending on whether the modeldi good or poor.

Poor Model Fit

If it was found that either of the two important ifidices of the measurement model
were insignificant (i.e., p-value Test of Close €i0.05; RMSEA > 0.08), the model
was therefore said to fit poorly with the dataohder to resolve this problem, thiest
stepwould be to perform an EFA on all the items comsipg the sub-scale. This was
done in order to determine the uni-dimensionalitythee sub-scale, and if possible,
identify items contributing to the lack of cohergnMoreover, the results of the EFA
aided the researcher in ascertaining the degreditch the instruments reflected the
constructs postulated by the original authors.dfpad axis factoring was chosen over

principal components analysis, as the statistiaiutations in the former, allows for
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the presence of measurement error, an intrinsiecaspf research into human
behaviour (Stewart, 2001). Tabachnick and Fid€lD@) suggest that oblique rotation
be used when the underlying factors are believeaetaorrelated, which is the case
with the current scales. Moreover, the scree pidtthe eigenvalue-greater-than-unity

rule of thumb were used to determine the numbéaaibrs to extract.

Thesecond stepvould be to identify poor items, and subsequeelityinate any item
as per the EFA decision criteria listed below. Teeision rules for determining the
criteria for the removal of an item, the items a&ssting with each factor, and the

number of factors to be extracted were as follows:

An item will be excluded if their factor loadingseanot > .30 on any factor

(Pallant, 2001).

- An item will be excluded if it loads > .30 on mattean one factor and the
difference between the two loadings is < .25.

- Items will be excluded if their loadings displaynceptual incoherence with
the meaning of the factor, thus decreasing thensfige utility of the final
solution (Tabachnick & Fidell, 1996).

— According to Kaiser's (1961) criteria, the numbérfactors to be extracted
should not be more than the number of eigenvalue96 (Pallant, 2007).

- Each dimension will be required to have at leastr for more items that

successfully represent the respective latent vigridbit should occur that, for

instance, the majority of items load on the filsttbr, and four or less items
load on the second factor a decision will be madeedlete the four or less

items loading on the second factor.

Using these decision rules as criteria for deletarg item, poor items could be
detected and removed from the respective sub-s€er items should also be
examined in terms of the previously flagged itemthe reliability analysis. Thihird

step entailed that a further CFA be performed on thediffexd sub-scale structure.
Model fit was again evaluated in terms of the pseallest of Close Fit and the
RMSEA. If it was found that model fit had been asied, the next step could be
performed. Thefourth steprequired that each item be evaluated in termstf i
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completely standardised factor loadings (LAMBDA-XYhis matrix can be

interpreted as the regression slopes of the ragresd the standardised indicator
variables on the standardised latent variable. Gbeapletely standardised factor
loadings therefore indicate the average changeeespd in standard deviation units
in the indicator variable associated with one séaddieviation change in the latent
variable. Items would need to reach the >0.30 lesglired to indicate that the item
successfully contributes to the coherency of tHesale. If it was found that all the
remaining items loaded significantly (>0.30) on tagent variable, the factor analysis
procedure was then completed. If however, an iters found to have an insignificant
factor loading, the item was to be deleted. Theeeafurther CFA's were to be

performed on the refined sub-scale items untilitglins demonstrate satisfactory

factor loadings.

Good Model Fit

If it was found that both of the required fit ind& of the measurement model were
significant (i.e., p-value Test of Close Fit > 0.68VSEA < 0.08), the good model fit
was said to be achieved. The next step entailddetiwhn item be evaluated in terms of
its completely standardised factor loadings (LAMBD} with acceptable items
having reached the >0.30 level required to indicttat the item successfully
contributes to the coherency of the sub-scalet Was found that all the remaining
items loaded significantly (>0.30) on the latentiaile, the factor analysis procedure
was then completed. If however, an item was fountidve an insignificant factor
loading that item was subsequently deleted. Thexeafurther CFA’'s were to be
performed on the refined sub-scale items ualilitems demonstrate satisfactory

factor loadings.

4.4.1 Investigating Measurement Model Fit of the ODBS

CFA was firstly carried out on the participant'spenses to the CDBS developed by
Rentsch et al. (1995). A decision was made to pereparate CFA’s on each of the
three different sub-scales of the CDBS, with ahis included, in order to assess
whether the measurement model adequately fits dke loly testing the hypotheses of
close fit [Hhiy RMSEA< 0,05] and exact fit [tla RMSEA = 0] (null hypothesis is
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rejected if p<0,05). The analyses performed onthinee sub-scales of the CDBS are

presented and discussed below.

4.4.1.1 Evaluating the Measurement Model Fit of Competitive Advantage

With regard to the Competitive Advantage (CA) subis of the CDBS, a CFA was
performed on all five items comprising this scdlbe resultant path diagram of the
fitted measurement model is presented in Figure Ydon inspection of the CFA
results, it appeared that good model fit had bebtiesed (p-value Test of Close Fit =
0.16; RMSEA = 0.080).

100 [teml

0.1 [temb

0_.54%=  Ttemd

o.sz*= [teml3

o.s5*= [teml?

Chi-dgquare=12.47, df=5, P-value=0.0Z853, RMIEA=0.080

FIGURE 4.1
MEASUREMENT MODEL OF COMPETITIVE ADVANTAGE

However, with regard to the completely standardifsedor loadings, Item 1 had a
loading of only 0.01 on the latent variable. Thaused a concern as it had also
previously been flagged as a potential poor itertrerathe reliability analysis.
Consequently, the poor factor loading of Item Xtijied its deletion and a further
CFA was performed on the remaining items. The tesafl the second CFA revealed
good model fit in that the p-value Test of Close (Bi33) and the RMSEA (0.059)
indicated that the null hypothesis of close fit risjected, implicating that the
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measurement model closely fits the data. The caelylstandardised LAMBDA-X
matrix, reflecting the regression of & &; is used to evaluate the significance of the
factor loadings hypothesised by the proposed CAsnorement model of the CDBS
and is presented in Table 4.29. Significant indicdbadings provided validity

evidence in favour of the indicators (Diamantopaslé Siguaw, 2000).

The results of the LAMBDA-X matrix, with Item 1 otted, indicate that all proposed
first-order factor loadings are significant (p<0.09his means that none of the
existing paths in the model appear to be redundantl all items appear to
significantly reflect the dimension they were desid to represent. Consequently,
there was no need to further analyse the CA sule;saa measurement model fit had
been achieved, and all items had significant fatbadings. The goodness-of-fit
indices of the CA sub-scale are presented in Tadl2.

TABLE 4.29
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF INED
COMPETITIVE ADVANTAGE SUB-SCALE

CA
[tenB 0.44
[tend 0.68
Itenl3 0. 43
Iteml? 0. 59

4.4.1.2 Evaluating the Measurement Model Fit of Valuing I ndividual Differences

With regard to the Valuing Individual Difference¥lD) sub-scale of the CDBS, a
CFA was performed on all 12 items comprising tluals. The resultant path diagram
of the fitted measurement model is presented imr€ig.2. Upon inspection of the
CFA results, it appeared that the data fits theehpdorly (p-value Test of Close Fit
= 0.00042; RMSEA = 0.085). Both indices indicatattthe null hypothesis of close
fit is rejected, which in turn, indicate that thede! is invalid.
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FIGURE 4.2
MEASUREMENT MODEL OF VALUING INDIVIDUAL DIFFERENCES

Due to the fact that poor fit had been achieved,décision was made to analyse the
sub-scale data further by performing an EFA ortladl sub-scale items using SPSS.
Prior to performing the EFA, the measures of samgpéidequacy had to be evaluated
to determine whether the correlation matrix for tteens comprising the sub-scale
was suitable for factor analysis. In this casetdiaanalysis could be performed on the
data as indicated by a KMO value of 0.804 and with Bartlett's Test of Sphericity
reaching statistical significance at 0.000 (Appr@hi Square = 698.701; df = 66).
The anti-imagine correlation matrix also showedtlf KMO values for individual
items being above 0.5 and an examination of theelaion matrix revealed
numerous coefficients above 0.30. The applicatibithe eigenvalues-greater-than-
unity rule indicated that two factors underlie thieserved correlation matrix for the

VID subscale as two eigenvalues >1.0 was obtaiibd.eigenvalues were found to



138

be: eigenvalues one = 3.877 and eigenvalues twd#1 The results of the factor

loadings for the VID sub-scale are depicted in €ahBO.

TABLE 4.30
FACTOR LOADINGS FOR VID SUB-SCALE FOR CDBS
(ROTATED FACTOR MATRIX)

Factor

1 2
Item2 317 -751
Item3 204 -.477
Iltem4 189 -.773
Iltem6 273 -.549
Item7 .364  -.379
ltem12 451 -.204
ltem14 694  -.420
Iltem16 .380 .049
Iltem18 607  -.244
Item19 .646  -.393
ltem21 .b55  -.370
Iltem23 430  -.446

Extraction Method: Principal Axis Factoring.
Rotation Method: Oblimin with Kaiser Normalization.
Rotation converged in 16 iterations.

Table 4.30 illustrates that Items 7, 21 and 23stoads on both Factors, in that they
load > .30 on more than one factor and the diffeeemetween the two loadings is <
.25. Although the decision criterion for possibldalion states that complex items are
to be deleted, a decision was made to examine ehdhe complex items and
determine whether it made conceptual sense to reri@/specific items. As a result
of this, the researcher decided that none of teatifled complex items should be
removed as it did not make conceptual sense to ventttem from the sub-scale.
However, upon inspection of the remaining items, litadings of Items 3, 4 and 6
tended to display conceptual incoherence with theammg of the factor, thus
decreasing the scientific utility of the final sbtin. Consequently, these items were
subsequently removed from the sub-scale. A furl@tek was performed on the items,

omitting Items 3, 4 and 6, in hope of achieving sugament model fit.
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Upon inspection of the respective CFA fit indicemdel fit had in fact been achieved
(p-value Test of Close Fit = 0.36; RMSEA = 0.05bhe model can thus be said to
display good fit with the data. However, an exartiora of the completely

standardised factor loadings indicated that Iten{QL87) had failed to significantly

load on the latent variable. Due to the fact thatlet fit had already been achieved,
Item 16 was subsequently deleted simply for theaeahat it had an insignificant
factor loading. The results of the reliability aysas confirm this assumption thus,
further justifying its removal from the sub-scalEhereafter a further CFA was

performed on the remaining eight items.

The results of the subsequent CFA procedure redegded model fit in that the p-
value Test of Close Fit (0.49) and the RMSEA (0)O#4%licated that the null
hypothesis of close fit is not rejected and the snesment model is said to show
close fit. The result of the completely standamdideAMBDA-X matrix of the
proposed VID measurement model is presented ineTal31. The goodness-of-fit

indices of the VID sub-scale are presented in Seecti4.2.

TABLE 4.31
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF INED
VALUING INDIVIDUAL DIFFERENCES SUB-SCALE

VI D

Iten? 0.50
I'tenvy 0.44
[tenl?2 0. 44
Iteml4d 0.71
[teml8 0.55
[teml9 0.70
[tenkl 0.57
ItenR3 0. 50

4.4.1.3 Evaluating the Measurement Model Fit of Tolerance towards Affirmative

Action

With regard to the Tolerance towards Affirmative tida (AA) sub-scale of the
CDBS, a CFA was performed on all six items compgghis sub-scale. The resultant

path diagram of the fitted measurement model isgurted in Figure 4.3.
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FIGURE 4.3
MEASUREMENT MODEL OF TOLERANCE TOWARDS AFFIRMATIVE  ACTION

Upon inspection of the CFA results, it appearedt tthee data fits the model
appropriately (p-value Test of Close Fit = 0.59; 8A = 0.038). However Items 5
(0.14) and 11 (0.00) revealed insignificant fadomdings, which caused concern as
both items had also previously been flagged asnpatepoor items after the
reliability analysis. Consequently, a decision wasde to delete Items 5 and 11 and
to perform a further CFA on the remaining four igerihe results of the second CFA
revealed good model fit in that the p-value TesCuise Fit (0.91) and the RMSEA
(0.00) indicated that the null hypothesis of cld#e is not rejected and the
measurement model is said to show close fit. Thauli® of the completely
standardised LAMBDA-X matrix, reflecting the regsemn of X on¢; is presented in
Table 4.32. The goodness-of-fit indices of the Af-scale are presented in section
4.4.2
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TABLE 4.32
COMPLETELY STANDARDISED LAMBDA-X FOR THE REFINED AA  SUB-
SCALE
AA
ItemlO 0.66
I tenl5 0. 48
| tenk0 0.76
| tenR?2 0.56

4.4.2: Goodness-Of-Fit: The Refined CDBS

Having distilled the most meaningful factor struet within the responses of the
present sample, via both CFA and EFA proceduresfitial step in the analysis was
to examine the goodness-of-fit statistics for eathhe final item structures of the
three respective CDBS dimensions. In order to fellgluate the measurement models
fit with the data, it was decided that the most emi@nt absolute and incremental fit
indices be reported. As the theory behind each@ientioned statistics has already
been elaborated on, only the level of goodnesstof-Each dimension is tabulated in

Table 4.33 and is presented in the subsequenbsecti
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TABLE 4.33
CONFIRMATORY FACTOR ANALYSIS FIT INDICES OBTAINED F  OR THE
REFINED CDBS MEASUREMENT MODELS

INDICES VID CA AA
ABSOLUTE FIT MEASURES
X°/df 1.556 1.835 0.175
Root Mean Square Error of Approx. (RMSEA) 0.049 0.059 0.0
P-Value for Test of Close Fit (RMSEA < 0.05) 0.49 0.33 0.91
Root Mean Square Residual (RMR) 0.065 0.050 0.025
Standardised RMR 0.053 0.032 0.0095
Goodness of Fit Index (GFI) 0.95 0.99 1.00
INCREMENTAL FIT MEASURES
Normed Fit Index (NFI) 0.95 0.97 1.00
Non-Normed Fit Index (NNFI) 0.98 0.96 1.00
Adjusted Goodness of Fit (AGFI) 0.91 0.96 0.99
Comparative Fit Index (CFI) 0.98 0.99 1.00
Incremental Fit Index (IF1) 0.98 0.99 1.00
Relative Fit Index (RFI) 0.93 0.91 0.99

Results: Absolute Fit Measures

A comparison of the indices reported in Table 4r8cates that the refined structure
of each respective dimension, presents a good ith the data. In terms of the
Goodness-of-Fit indices, th¢/df ratio (1.585 — 1.835) for the refined measureme
models failed to come close to the 2-5 range, atdie of acceptable fit. Nonetheless,
the RMSEA suggests that the refined measurementelsdd the obtained data
adequately (0.0 — 0.059) as values < 0.08 repregmd model fit. The p-value for
Test of Close Fit (RMSEA < 0.05) is 0.33 — 0.91 éimekefore the null hypothesis of
close fit is not rejected and the various measunémmedels can be said to show close
fitt. The RMR of 0.025 — 0.065 indicates reasonafile however the Valuing
Individual Difference sub-scale appears to margynakceed the 0.08 threshold.
Because the RMR is known to be a somewhat unrelialdex, the standardised RMR
values of 0.0095 — 0.053 is a more stable figund,ia this instance, is indicative of a

good model fit. The GFI values for each of the meament models, is close to 1.0
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(0.95 — 1.0) indicative that good fit has been eedd as each dimension has reached

the > 0.90 level required to indicate good fit.

Results: Incremental Fit Measures

The results of the incremental fit measures indit¢hat, when compared to a baseline
model, all three refined measurement models achi¥le NNFI, IFI, CFI and RFI
indices that are > 0.90, which represents goodThiese relative or comparative
indices therefore, appear to portray a positivéupgcof model fit. The results further

seem to indicate that the model can be ascribetbte than chance.

Conclusion:

For each of the three measurement models of theetefCDBS, the null hypothesis
of exact fit is rejected (1 Z = Z(©)), and the null hypothesis of close fit is not
rejected (K. RMSEA < 0.05). This indicates that each of the separatesarement
models ‘fits’ the data well, in that the model ceeproduce the observed sample
covariance matrix to a degree of accuracy thatlmamexplained solely in terms of
sampling error. Thus, the three respective measmermodels, comprising the
refined CDBS can therefore be said to provide dibte explanation of the observed

covariance matrices.

4.4.3 Investigating Measurement Model Fit of th&enos El

4431 Evaluating the Measurement Model Fit of Emotional Self

Awareness

With regard to the Emotional Self Awareness (ESA)-scale of the Genos El, a
CFA was performed on all 10 items comprising tluals. The resultant path diagram

of the fitted measurement model is presented inrEig.4.
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FIGURE 4.4
MEASUREMENT MODEL OF EMOTIONAL SELF AWARENESS

Upon inspection of the CFA results, it appearedt tthee data fits the model
appropriately (p-value Test of Close Fit = 0.20; 8&A = 0.061). However, Iltems 7
and 9 had completely standardised factor loadifigsly 0.24 and 0.17, respectively.
Although no items had previously been flagged aemally poor items after the
reliability analysis was performed, the fact tha toadings were < 0.30 caused much
concern around the scientific utility of the prdirag factor structure. Consequently, a
decision was made to remove Items 7 and 9 and rperdosubsequent CFA on the
remaining eight items of the ESA sub-scale in otdeassess whether acceptable fit

could now be achieved.

The results of the second CFA revealed a p-valu dkClose Fit (0.11) and the
RMSEA (0.071) indicative that the null hypothesisctose fit is not rejected and the
measurement model is said to show close fit. Thault® of the completely

standardised lambda-X matrix reflecting the regogs®f X; on §; is presented in
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Table 4.34. The results of the fit indices for fimal ESA structure are presented in

section 4.4.4.
TABLE 4.34
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF INED ESA
SUB-SCALE
ESA
Iltem1 0. 35
Iltem 2 0. 50
Iltem 3 0. 46
Iltem 4 0. 35
Iltem5 0. 68
Item 6 0.41
Item 8 0. 46
Item 10 0. 35

4.4.3.2 Evaluating the Measurement Model Fit of Emotional Expression

With regard to the Emotional Expression (EE) suflssof the Genos EI, a CFA was
performed on all 10 items comprising this scalee Tasultant path diagram of the
fitted measurement model is presented in Figure fitle CFA results appear to
indicate that the data fails to fit the measurenmeodlel. Despite the RMSEA (0.076)
falling within the required threshold, the reasonthis conclusion is that the p-value
Test of Close Fit (0.022) is insignificant and icative that the null hypothesis of

close fit cannot be rejected.
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FIGURE 4.5
MEASUREMENT MODEL OF EMOTIONAL EXPRESSION

Subsequently, the next step was to perform an EfAlbthe items comprising the
sub-scale. Before performing the EFA, the suitgbitif the data for factor analyses
was assessed. In light of this, the correlationrimaévealed numerous coefficients
above 0.30. The KMO value was 0.777, exceedingrésemmended value of 0.60
and the Bartlett's Test of Sphericity reachingistaal significance at 0.000 (Approx.
Chi Square = 394.294; df = 45). The applicatiothef eigenvalues-greater-than-unity
rule indicated that three factors underlie the oles correlation matrix for the EE
subscale as two eigenvalues >1.0 was obtained.eidenvalues were found to be:
eigenvalues one = 2.993 and eigenvalues two = IT4®&e 4.35 presents the results

of the factor loadings for EE.



TABLE 4.35

FACTOR LOADINGS FOR EE SUB-SCALE FOR GENOS El
(ROTATED FACTOR MATRIX)

Factor

1 2
Item 1 .632 .033
Item 2 .294 466
Item 3 -.030 747
Item 4 .547 .263
Iltem 5 .537 .234
Item 6 .540 .049
Iltem 7 .578 .078
Item 8 .386 .219
Item 9 .302 .398
Item 10 577 157

Extraction Method: Principal Axis Factoring.
Rotation Method: Oblimin with Kaiser Normalization.
Rotation converged in 6 iterations.
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Apart from some complex items (i.e. items 2 andt®)n 3 is the only item that loads

strongly on Factor 2Subsequently, Item 3 was removed from the sub-smadka

further CFA was performed on the remaining ninenge Upon inspection of the

second CFA results, it appeared that good modékfit been achieved as the p-value
Test of Close Fit (0.17) and the RMSEA (0.064) wagnificant. This indicated that
the null hypothesis of close fit is not rejected dmus, the measurement model is said
to show close fit. The results of the completebnstardised LAMBDA-X matrix are

shown in Table 4.36. Therefore, it can be assurheduhi-dimensionality has been

achieved and there is no need to further analysed#tta. A full description of the

measurement model fit indices is provided for ictiesm 4.4.4.

TABLE 4.36
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF
SUB-SCALE
EE

Item 1 0.61
Item 2 0.31
Iltem 4 0.56
ltem5 0.54
Item 6 0.53
Item 7 0.57
Iltem 8 0. 39

INED EE
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Iltem 9 0.32
Item 10 0.59

4.4.3.3 Evaluating the Measurement Model Fit of Emotional Awareness of Others

The CFA results of the EAO sub-scale revealed dgatodetween the data and the
measurement model as the p-value Test of Clos® Bi®) and RMSEA (0.053) were
appropriate. However, a concern emerged over tmeplstely standardised factor
loadings for Items 2 (0.21), 3 (0.09) and 6 (0.88) these items failed to load
significantly on the latent variable. Item 3 hadaapreviously been flagged as a poor
item in the reliability analysis. The resultanttpaiagram of the fitted measurement

model is depicted in Figure 4.6.
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FIGURE 4.6
MEASUREMENT MODEL OF EMOTIONAL AWARENESS OF OTHERS

Despite the basic indices indicating acceptab)eafilecision was made to perform a

further CFA on the sub-scale items excluding Itefn8 and 6. Examination of the
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subsequent CFA results indicated that after theovanof Items 2, 3 and 6, good
model fit had been achieved as the p-value Te€lla$e Fit (0.34) and the RMSEA
(0.057) indicated that the null hypothesis of clises not rejected. The results of the
completely standardised LAMBDA-X matrix, reflectinige regression of pon &; is

presented in Table 4.37. The results of the fitdesl for the final EAO structure is

presented and discussed in section 4.4.4.

TABLE 4.37
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF INED EAO

SUB-SCALE
EAO
Iltem1 0. 36
Iltem 4 0.55
ltem5 0.49
Item 7 0. 39
Item 8 0.56
Iltem 9 0. 59
Item 10 0.50

4.4.3.4 Evaluating the Measurement Model Fit of Emotional Reasoning

The initial CFA results of the ER sub-scale (sed¢hpdiagram of the fitted
measurement model depicted in Figure 4.7) revegded fit between the data and the
measurement model as the p-value Test of Clos@Hib) and the RMSEA (0.064)
index is within the acceptable threshold. Althoutje two important fit indices
indicate that model fit has been achieved, exananaif the completely standardised
factor solution revealed that Items 4 (0.10) and@@4) were potentially poor items
as they failed to load significantly on the specikatent variable. Moreover, the

previously reliability analysis had implicated bdtém 4 and Item 10 as poor items.
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FIGURE 4.7
MEASUREMENT MODEL OF EMOTIONAL REASONING

Consequently, a decision was made to delete Itenmendl 10 and perform a
subsequent CFA on the eight remaining items. Afterremoval of ltems 4 and 10,
the CFA results revealed that although the RMSEA significant (0.093), the model
failed to fit the data as the p-value Test of Clége= 0.0045. This implied that the
null hypothesis of close fit could not be reject@dhe failure to reach appropriate
model fit meant that, as a last resort, the dataldvoeed to be examined further by
means of EFA, using SPSS. Before performing the BERé suitability of the data for
factor analyses was assessed. In light of thisgoheslation matrix revealed numerous
coefficients above 0.30. The KMO value was 0.78&eeding the recommended
value of 0.60 and the Bartlett's Test of Sphericggching statistical significance at
0.000 (Approx. Chi Square = 408.990; df = 45). Hpplication of the eigenvalues-
greater-than-unity rule indicated that two factorglerlie the observed correlation
matrix for the ER subscale as two eigenvalues »ia® obtained. The eigenvalues

were found to be: eigenvalues one = 3.122, eigeegaiwo = 1.141 and eigenvalues
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three = 1.102. Table 4.38 illustrates the factancstire of the items comprising the

ER sub-scale.

TABLE 4.38
FACTOR LOADINGS FOR ER SUB-SCALE FOR GENOS El
(ROTATED FACTOR MATRIX)

Factor

1 2 3
Item 1 446 -374  -386
Item 2 500 -319 -.138
Item 3 545  -347 -390
Item 4 258  .014  .037
Item 5 517  -484  -.403
Item 6 277  -616  -.237
ltem 7 192  -938 -.334
Item 8 435  -337  -346
Item 9 333 -319 -.476
Item 10 -014 145 553

Extraction Method: Principal Axis Factoring.
Rotation Method: Oblimin with Kaiser Normalization.
Rotation converged in 21 iterations.

As can be seen from the above matrix, Items 6 alwhd significantly on Factor 2,
while Item 9 and 10 appear to load significantlyF@ctor 3. Due to the fact that only
two items significantly load on Factor 2 and 3 exdjvely, Items 6, 7, 9 and 10 were
subsequently removed from the sub-scale. Iltem dalsasremoved as it failed to load
significantly on any of the three identified factoConsequently, a subsequent CFA
was performed on the remaining items. After theaeah of Iltems 4, 6, 7, 9 and 10, a
final CFA was performed on the refined ER sub-scedgealing good model fit in
that the p-value Test of Close Fit (0.89) and tMSEA (0.00) indicated that the null
hypothesis of close fit is not rejected and thie,rheasurement model is said to show
close fit. The results of the completely standadiEt AMBDA-X matrix, reflecting
the regression of on §; is presented in Table 4.39. The results of thandlices for

the final ER structure is presented and discugssdgtion 4.4.4.
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TABLE 4.39
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF INED ER

SUB-SCALE

ER

Item 1 0. 58

ltem 2 0.51

Iltem 3 0.59

Item5 0.58

Item 8 0.51

4.4.3.5 Evaluating the Measurement Model Fit of Emotional Self Management

CFA was initially carried out on the 10 items o&tBESM sub-scale. The relevant fit
indices indicated that model fit had been achiewsdthe p-value Test of Close Fit
(0.43) and the RMSEA (0.052) were within the regdiranges needed to reject the
null hypothesis of close fit. However, inspectidrtlee completely standardised factor
solution revealed that Iltems 1 (0.29) and 3 (Of@8&d to load significantly on the

latent variable. Item 3 had also previously beeagdkd as a poor item as per
reliability results. The resultant path diagramtbé fitted measurement model is

presented in Figure 4.8.
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FIGURE 4.8
MEASUREMENT MODEL OF EMOTIONAL SELF MANAGEMENT

The concern surrounding the ability of the itemsstmcessfully represent the latent
variable reasoned for further analysis of the ESM-scale items. Subsequently, an
additional CFA was performed on the remaining eightns in order to assess
whether measurement model fit had been improveaugtr the deletion of the two

identified items. After the removal of Items 1 aBdthe results of the second CFA
revealed good model fit in that the p-value TesClafse Fit (0.088) and the RMSEA
(0.073) indicated that the null hypothesis of cléses not rejected. The results of the
completely standardised LAMBDA-X matrix (see Tab#40) reflecting the

regression of Xon &; is presented in Table 4.1Dhe results of the fit indices for the

final ESM structure is presented and discusseddtian 4.4.4.
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TABLE 4.40
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF  INED ESM
SUB-SCALE
ESM
ltem 2 0. 60
ltem 4 0. 48
ltem5 0.41
Item 6 0. 67
ltem 7 0. 40
Item 8 0. 34
Iltem9 0. 45
Item 10 0. 36
4.43.6 Evaluating the Measurement Model Fit of Emotional Management

of Others

CFA was initially carried out on all 10 items congmg the EMO sub-scale. The
CFA results revealed that poor fit between the @daith the measurement model had
been achieved, as the p-value Test of Close FiR{).was insignificant (p-value <
0.05). This implied that the null hypothesis of sd#ofit could not be rejected;
invariably rendering the model invalid, despiteigngicant RMSEA value (0.076).

Figure 4.9 presents the resultant path diagram.
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FIGURE 4.9
MEASUREMENT MODEL OF EMOTIONAL MANAGEMENT OF OTHERS

As a result of the unsatisfactory fit between tiCEstructure and the responses of
the present sample, the decision to analyse alltéimes comprising the EMO sub-
scale further via EFA was deemed necessary. Howdefore an EFA could be
performed, the suitability of the data was asseskedight of this, the correlation
matrix revealed numerous coefficients above 0.30e KMO value was 0.786,
exceeding the recommended value of 0.60 and théleBar Test of Sphericity
reaching statistical significance at 0.000 (Appr@hi Square = 509.393; df = 45).
The application of the eigenvalues-greater-thamyunile indicated that two factors
underlie the observed correlation matrix for the @ bubscale as three eigenvalues
>1.0 was obtained. The eigenvalues were found toelgenvalues one = 3.300,
eigenvalues two = 1.382 and eigenvalues three #41.0able 4.41 illustrates the

factor structure of the items comprising the EM®-suale.
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TABLE 4.41
FACTOR LOADINGS FOR EMO SUB-SCALE FOR GENOS El
(ROTATED FACTOR MATRIX)

Factor

1 2 3
Item 1 427 321 -.486
ltem 2 122 384  .038
Item 3 370 114  -753
Item 4 407 252 -.076
Item 5 520 218 -625
Item 6 662 155  -.407
Item 7 723 227  -.423
Item 8 696  .076  -.500
Item 9 274 484 -198
Item 10 131 596  -.135

Extraction Method: Principal Axis Factoring.
Rotation Method: Oblimin with Kaiser Normalization.
Rotation converged in 12 iterations.

Table 4.41 clearly indicates that Items 2 and ¥O0tle only items to load stronghy
Factor 2. Item 2 had also previously been flagged goor item, as per reliability
analysis results. Thus, it was decided to remoesdlitems in hope of achieving a
more uni-dimensional sub-scale. Consequently, aespient CFA was performed on
the data, not including Items 2 and 10. The resflthe second CFA revealed good
model fit in that the p-value Test of Close Fit4d). and the RMSEA (0.051)
indicated that the null hypothesis of close fitnist rejected and the measurement
model is said to show close fit. The results of¢bmpletely standardised LAMDA-X
matrix are presented on Table 4.42. The resultheffit indices for the final ESM

structure is presented and discussed in sectiofh.4.4

TABLE 4.42
COMPLETELY STANDARDISED LAMBDA-X MATRIX ( Ax) FOR THE REFINED
EMO SUB-SCALE

EMO
Item 1 0. 39
Iltem 3 0.51
Iltem 4 0.31
Item5 0.53
ltem 6 0. 60
Iltem 7 0.62
Iltem 8 0.62
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Iltem 9 0.31

4.4.3.7 Evaluating the Measurement Model Fit of Emotional Self Control

The 10 items of the last and final Genos El sulbescBSC, underwent a CFA
procedure. The CFA results however, revealed tlihowgh RMSEA (0.072) was
significant, poor fit between the data and the mesament model prevailed, as the p-
value Test of Close Fit (0.047) was insignificaptv@lue < 0.05). Refer to the path

diagram of fitted measurement model in Figure 4.10.
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FIGURE 4.10
MEASUREMENT MODEL OF EMOTIONAL SELF CONTROL

As a result of the unsatisfactory fit between tf8&CEmeasurement model and the
responses of the present sample, a decision wase togaerform an EFA on all the
items of the ESC sub-scale. Before performing thé,Ehe suitability of the data for

factor analyses was assessed. In light of thiscoheslation matrix revealed numerous
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coefficients above 0.30. The KMO value was 0.708;eeding the recommended
value of 0.60 and the Bartlett’'s Test of Spheric#ggching statistical significance at
0.000 (Approx. Chi Square = 365.025; df = 45). Hpplication of the eigenvalues-
greater-than-unity rule indicated that three faxtonderlie the observed correlation
matrix for the ESC subscale as three eigenvalue® was obtained. The eigenvalues
were found to be: eigenvalues one = 2.764, eigeegaiwo = 1.310 and eigenvalues
three = 1.050. Table 4.43 illustrates the resulth® factor loadings for ESC.

TABLE 4.43
FACTOR LOADINGS FOR ESC SUB-SCALE FOR GENOS El
(ROTATED FACTOR MATRIX)

Factor

1 2 3
ltem 1 171 531 272
ltem 2 223 242 382
ltem 3 728 290 245
ltem 4 219 765  .245
ltem 5 575 126 415
ltem 6 742 228 285
ltem 7 235 121 119
ltem 8 170 -064 049
ltem 9 242 205 826
ltem 10 444 080 144

Extraction Method: Principal Axis Factoring.
Rotation Method: Oblimin with Kaiser Normalization.
Rotation converged in 7 iterations.

Inspection of the above table, illustrates thatyamo items load significantly on
Factor 2 (Item 1 and Item 4) and Factor 3 (Iterm@ kem 9) respectively. Moreover,
Items 7 (0.235) and 8 (0.170) fail to significanfiyad on any of the factors.
Consequently, Items 1, 2, 4, 7, 8 and 9 were diligten the sub-scale. In line with
the reliability results, Item 8 had previously beagged as a poor item, further
justifying the decision to remove it. It was deddéhat a subsequent CFA be

performed on the remaining items.

The results of the second CFA revealed good matéh that the p-value Test of
Close Fit (0.098) indicated that the null hypotkesi close fit is not rejected and the

measurement model is said to show close fit. Thé E@asurement model however,
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had an RMSEA value > 0.08 (0.11), which indicateal talthough the model had a
poorer fit with the data, when compared to the oenos El measurement model; it
did however manage to obtain a moderately goodifit the data. In light of the ESC
measurement model, the decision was to taken tdomkethe RMSEA value and
place greater emphasis on the p-value Test of Hitg6.093), as this index is said to
be the superior criterion of the two fit indicesable 4.44 presented the results of the
completely standardised LAMBDA-X matrix. The resultf the fit indices for the
final ESC structure is presented and discusseéation 4.4.4

TABLE 4.44
COMPLETELY STANDARDISED LAMBDA-X MATRIX FOR THE REF INED ESC
SUB-SCALE
ESC
Iltem 3 0.74
ltem5 0.58
ltem 6 0.72
Item 10 0. 45

4.4.4 Goodness-Of-Fit: Genos El

Having distilled the most meaningful factor struet within the responses of the
present sample, the final step in the analysistovasalyse the individual fit of each
measurement model, in terms of the goodness-afidites that were obtained after
the final CFA on the refined sub-scales. In ordeda this, information was obtained
from the final CFA’s performed separately on thedified dimensions of the Genos
El. The respective fit indices are illustrated iable 4.45. As the theory behind each
of the above mentioned statistics has already leémvorated on, only the level of

goodness-of-fit of each dimension will be preseitetihis section.
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TABLE 4.45
CONFIRMATORY FACTOR ANALYSIS FIT INDICES OBTAINED F  OR THE
REFINED GENOS El MEASUREMENT MODELS

INDICES ESA EE | EAO| ER | ESM | EMO | ESC
ABSOLUTE FIT MEASURES
X/df 1505 | 1.431] 1514 0574 15329 1494 3.65

Root Mean Square Error of
Approx. (RMSEA)

0.071 | 0.064| 0.057 0.0 0.073  0.051 0.11

P-Value for Test of Close Fit
(RMSEA < 0.05)

0.11 0.17 0.34 0.89] 0.08B 0.44 0.0p3

Root Mean Square Residual
0.048 | 0.053| 0.034 0.018 0.049 0.037 0.053

(RMR)

Standardised RMR 0.058 | 0.053] 0.046 0.0283 0.038 0.048 0.042
Goodness of Fit Index (GFI) 0.96 0.95| 0.97| 0.99  0.95 0.95 0.98

INCREMENTAL FIT MEASURES

Normed Fit Index (NFI) 0.90 0.93 0.95 0.99 0.91 0.95 0.97
Non-Normed Fit Index (NNFI) 0.95 0.97 0.99 1.02 0.96 0.97 0.93
Adjusted Goodness of Fit (AGFI) 0.92 0.92 0.97 0.98 0.92 0.92 0.88
Comparative Fit Index (CFI) 0.96 0.98 0.99 1.00 0.97 0.98 0.98
Incremental Fit Index (IFI) 0.97 0.98 | 0.99 1.01 0.97 0.98 0.98
Relative Fit Index (RFI) 0.86 091 | 0.92| 0.97  0.88 0.94 0.90

Results: Absolute Fit Measures

A comparison of the indices reported in Table 4rficates that the newly refined
structure of each respective dimension, presentacagptable fit with the data. In
terms of the Goodness-of-Fit indices, the majooitghe X%/df ratio’s for the refined
measurement models have unfortunately failed toecolmse to the 2-5 range (0.574
— 3.665) required for acceptable fit, except forCE@.665). Although somewhat
disappointing, this index is not the only indicatdrmodel fit. As recommended by
Kelloway (1998), it is important to not rely solebn thex?df ratio, but rather take

into account a range of indices.

The RMSEA index, a measure of closeness of fitwshbow well the model, with
unknown but optimally chosen parameter values, @ditthe population covariance
matrix if it were available (Diamantopoulos & Sigua2000). RMSEA indices below
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0.08 indicate a reasonable to good fit with theadand indices below 0.05 a very
good fit to the data (Kelloway, 1998). In this mste, the various RMSEA indices for
the respective models varies between 0.00 — Oridicdting that the fit of each
measurement model could be regarded as good anith¢haull hypothesis of close fit
is not rejected. The p-value for Test of Close(RMSEA < 0.05) ranges from 0.093
— 0.89, further supporting the conclusion that tisdl hypothesis of close fit is not

rejected and the various measurement models caaitb¢éo show close fit.

The reported RMR indices range from 0.018 — 0.@9®ough the required value of
0.08 or less is indicative of good model fit, itimportant to note that this index is
sensitive to the unit of measurement of model wéem (Diamantopolous & Siguaw,
2000). In order to overcome this problem, it is artpnt to report the standardised
RMR as it provides a more stable result. With rdgar this study, the standardised
RMR indices range from 0.023 — 0.058, indicativesafisfactory model fit for all
measurement models except for ESA and ESM thatnfaliginally outside of the
criterion for good fit. The GFI indices for eachtbé measurement models, is close to
1.0 (0.95 — 0.99) indicative that godit has been achieved for each measurement
model as each dimension has reached the requideg@Devel.

Results: Incremental Fit Measures

The results of the incremental fit measures indithat, when compared to a baseline
model, all seven measurement models achieve NFEINNGFI, IFI, CFl and RFI
indices that are > 0.90, which represents goodHfiwever, ESC only achieved an
AGFI index of 0.88, while ESA anBSM only achieved RFI indices of 0.86 and 0.88
respectively. Although these values are marginadliow the required 0.90, they are
still considered to represent satisfactéity These relative or comparative indices
therefore, appear to portray a positive picturenoflel fit. The results further seem to

indicate that the model can be ascribed to mone ¢hance.

Conclusion:

For each of the seven measurement models of theedefGenos El, the null
hypothesis of exact fit is rejected{HL = Z(0)), and the null hypothesis of close fit is
not rejected (i RMSEA < 0.05). This indicates that each of the separate
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measurement models ‘fits’ the data well, in th&t tmodel can reproduce the observed
sample covariance matrix to a degree of accuraay ¢hn be explained solely in
terms of sampling error. Thus, the seven respeatigasurement models, comprising
the refined Genos El, can be said to provide ailoieeéxplanation of the observed

covariance matrices.

4.4.5 Investigating Measurement Model Fit of th&TDI

4451 Evaluating the Measurement Model Fit of Perceptual Depth
(Positive and Negative)

One of the measures of diversity complexity congatief Perceptual Depth. In this
study, Perceptual Depth was measured on two leWdsitive Perceptual Depth
(PD_POS) and Negative Perceptual Depth (NEG_PD)which each sub-scale
comprised of five items. In order to further asst#ws degree to which the items
measure the respective variable it claims to measarCFA, via LISREL, was
performed on all the sub-scale items comprisinghbBD_POS and PS_NEG
simultaneously. The results appear to denote thad dt has been achieved between
the data and the measurement model. The p-valubefdrof Close Fit (0.24) and the
RMSEA (0.059) indicate that the null hypothesilaise fit can be rejected, and thus
the measurement model is said to closely fit thta.dal items comprising each of the
sub-scales appeared to load significantly on tepeetive latent variables. The path
diagram of the fitted measurement model for PD_R@O& PD_NEG is presented in
Figure 4.11.



neq b

neq_er

g j

ak

2k

neg_oo

0.65

.23

NEg_pe

pos_bie

po3_er

bos j

pos_0o

0.z3™

pos_pc

Chi-gguare=6Z2,08, df=34, P-value=0.002Z25, RMSEA=0.05%

MEASUREMENT MODEL OF PERCEPTUAL DEPTH (POSITIVE AND

FIGURE 4.11

NEGATIVE)

163

The fact that the CFA results proved to be satisfgcimplied that there was no need
to further analyse the data. The LAMBDA-X matrixpeesented in Table 4.46, while

the fit indices for the Perceptual Depth sub-s@f@esented and discussed in Section

4.4.6.

TABLE 4.46
COMPLETELY STANDARDISED LAMDBA-X MATRIX FOR PD_POS AND
PD_NEG
neg pos

neg_br 0.91
neg_er 0.95

neg_j 0. 85
neg_oo 0. 65
neg_pc 0.83 - -
pos_br - - 0. 89
pos_er - - 0.82

pos_j 0.83
pos_oo 0.89
pos_pc 0. 84
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4.45.2 Evaluating the Measurement Model Fit of Perceptual Breadth

In this study, Perceptual Breath was assessed @itetls: category breadth and cell
breadth, of which each sub-scale comprised of amlg item.According to the
decision rules of the present study, at least ftims are needed to define a factor
sufficiently. As such, factor analysis could not be performedtlia particular
measure of diversity complexitg test its measurement model. This is a limitabbn
the present study and any further analyses reganoémceptual breadth should be

interpreted with caution.

4.4.6: Goodness-Of-Fit: Perceptual Depth

Due to the fact that factor analysis could only geformed on only one of the
diversity complexity measures, the goodness-adthtistics for Perceptual Depth are
tabulated in Table 4.47 and is discussed in thesemguent section. In line with the
previous goodness-of-fit discussions for the CDB& the Genos El, only the level of
goodness-of-fit for Perceptual Depth will be disrts in this section as the theory
behind each of the listed indices has already bé&dorated on.
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TABLE 4.47
CONFIRMATORY FACTOR ANALYSIS FIT INDICES OBTAINED F OR
PERCEPTUAL DEPTH (POSITIVE AND NEGATIVE)

Perceptual Depth
(POS and NEG)

INDICES

ABSOLUTE FIT MEASURES

X%/df 1.83
Root Mean Square Error of Approx. (RMSEA) 0.059
P-Value for Test of Close Fit (RMSEA < 0.05) 0.24
Root Mean Square Residual (RMR) 0.088
Standardised RMR 0.088
Goodness of Fit Index (GFI) 0.99

INCREMENTAL FIT MEASURES

Normed Fit Index (NFI) 0.98
Non-Normed Fit Index (NNFI) 0.99
Adjusted Goodness of Fit (AGFI) 0.99
Comparative Fit Index (CFI) 0.99
Incremental Fit Index (IFI) 0.99
Relative Fit Index (RFI) 0.97

Results: Absolute Fit Measures

Examination of the reported indices, indicate thatisfactory fit has been achieved
between PD_POS and PD_NEG, as determined by theinmsnt'sauthors and the
responses to the present sample. Most notablyRMSEA (0.059) and the p-value
Test of Close Fit (0.24) achieved values indicatielose or good fit. Thus, the null
hypothesis of close fit is not rejected. Unfortahgtthex?/df ratio (1.83) for the CFA
derived measurement model fails to near the red@r& range, which indicates that
poor fit has been achieved in terms of this ind&kat is more, is that both the RMR
value (0.088) and the standardised RMR value (Q.088e failed to reach the
required level indicative of good fit, raising dasilregarding the quality of the fit.
However, the GFI (0.99) noticeably exceeds 0.9,ctwhindicates that the model
comes close to perfectly reproducing the sampleagance matrix and therefore

suggests good model fit.
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Results: Incremental Fit Measures

The indices of relative or incremental fit givenTiable 4.47 all exceed the critical
value of 0.90 and therefore indicate good compagatit when compared to the
independence model. These indices include the BIRBY, NNFI (0.99), IFI (0.99),
CFI (0.99) and RFI (0.97). The results further s¢ermdicate that the model can be

ascribed to more than chance.

Conclusion:

The measurement model of the RTDI indicates thatnull hypothesis of exact fit is
rejected (H: £ = Z(©)), and the null hypothesis of close fit is notectgd (H.
RMSEA < 0.05). This implies that the measurement modt’ ‘the data well, in that
the model can reproduce the observed sample cocarimatrix to a degree of
accuracy that can be explained solely in terms aih@ing error. Thus, the
measurement model, comprising the RTDI, can theedfe said to provide a credible
explanation of the observed covariance matrices.

45 ASSESSING THE OVERALL GOODNESS-OF-FIT OF THE
STRUCTURAL MODEL

4.5.1 Goodness-Of-Fit

An important part of model evaluation concerns @assessment of the overall fit of
the model to the data. Accordingloreskog and Sérbom (1996), the goodness of fit
of the whole model may be judged by means of foeasares of overall fit: chi-
square X?); goodness-of-fit index (GFI), adjusted goodnekitandex (AGFI); and
root mean square residual (RMR). The full spectroirthe indices provided by
LISREL to assess the absolute and comparative flieodata is shown in Table 4.48

below, and will be discussed in the subsequeniosect
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TABLE 4.48
GOODNESS-OF-FIT STATISTICS

Degrees of Freedom = 11
M nimum Fit Function Chi-Square = 25.39 (P = 0.0080)
Normal Theory Wi ghted Least Squares Chi-Square = 25.47 (P = 0.0078)
Satorra-Bentler Scaled Chi-Square = 25.48 (P = 0.0077)
Chi - Square Corrected for Non-Normality = 24.12 (P = 0.012)
Estimated Non-centrality Parameter (NCP) = 14.48
90 Percent Confidence Interval for NCP = (3.46 ; 33.19)

M nimum Fit Function Value = 0.11
Popul ati on Di screpancy Function Value (FO) = 0.063
90 Percent Confidence Interval for FO = (0.015 ; O0.14)
Root Mean Square Error of Approxinmation (RVSEA) = 0.075
90 Percent Confidence Interval for RVSEA = (0.037 ; 0.11)
P-Val ue for Test of Cose Fit (RVMBEA < 0.05) = 0.12

Expected Cross-Validation Index (ECVI) = 0.26
90 Percent Confidence Interval for ECVI = (0.21 ; 0.34)
ECVI for Saturated Mddel = 0.24
ECVI for Independence Mddel = 1.50

Chi - Square for | ndependence Mbdel with 21 Degrees of Freedom = 333.01
| ndependence Al C = 347.01
Model AlIC = 59. 48
Saturated Al C = 56. 00
| ndependence CAIC = 378. 20
Model CAIC = 135.22
Saturated CAIC = 180.75

Normed Fit Index (NFI) = 0.92
Non-Normed Fit Index (NNFI) = 0.91
Parsi mony Normed Fit Index (PNFI) = 0.48

Conparative Fit Index (CFl) = 0.95
Increnental Fit Index (IFI) = 0.96
Rel ative Fit Index (RFl) = 0.85

Critical N (CN) = 227.07

Root Mean Square Residual (RVR) = 0.056
St andar di zed RMR = 0. 056
Goodness of Fit Index (GFlI) = 0.97
Adj ust ed Goodness of Fit |ndex (AGFl)
Par si nbny Goodness of Fit |ndex (PGFl)

0.92
0. 38

The results of thabsolute fit measurdadicate that the p-value associated withxhe
value in Table 4.48 clearly indicates significaestt statistics. A non-significang
indicates model fit in that the model can reprodtlee observed covariance matrix
(Kelloway, 1998). In this particular instance, tim@del is not able to reproduce the
observed covariance matrix to a degree of accutetycan be attributed to sampling
error only. In other words, ¢ = = £(O) is rejected in favour of Hs Z # 3(O)
(Kelloway, 1998). Thus, by implication,oik RMSEA = 0 is also rejected in favour
of Haiza RMSEA > 0. Furthermore, the evaluation of fit the basis of the Satorra-
Bentler Scaledchi-square statistiq?/df (x?/df = 2.32) for the structural model,
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suggests that the model fits the data well (refesdction 3.7 for a more in-depth

interpretation of this ratio).

The Root Mean Square Residual (RMR) is the simpfisindex provided by
LISREL. According to Kelloway (1998, p. 27):

The RMR is the square root of the mean of the sglidiscrepancies between the
implied and observed covariance matrices. The Idveemd of the index is 0, and
low values are taken to indicate good fit.

The reported RMR index (0.056) indicates that tloeleh fits the data reasonably well
(RMR < 0.08). One problem with the interpretatidrntiis index is the fact that it is
sensitive to the scale of measurement of the mudeables and consequently is
difficult to determine what a low value actually (Biamantopoulous & Siguaw,
2000). As a result of this and in order to overcdime dilemma, the Standardized
RMR (the fitted residuals divided by their estinthtgtandard errors) is thought to
provide a more stable result. This index has a tdweind of 0 and an upper bound of
1, with values less than 0.05 generally regardethdisating good fit to the data
(Kelloway, 1998). Although the standardized RMROB®) index, as per Table 4.48,

is marginally >0.056, the model is still regardeditting the data reasonably well.

In conjunction with the above mentioned indexesSREL also reports the Root
Mean Squared Error of Approximation (RMSEA), whishbased on the analysis of
residuals, with smaller values indicating a betfiteto the data. According to Steiger
(as cited by Spangenberrg & Theron, 2004), the RM®kpresses the difference
between the observed and estimated covariancecestin terms of the degrees of
freedom of the model. This is a measure of closeédit. Diamantopoulous and
Siguaw (2000) contend that, values smaller thah ar@ indicative of good fit, values
of between 0.05 and 0.08 indicate reasonable fitlewalues between 0.08 and 1.0
indicate mediocre fit and values greater than Ie)iadicative of poor fit. In this
model, the RMSEA (0.075) value signifies reasongalgd fit. Furthermore, the 90%
confidence interval for RMSEA (0.037 — 0.11), aswh in Table 4.48, contains the
critical 0.05 value. A test of the significancetbé obtained value is performed by
LISREL by testing HO: RMSEA< 0.05 against Ha: RMSEA > 0.05. Table 4.48
indicates that the obtained RMSEA value of 0.07Bdst significantly different from
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the target value of 0.05 (i.e., the close fit fylpothesis is not rejected; p > 0.05) and
since the confidence interval does include theetavglue of 0.05, a good fit appears
to have been achieved. In addition to this, thealpe (0.12) for test of close fit
(RMSEA < 0.05) supports the assumption of goodafita p-value > 0.05 is indicative

that the model fits the data well.

The goodness-of-fit index (GFI) measures accordingKelloway (as cited by
Spangenberg and Theron, 2004), are based on aafative sum of the squared
discrepancies to the observed variances. The Gfgemfrom 0 to 1, with values
exceeding 0.9 indicative of good fit to the dataa(Bantopoulous & Siguaw, 2000).
However, Kelloway (1998, p. 27) cautions that:

It should be noted that this guideline is basederperience. Like many of the fit
indices that will be presented, the GFI has no km@ampling distribution. As a
result, “rules” about when an index indicates a dydiv to the data are highly

arbitrary and should be treated with caution.

The obtained GFI (0.97) value, as cited in Tab#i84indicates that there is a good fit
between the model and the data. The adjusted GHF[(A adjusts the GFI for
degrees of freedom in the model, and ranges fréonlQ with values greater than 0.90
indicating good fit to the data (DiamantopoulousS&guaw, 2000). A discrepancy
between the GFI and AGFI (which in this instanceniaimal) typically indicates the
inclusion of trivial and often non-significant paraters. The AGFI (0.92) value in

this instance indicates good fit.

In light of theincremental fit measuresvhen compared to a baseline model, this
particular model achieves NFI (0.92), NNFI (0.9CFl (0.95) and IFI (0.96) indices
that are > 0.90, which indicates a good compardttveslative to the independence

model.

Assessing theparsimonious fitacknowledges that model fit can be improved by
adding more paths to the model and estimating marameters until perfect fit is
achieved in the form of a saturated or just-idéadifmodel with no degrees of
freedom (Kelloway, 1998). However, Joreskog andb8dr (1993) contend that

satisfactory fit should be achieved with as few piquhrameters as possible; thus the
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objective in model building is to find the most giamonious model. Jéreskog and
Sorbom further contend that the indices of parsimas fit relate the benefit that
accrues in terms of improved fit to the cost inedrfin terms of degrees of freedom
lost) to affect the improvement in the fit. The $aronious goodness-of-fit index
(PGFI) adjusts the GFI for the degrees of freedomthe model, while the
Parsimonious normed fit index (PNFI) adjusts thel Nér model parsimony.
Although there is no recommendation as to how igtse scores should be in order
for them to indicate parsimonious fit, both theséices range from 0 to 1. Kelloway
(1998) contends that it is unlikely that the PGRtl ahe PNFI will reach the usually
quoted cut off score of 0.90 for other indices. di#veless, these indices are best used
when comparing two alternative models in orderitoase the model with the highest

level of parsimonious fit.

4.5.2 Overall Results; Goodness-of-Fit

After examination and interpretation of the varionsedel fit indices, as presented in
Table 4.49, the conclusion would have to be dravat the structural model fits the
data reasonably well. The null hypothesis of eXiads rejected in favour of the null
hypothesis of close fit, in that it is assumed thi model approximately reproduces
the observed covariance matrix. In social scieesearch, it is implausible that any
model used is anything more than an approximatareality. The null hypothesis of
exact fit is somewhat unrealistic and as such, themgt to get a fit as close as
possible to an exact fit is a more pragmatic apgrda model fit. However, because
the structural model has only been found to fitdata reasonably well, it is necessary
to further investigate the standardised residuats modification indices in order to
determine the exact extent of success with whiehrtiodel explains the observed

covariance’s amongst the manifest variables (Joge&kSorbom, 1993).

4.6 AN EXAMINATION OF STRUCTURAL MODEL RESIDUALS

The difference between the values of the obseresdrance matrix and the values
of the reproduced covariance matrix, predictedhgyparameter estimates of the fitted
structural model, is represented in the standatdiesidual covariance matrix (Table

4.49). Residuals, and especially standardiseduakidprovide diagnostic information
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on sources of lack of fit in models (Kelloway, 199&ccording to Jéreskog and
Sorbom (1993), a standardized residual is a fitesidual divided by the standard
error of the residual. Standardised residuals @rnterpreted as standard normal
deviates (i.e., z-scores), with residuals beingsimmred large if they exceed -2.58 or
+2.58 (Diamantopoulous & Siguaw, 2000). A largeities residual would indicate
that the model underestimates the covariance bativee variables. Underestimation
indicates that the model should be modified by lagldidditional paths, which could
better account for the covariance between the biaga On the other hand, a large
negative residual is indicative that the model esémates the covariance between
variables, and should be modified by trimming patihst are associated with the
particular covariance term (Joreskog & Sdrbom, )99Be standardized residuals, as
a result of the covariance estimates derived fioenestimated model parameters, are
presented in Table 4.49, while a summary of thedstedised residuals is presented in
Table 4.50.

TABLE 4.49
STANDARDIZED RESIDUALS

STANDARDI ZED RESI| DUALS

V_I_D af f _act conp_adv per _br pd_pos pd_neg

V_I_D
af f _act
conp_adv 1.60
per _br -0.38 -2.03 -0. 36
pd_pos 1.31 2.60
pd_neg -0.37 -2.94 -0.51 - - 0.28
em i nt 0. 55 2.40

STANDARDI ZED RESI DUALS

em.int
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TABLE 4.50
SUMMARY STATISTICS FOR STANDARDIZED RESIDUALS

Smallest Standardized Residual = -2.94
Median Standardized Residual = 0.00
Largest Standardized Residual = 2.60

Largest Negative Standardized Residuals
Residual for pd_neg and aff_action -2.94
Largest Positive Standardized Residuals
Residual for pd_pos and comp_adv 2.60

Inspection of the standardised residuals confirat tme large positive and one large
negative residual indicate that two observed cavae terms in the observed sample
covariance matrix being poorly estimated by theveer model parameter estimates.
However, with regard to the variables associatd e poor standardised residuals
noted above, there appears to be no clear suggdstionodel modification. Despite
this, the modest number of extreme residuals coradbs the earlier conclusion that
the model fits the data reasonably well. Furthedexswe of reasonable model fit is
provided by the stem-leaf plot (Figure 4.12) and @-plot. The stem-leaf plot is
indicative of a good model when standardized red&lare clustered approximately
around zero. In this case, the standardized rdsidudicate that the structural model
fits the data reasonably well, however the disteduappears to be slightly negatively
skewed. Although the medium residual is 0.00, fighsnegative trail of residuals
suggests that the model tends to overestimate dariance terms in the observed

covariance matrix.

- 2|90

-1

- 0]54440000000000000000
0|36
1/36
2|46

FIGURE 4.12
STEM-LEAF PLOT
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The Q-plot can be used to assess model fit by examihe degree to which the data
points fall on the 45-degree reference line or bk closer the data points are to the
45-degree reference line, the greater the chancgeanl model fit. The model fit
would be less satisfactory if the data points deviaway from the 45-degree
reference line. Figure 4.13 indicates that the oMeskvariables tend to moderately
depart from the 45-degree reference line. The tiewias, however, not pronounced

and is this indicative of a relatively good model f

—®3-~o0oz

wo— TS COo

23.5

FIGURE 4.13
Q-PLOT OF STANDARDIZED RESIDUALS
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4.7 RELATIONSHIPS BETWEEN THE LATENT VARIABLES

So far, it has been concluded that the structuradiehadequately fits the data, as
judged by the overall goodness-of-fit measures. ¢éi@n, further assessment of the
structural model is necessitated by the need terate whether the theoretical
relationships, specified at the conceptualisatitages are indeed supported by the
data. In light of this need, the focus is on tiidiges between the various exogenous
and endogenous variables. Diamantopoulos and Sig(2800), identify three
impending issues relevant to further assessmetiteoftructural model. Firstly, it is
important to assess whether the signs of the paeasneepresenting the paths
between latent variables are in agreement with rihture of the causal effect
hypothesised to exist between the latent varialdesondly, it is imperative to assess
whether the parameter estimates are significanth@tvery least, these parameters
should be significant (p < 0.05) as indicated byaldes in excess df1.96]).
Assuming that the parameter estimates are signifidais essential to assess the
magnitude of the parameter estimates indicating stnength of the hypothesised
relationships. Lastly, it is important to evalugtie squared multiple correlations?}R
indicating the amount of variance in each endogsitatent variable that is explained

by the latent variables linked to it in terms o thypothesised structural model.

The parameters of interest in assessing the stalgtwodel are the freed elements of
the gammal{) and beta B) matrices. The unstandardiz€dmatrix, illustrated in
Table 4.51, is used to assess the significancéefestimated path coefficienys,
expressing the strength of the influencefpbn n;. Unstandardizeg; estimates are
significant (p<0.05)f t > | 1.96| (Diamantopoulos & Siguaw, 2000). Moreover, a
significant y estimate would imply that the corresponding-Hypothesis will be
rejected in favour of the relevant,Hypothesis. With regard to this study, the

hypotheses that are relevant to Ehmatrix are Hs, Hos, Hos and Hyz.
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TABLE 4.51
UNSTANDARDIZED GAMMA ( ') MATRIX

PD_NEG EM I NT
VI D 0.17
(0. 06)
2. 64*
AFF_ACT - - - -
COVP_ADV - - - -
PER BR 0.53 0.02
(0. 06) (0. 05)
9. 61* 0.31
PD_POS - - 0.14
(0.07)
2.18*

Note: Completely standardized path coefficients in bigfte; standard error estimates in brackets; t-gatld .96

| indicate significant parameter estimates (p < 0*05)

The values in the matrix (Table 4.51) indicate thia¢ null hypothesis, that negative
perceptual depth&f) has no significant positive effect on perceptbedadth )
(hypothesis 3, bk y12 = 0), can be rejected in favour ot,3y;2 > 0. Evidently, a
significant (p < 0.05) relationship is, therefoa@parent between negative perceptual
depth §2) and perceptual breadth:j. Thus, the proposed relationship between these

two latent variables is corroborated.

Evidently, Table 4.51 further indicates that thell fuypothesis, that emotional
intelligence §;) has no significant positive effect on perceptiabadth K1)

(hypothesis 5, b yi1 = 0), cannot be rejected. An insignificant (p > 5).0
relationship is therefore evident between emotiontlligence &) and perceptual

breadth i§1). As a result, the proposed relationship betwéertwo latent variables is
not corroborated. Invariably, the question arisescawhat extent this is due to the

inability to successfully operationalise the petoapbreadth latent variable.
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However, the results indicate that the null hypsitiethat emotional intelligencé 4
has no statistically significant positive effect qositive perceptual deptmd)

(hypothesis 6, b Y31 = 0) can be rejected in favour ofdys; > 0. Therefore, the

relationship hypothesised between emotional iggetice &) and positive perceptual
depth €3) is significant (p < 0.05). Thus, the hypothesizeslationship is
corroborated, while the sign associated with tlgmifitant y parameter estimate is
consistent with the nature of the relationship higpsized to exist between these

latent variables.

Lastly, Table 4.51 indicates that the null hypothiethat emotional intelligence,{)
has no statistically significant positive effect waluing individual differencesng)

(hypothesis 7, b: y.1 = 0) can be rejected in favour of,Hp < 0.05). Thus, the
relationship postulated between emotional intefige €,) and valuing individual

differences 1f2) in the structural model, is corroborated. In &ddi the sign
associated with the significapparameter estimate is consistent with the nattitieeo

relationship hypothesized to exist between thesataariables.

In addition to the above research results, it igdrtant to examine the unstandardized
B matrix, which is used to describe the relation&®)ibetween the endogenous
variables and reflects the slope of the regressfap andn;. The results depicted in
Table 4.52 can be used to evaluate the remainatigtital hypotheses formulated
earlier in the study (see Table 3.7). As with thematrix, each of the parameter
estimates provides information which can be usednadissessing the hypothesized
relationships between the endogenous variablesirwithe structural model.
Unstandardized; estimates are thus, also significant (p < O.ﬁ5)t>| 1.96

| (Diamantopoulos & Siguaw, 2000). A significaitestimate would imply that the
corresponding kthypothesis will be rejected in favour of the relat/ H-hypothesis.

The hypotheses which are relevant toBhmatrix are: Ha, Hoa, Hos, Hoo, Hozo.
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TABLE 4.52
UNSTANDARDIZED BETA ( B) MATRIX

V1D AFF_ACT _ COWP_ADV __ PER BR PD_POS

V_I_D - - - - - - - -

AFF_ACT 0. 30 - - - - - -
(0. 06)
4. 84*

COVP_ADV 0.67 - - - - - -
(0. 06)
11. 73*

PER_BR 0.02 - - - - - - 0.42
(0. 05) (0. 05)
0.33 7.67*

PD_POS 0.16 - - - - - -
(0.07)
2. 47*

Note: Completely standardized path coefficients in bgfe; standard error estimates in brackets; t-&#ue

| 1.96/ indicates significant parameter estimates (p <)8.05

The values in Table 4.52 indicate that the null diipsis that, a positive and
significant relationship exists between positivecpptual depthns) and perceptual
breadth ;) (hypothesis 2, b}: B13= 0), is rejected (t = 7.67, at p < 0.05) in favobr
Ha2 Biz > 0. Therefore, the hypothesised relationship betwpositive perceptual
depth 3) and perceptual breadth,] is corroborated. The estimate of the slope of
the regression afiz onn; (B = 0.42) suggests that perceptual breadth is sogmifly

influenced by positive perceptual depth.

As Table 4.52 indicates, the null hypothesis thatuing individual differencesng)
has a significant positive relationship on percaptuweadth 1f1) (hypothesis 4, b
B12=0), cannot be rejected (t-value = 0.33). An ingigant (p > 0.05) relationship is
therefore evident between valuing individual diffleces ;) and perceptual breadth
(n1). As a result, the proposed relationship betwédmntivo latent variables is not
corroborated. Invariably, the question arises asvik@at extent this is due to the

inability to successfully operationalise the petoapbreadth latent variable.
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Conversely,the null hypothesis that valuing individual diffeces () has a
significant positive influence on positive percegtdepth fs) (hypothesis 8, b#: Bs2

= 0), is rejected (t = 2.47) in favour of, 4412 > 0. Thus, the hypothesized causal
relationship between these two latent variabgs and ns) is corroborated. The
estimate of the slope of the regressiomgfon ns (B = 0.16) suggests that positive

perceptual depth is moderately influenced by vaundividual differences.

An additional conclusion that can be drawn from #i®ve table is that the null
hypothesis that, valuing individual differenceg)(has a significantly positive effect
on tolerance towards affirmative actions) (hypothesis 9, bb: (s> = 0) can be
rejected, as the t-value falls above 1.96 (4.88%r&fore 34 is significant resulting in
the null hypothesis being rejected in favour @& 2 >0. Moreover, the estimate of
the slope of the regression g on n4 (B = 0.30) suggests that tolerance towards

affirmative action is moderately influenced by vatyindividual differences.

Lastly, the null hypothesis that, valuing individa#ferences i) has a significantly
positive effect on competitive advantagg)((hypothesis 10, Hq Bs2 = 0) can be
rejected, in favour of ko Bs2 > 0. A further indication that the null hypothesss
rejected is the fact that the t-value falls abov@6] thus,Bs; is significant. The
estimate slope of the regressionmpfon n (B = 0.67) suggests that competitive

advantage is significantly influenced by valuindiindual differences.

Diamantopoulos and Siguaw (2000) further suggest #uditional insights can be
obtained by looking at the completely standardiBeandl” parameter estimates, as
these estimates are not affected by differencethenunit of measurement of the
independent variables and can thus, be comparedsaequations. The completely
standardised andl" parameter estimates reflect the average changeessed in

standard deviation units, in the endogenous latariable directly resulting from one
standard deviation change in an endogenous or apogdatent variable to which it
has been linked, holding the effect of all otherialales constant (Diamantopoulos &
Siguaw, 2000). Table 4.53 depicts the completednaardisedB andl” parameter

estimates. A conclusion that can be drawn fromttii¢e is that of the two significant
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effects, the effect of valuing individual differesecon competitive advantage is more

pronounced than the effect of negative perceptepdidon perceptual breadth.

TABLE 4.53
COMPLETELY STANDARDISED B AND I' PARAMETER ESTIMATES

GAMVA
pd_neg em.int
V_I_D - - 0.17
af f _act - -
conp_adv - -
per _br 0. 54 0.02
pd_pos - - 0.14
BETA
V_I_D af f _act conp_adv per _br pd_pos
V_I_D - - - - - - - - - -
aff _act 0. 30 - - - - - - - -
conp_adv 0. 67 - - - - - - - -
per _br 0.02 - - - - - - 0.42
pd_pos 0.16 - - - - - - - -

4.8 STRUCTURAL MODEL MODIFICATION INDICES

According to Joreskog and Soérbom (1993), a modificaindex (MI) indicates the
minimum decrease in the modeX$ value, if a previously fixed parameter is set free
and the model is re-estimated. In other words, dification index for a particular
fixed parameter indicates that if this parameterewpermitted to be freed in a
subsequent model, then the chi-square goodnessazdtie would be predicted to
decrease by at least the value of the index (Scbkena& Lomax, 2004). Large
modification index values (> 6.64) would be indieatof parameters, that if set free,
would potentially improve the fit of the model (<01). However, one should take
cognisance of the fact that any alteration to tlwleh as suggested by parameters
with high MI values, should only be freed if it nmeak substantive sense to do so
(Kelloway, 1998). The expected change for the patams the expected value of the
parameter if it were freed (i.e., the extent toakhit would change from its currently

fixed value of zero). The standardised and comiylestandardised expected changes
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are the expected values in the standardised angletaty standardised solution if the

parameter were freed.

In light of this, the proposed structural model dapicted in Figure 3.1) appears to fit
the data reasonably well. Examination of the modifon indices calculated for the
Beta matrix, as depicted in Table 4.54, suggeds tthere are no additional paths
between any endogenous latent variables that waigldficantly improve the fit of
the proposed structural model.

TABLE 4.54
MODIFICATION AND EXPECTED CHANGE CALCULATED FOR THE
BETA MATRIX
Modi fication Indices for BETA
VI D af f _act conp_adv per _br pd_pos
vipo - 003 o007 013 - -
af f _act - - - - 1.69 3.99 1.66
conp_adv 1.74 - 0. 05 5.35
per _br 1.86 1.97
pd_pos 1.49 4.01 0. 05

Expect ed Change for BETA

VI D af f _act conp_adv per _br pd_pos
V_I_D 0.02 0.02 -0.04
af f _act - - 0.11 -0.13 0. 08
conp_adv 0. 07 - - -0.01 0.12
per _br 0. 07 -0.09 -
pd_pos 0. 08 0.17 0.02

St andar di zed Expected Change for BETA

V_I_D af f _act conp_adv per _br pd_pos

V_I_D - - -0.02 -0.02 -0.04 - -

af f _act - - - - 0.11 -0.13 0.08

conp_adv - - 0. 07 - - -0.01 0.12

per _br - - -0.07 -0.09 - - - -
pd_pos - - 0. 08 0.17 0.02

The modification indices calculated for tiie matrix, as depicted in Table 4.55,
identify one additional path from Negative PerceptDepth to Tolerance towards
Affirmative Action (8.29), with a relatively largeompletely standardised expected
change value fog? (-0.18). Although this modification index showsattsubstantial

improvement in model fit can be obtained if makihg modification to the model, it
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is however, not possible to construct a theorefigsiification for making any post

hoc modification to the model, as based on thesdte

TABLE 4.55
MODIFICATION AND EXPECTED CHANGE CALCULATED FORTHE T
MATRIX
Modi fication Indices for GAMVA
pd_neg em.int
vip 014 - -
af f _act 8.29 0.30
conp_adv 0.13 4.72
per _br
pd_pos 0.12

pd_neg em.int
V_I_D -0.02
af f _act -0.18 0.03
conp_adv -0.02 0.11
per _br
pd_pos 0.02

pd_neg em.int

V_I_D -0.02 - -

af f _act -0.18 0. 03

conp_adv -0.02 0.11

per _br - - - -
pd_pos 0.02

4.9 BIVARIATE CORRELATIONS AND REGRESSION ANALYSES

Making use of SPSS (version 17), the followingistaal procedures were utilised to
find answers regarding the direct relationshipsveen the various constructs and the
derived hypotheses: Pearson’s product-moment ediorl coefficient (r) and
Standard Multiple Regression. The relationshipsewterpreted in terms of the
actual size of Pearson’s r and the amount of shaagdnce between the variables. As
described in Chapter 3, the correlation coeffidemere further analysed in terms of

their effect size or practical significance, ashasktheir statistical significance.

The matrix of zero-order Pearson correlation coaffits between the seven latent

variables and the corresponding conditional prdhggsi is portrayed in Table 4.57.
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The convention proposed by Guilford (cited in Trexd@& Durrheim, 2002, p. 184),

depicted in Table 4.56, was used to interpret saropirelation coefficients. Although
somewhat arbitrary and despite it ignoring the raiime question about the
magnitude of the values typically encountered ipagticular context, it nonetheless

fosters consistency in interpretation.

TABLE 4.56
GUIDELINES FOR INTERPRETING PEARSON'S r

Absolute Value ofr (+ or -) Informal Interpretation

Less than .20 Slight, almost negligible relatiopshi

.20 - .40 Low correlatigrdefinite but small relationship
40-.70 Moderate correlatipsubstantial relationship

.70 -.90 High correlatigrmarked relationship; and

90-1.0 Very high correlationvery dependable relationship

>.30 Practically significant relationship




SUMMARY OF PEARSON CORRELATION COEFFICIENTS

TABLE 4.57
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) ) Valuing - ) Negative | Positive
Affirmative o Competitive] Emotional Perceptual
) Individual ) Perceptual | Perceptual
Action ) Advantage | Intelligence Breadth
Differences Depth Depth
Pearson Correlatio 1 313" .263" 112 016 088 074
Affirmative
Action Sig. (:-tailed) .00Q 000 08¢ .80¢ 7€ 226
N 237 237 237 237 237 237 237
Valuing Pearson Correlatio 313 1 668" 208" 019 -021 088
Individual - ;1 (- tailed) 000 000 00C 774 752 194
Differences
N 237 237 237 237 237 237 237
Pearson Correlatio 263" 668" 1 P -.007 038 091
Competitive
Advantage ~ Sia. (~tailed) -009 -009 .00C 911 564 13¢
N 237 237 237 237 237 237 237
Pearson Correlatio .112 225" .265" 1 -.038 -.066 -.04d
Emotional
Intelligence ~ Sid. (-tailed) 086 -009 :000 557 .30¢ 53¢
N 237 237 237 237 237 237 237
Negative Pearson Correlatio 01§ 019 -.007 -.038 1 .048 556"
Perceptual g (- tailed) 809 774 911 557 464 000
Depth
P N 237 237 237 237 238 238 234
positive P earson Correlatio 08§ -.021 03§ -.066 049 1 453"
perceptual i (-.tailed) 178 752 564 30¢ 464 004
Depth
P N 237 237 237 237 238 238 234
Pearson Correlatio .079 .085 .097 -.040 556" 453" 1
Perceptual
Breadth Sia. (ztailed) 224 194 139 53¢ .00C .00C
N 237 237 237 237 238 238 234

**_Correlation is significant at the 0.01 leveH@iled)

From Table 4.57, it can be seen that no significalationships could be found that

could be classified as very dependable (i.e., ®&1.0) or as having a marked

relationship (i.e., high correlations coefficierus between .70-.90). From the same

table it can be seen that the following substantedhtionships (i.e., moderate

correlation coefficients ranging between .40-.78yaevfound:
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» A positive relationship was found between negapieeceptual depth and
perceptual breadth (r = .556 and 31% explainecaas);

» A positive relationship was found between positperceptual depth and
perceptual breadth (r = .453 and 21% explainecaas);

* A positive relationship was found between valuindividual differences

and competitive advantage (r = .668 and 45% exgthimriance).

The following definite but small relationship (i.éow correlations between .30 and
.40) was found:

* A positive relationship was found between valuindividual differences

and affirmative action (r = .313 and 9.8% explainadance).

The remaining relationships were either found tostaistically, but not practically
significant based on the criteria set by Guilfoes (Cited by Tredoux & Durheim,
2002, p. 184; or were not found to be statisticaifynificant at all.

The bivariate correlation analyses lend suppoitiédfollowing hypotheses:

- Hypothesis 2 — (k: B13> 0)
- Hypothesis 3 — (kk y12> 0)
- Hypothesis 7 — (k: y21> 0)
- Hypothesis 9 — (k& Bs2> 0)
- Hypothesis 10 — (KoBs2> 0)

The bivariate correlation analyses lend no supaitte following hypotheses:

- Hypothesis 4 — (kk B12> 0)
- Hypothesis 5 — (k yi1> 0)
- Hypothesis 6 — (kk ys1> 0)
- Hypothesis 8 — (kk 32> 0)
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In order to evaluate the predictive power of eastlependent variable, over and
above that offered by all the other independentiées, standard multiple regression
analyses were performed on the various dimensibiiseoconstructs, as well as the
total scores, where appropriate. Preliminary amslysere conducted to ensure no
violation of the assumptions of normality, linegrit multicollinearity and
homoscedasticity. The squared multiple correlatig) of the indicators depicted in
Tables 4.58-4.61 show the proportion of variancaririndicator that is explained by
its underlying latent variable. A high’?Ralue would indicate that variance in the
indicator in question, to a large degree refleetsance in the latent variable to which
it has been linked. The rest of the variance, nptaned by the latent variable, can
be ascribed to systematic and random measurenren{Bramantopoulos & Siguaw,
2000).

From Table 4.58 it can be concluded that for Perm#Breadth the Rindicates that
the independent variables explain 48.7% of its aravé. The Beta coefficients
indicate that Positive Perceptual Depth (0.534) esakhe strongest unique
contribution to explaining perceptual depth, folemvby Negative Perceptual Depth
(0.420). When using p < 0.05, both of these vaeshhave p-values of 0.000,
indicating that each variable makes a significantigique contribution to the
prediction of perceptual breadth. However, both #onal intelligence and valuing

individual differences did not have significant gictive ability.

Table 4.58 Regression of Perceptual Breadthn{) on Positive Perceptual
Depth (ns), Negative Perceptual Depthd;), Emotional Intelligence
(&1) and Valuing Individual Differences (2)

Summary Statistics; DV: Perceptual Breadth: R 7 .B& .487 Adjusted R= .477
F(4,229)=54.174 p= 0.000
Std.Err. - of Std.Err. of

Beta Beta B B t(229) p-value
Intercept 7.882 1.329 5.929 0.000
P_Depth Pos 0.534 0.048 0.199 0.018 11.189 0.000
P_Depth Neg 0.420 0.049 0.105 0.012 8.620 0.000
El 0.015 0.049 0.093 0.299 0.311 0.756
VID 0.016 0.049 0.060 0.179 0.333 0.739
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From Table 4.59 it can be deduced that for PosRereptual Depth, the independent
variables explain only 5.4% ¢R= .054) of its variance. The Beta coefficientsidate
that both Emotional Intelligence and Valuing Indiwal Differences contribute
marginally towards explaining Positive Perceptuakpih. Valuing Individual
Differences (0.161) makes the strongest uniqueritanion.

Table 4.59 Regression of Positive Perceptual Deptlins) on Emotional
Intelligence €1) and Valuing Individual Differences (2)

Summary Statistics; DV: Pos Perceptual Depth: R =232 R= .054 Adjusted R= .056
F(2,231)=6.577 p= 0.002
Std.Err. - of Std.Err. of
Beta Beta B B t(231) p-value
Intercept 10.604 7.180 -1.477 0.141
El 0.142 0.065 3.479 1.593 2.183 0.030
VID 0.161 0.065 2.381 0.960 2.480 0.014

For emotional intelligence, Table 4.60 indicatesittlthe independent variables
explained only 4.3% (R=.043) of its variance. Negative Perceptual Depth51; p

< 0.05) made the strongest unique contributionxiganing emotional intelligence.
None of the other independent variables made aifisignt contribution towards

emotional intelligence.

Table 4.60 Regression of Emotional Intelligenceg{) on Positive Perceptual
Depth (ns3), Negative Perceptual Depth ;) and Perceptual
Breadth (n1)

Summary Statistics; DV: Emotional Intelligence: R =.206 R= .043 Adjusted R= .030
F(3,230)=3.4055 p= 0.018
Std.Err. - of Std.Err. of

Beta Beta B B t(230) p-value
Intercept 3.617 0.135 26.710 0.000
P_Depth Pos 0.098 0.081 0.006 0.005 1.214 0.226
P_Depth Neg 0.151 0.075 0.006 0.003 2.011 0.045
P_Breadth 0.033 0.090 0.005 0.015 0.365 0.716

Lastly, Table 4.61 Shows that the independent blegaexplain 5.6% (R= .056) of

the variance in valuing individual differences. Thiongest unique contribution
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appears to be that of negative perceptual depth490.p < 0.05). Emotional
intelligence (0.146; p < 0.05) also made a sigaiitccontribution.

Table 4.61 Regression of Valuing Individual Diffeences on Positive
Perceptual Depth f3), Negative Perceptual Depthd>), Perceptual
Breadth (n1) and Emotional Intelligence §1)

Summary Statistics; DV: Valuing Individual Differences: R = .236 R= .056 Adjusted
R?=.039 F(4,229)=3.370 p= 0.011
Std.Err. - of Std.Err. of

Beta Beta B B t(229) p-value
Intercept 4.048 0.453 8.934 0.000
P_Depth Pos -0.043 0.080 -0.004 0.008 -0.534 0.594
P_Depth Neg 0.149 0.075 0.010 0.005 1.976 0.049
P_Breadth 0.030 0.090 0.008 0.024 0.333 0.739
El 0.146 0.066 0.243 0.109 2.231 0.027

410 SUMMARY

The purpose of this chapter was to report on tkelt® obtained by this study. The
following chapter will discuss in greater depth gemneral conclusions drawn from the
research. Recommendations for future research asdiljle model modification

options for this model will be presented in conias
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CHAPTER 5
DISCUSSIONS OF RESEARCH RESULTS, CONCLUSIONS AND
RECOMMENDATIONS FOR FUTURE RESEARCH

5.1 INTRODUCTION

The purpose of this chapter is to provide a codatdid discussion of the conclusions
and statistical results that were presented irpthgious chapter. From what has been
discussed in Chapter 3 and 4, it is apparent Heatkploratory nature of the present
study warrants conclusions of a tentative naturee Tonclusions drawn in this
chapter are therefore, presented as deductionathatonsidered valid in light of the
obtained evidence, rather than irrefutable trutbn@usions are furthermore drawn
based on insights gained during the research mp@sswell as from the results
obtained from the data. After the results obtaifrech this study are explicated, the
limitations of this study as well as the recommeiwtie for future research will be
discussed.

5.2 PURPOSE OF THE STUDY

The primary purpose of this study was to deterntieerelationship between attitude
towards diversity, emotional intelligence and dsigr complexity in organisations.
More specifically, the study aimed to evaluate anderstand if and/how emotional
intelligence and diversity complexity could, in amgy, influence an individual's
attitude towards diversity. In order to achieves thim, available literature was used to
build and propose the conceptual model. This madeturn, was subsequently
investigated to obtain an enhanced understandintheofattitude towards diversity
construct and its relationship with the chosenntatariables. In order to be able to
achieve the primary aim of this study, a reseamihating question driving the

investigation was formulated in Chapter 1:

Does emotional intelligence and diversity complexity provide a valid and
permissible account of the attitude towards diversity people maintain in the

workplace?



189

In order to answer the primary research questiornthed study, three research
objectives were further proposed and were discuss&hapter 1. From these three
research objectives, one over-arching hypothests rdne substantive hypotheses
were deduced in order to empirically evaluate thstylated relationships formulated
on the basis of the literature study presentedhapter 2. The results and findings of
these hypotheses will be discussed in terms of tlivee research objectives

formulated for the present study.

5.3 SUMMARY OF THE FINDINGS

The first research objective aimedebplicate whether the measurement models of the
various construct dimensions display acceptableofit the data when fitted in
separate, independent confirmatory factor analysesrder to fulfil this particular
research objective, the dimensionality and factovalidity of each measurement
instrument was first tested within the context loé tpresent study. The reason for
conducting such a procedure was to ensure thathéopurposes of the present study,
the measurement scales that were used in the studyxamine the relationships
between the latent variables, were construct \atid internally reliable. Moreover,
the need to establish valid and reliable measureseales was warranted so as to
ensure that thbest possible statistical results would be attaimken further analyses

were to be conducted.

5.3.1 Conclusions Regarding Reliability Analysis

The reliability coefficients of the Cultural Divetg Beliefs Scale, the Genos El and
the Reaction-To-Diversity-Inventory were determimedrder to confirm that each of
the items from the various instruments succeed antributing to an internally

consistent description of the sub-scale in questiime selection, substitution or
revision of items identified as failing to contrieuto the internal consistency of the
sub-scale, allowed for improved reliability. As BudNunnaly (1978) recommends
that only instruments with a modest reliability dagé used to gather information to

test hypotheses. For the purpose of this studighibty coefficients greater than .60
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were considered to be acceptable (Malhotra, 20@2M-total correlations of above

0.2 were also considered as indicators of intezaaistency.

The results indicate that the reliability analygeeduced satisfactory results when
these guidelines were used. Table 5.1 providesnamsuy of the final reliability
scores for each of the measuring scales. In tetarsitems were removed from the
sub-scales comprising the CDBS, while a total ofiteRins were removed from the
various sub-scales comprising the Genos El. Dedpite the final measurement
scales were found to be reliable for the purposthefstudy ¢ > .80). Each of the
refined measuring instrument sub-scales were aéswed as acceptable ¢.60) and

were considered reliable for gathering informatioest hypotheses.

TABLE 5.1
RELIABILITY RESULTS FOR THE REFINED MEASUREMENT SCALES

NO OF TOTAL SCALE SUBSCALE
MEASUREMENT SCALE

ITEMS a a
CDBS 16 .81 .61-.76
Genos El 49 .82 .66 - .77
Positive Perceptual Depth 5 .92 .92
Negative Perceptual Depth 5 91 91
Perceptual Breadth 2 .61 .61

5.3.2 Conclusions Regarding the Measurement Models

The data obtained from the three measuring instnisneas analysed by means of
SEM, in order to determine measurement model fégaMirement model fit refers to
the extent to which a hypothesised model fits disststent with or describes) the data
and provides information about the validities areliabilities of the observed
indicators (Diamantopolous & Sigauw, 2000). A demiswas made, with regard to
this study, to analyse the measurement model piarseely for each sub-scale of the
various measuring instruments used in this studyortler to do this, a validation
process using confirmatory factor analysis (CFAY & necessary exploratory factor
analysis (EFA), was utilised. Although this process discussed in detail in Chapter
3, all of the sub-scales of the various measumsgruments used in the present study

were analysed separately by means of a CFA proeedur
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If the original structure, including all sub-scaems, produced a satisfactory fit with
the data (in terms of p-value Test of Close Fit.650 RMSEA < 0.08), but certain
items displayed insignificant completely standagdigactor loadings (<.30), a further
CFA was performed on the data excluding the pandt identified. If model fit was
achieved and factor loadings were significant,fdetor analysis procedure would be
concluded as all poor items would have been remavdwwever, it was still found
that certain items failed to load significantly tdme latent variable, further CFA’s
were to be performed on the refined sub-scale itemtd all items demonstrate

satisfactory factor loadings.

If however, after the initial CFA, model fit couttbt be achieved, in that either the p-
value Test of Close Fit or the RMSEA indices wersignificant, the decision was
taken to perform an EFA procedure on all the swdesitems, in order to determine
the uni-dimensionality of the sub-scale. Poor itemese subsequently identified and
removed as per the stated decision rules. A furEA was performed on the
modified sub-scale structure. Model fit was agaialeated and if it was found that
model fit had been achieved, the next step requinatl each item be evaluated in
terms of its completely standardised factor loasinkj it was found that all the
remaining items loaded satisfactory (>0.30) onlétent variable, the factor analysis
procedure was then completed. If however, an iters found to have an insignificant
factor loading, the item was to be deleted. Theeeafurther CFA’'s were to be
performed on the refined sub-scale items untilitlins demonstrate satisfactory
factor loadings. It should be noted, that in aBess CFA was carried out on the final

accepted structure.

The following section presents a summary of thedgess-of-fit indices obtained
from the Confirmatory Factor Analyses performed esch of the measurement
models obtained from the data of the total sampt®387). When assessing overall fit
using both the absolute and incremental measuris ibfwould seem that the quality

of fit, in all cases, is generally good.
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5321 Absolute and | ncremental Fit Measures

A comparison of the indices reported in Table 4r8cates that the refined structure
of each respective sub-scale of the CDBS presegt®a fit with the data. However,
in all three of the refined CDBS measurement modhbksx?/df ratio (1.585 — 1.835)
failed to come close to the 2-5 range indicativaadeptable fit. Although somewhat
disappointing, the models still managed to achigoed fit in terms of the p-value
Test of Close Fit (RMSEA < 0.05) (0.33 — 0.91) &nel RMSEA (0.0 — 0.059). In all
three cases, the null hypothesis of close fit isracted, indicating that each of the
separate measurement models of the CDBS ‘fits’ daéa well and can thus,
reproduce the observed sample covariance matiaxdegree of accuracy that can be
explained solely in terms of sample error. When parad to a baseline model, all
three models achieved NFI, NNFI, IFI and CFI indicthat are >0.90, which

represents good fit.

In terms of the absolute fit indices of the seveaasurement models comprising the
redefined Genos El, and as reported in Table 4#%he x*df ratio’s unfortunately
failed to come close to the required 2-5 rangecailre of acceptable fit (0.574 —
1.529). The ESC is the only measurement modelwiaat able to achieve this level
and thus indicates acceptable §if/(If = 3.665). In terms of the p-value Test of Close
Fit (RMSEA < 0.05), all seven measurement model& labtained values indicative
of good fit as values ranges between 0.093 arl 8ight of the relative RMSEA
index (0.00 — 0.073), six of the seven measuremeuels have achieved good fit.
The ESC measurement model however, had an RMSE#e val0.08 (0.11), which
indicated that although the model had a poorewitit the data, when compared to the
other Genos El measurement model; it did howevaraga to obtain a moderately
good fit with the data. In light of the ESC measneat model, the decision was to
taken to overlook the RMSEA value and place greamephasis on the p-value Test
of Close Fit (0.093), as this index is said to be superior criterion of the two fit

indices.
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When compared to a baseline model, all seven ofirthasurement models of the
Genos El, achieved NFI, NNFI, IFlI and CFI indickattare >0.90, which represents
good fit. However, it should be noted that both B8A and ESM measurement
models failed to reach the required >0.90 levehwédgards to the RFI index (0.86
and 0.88 respectively). Furthermore, the ESC measemt model was only able to
obtain an AGFI index of 0.88. Despite these lesm thatisfactory incremental fit
results, all seven of the measurement models oGéneos EI were able to reject the
null hypothesis of exact fit (1% = Z(©)), and at the same time, not reject the null
hypothesis of close fit (HRMSEA < 0.05). This indicates that each of the separate
measurement models ‘fits’ the data well, in that tmodel can reproduce the observed
sample covariance matrix to a degree of accuraay ¢hn be explained solely in
terms of sampling error. Thus, the seven respeatigasurement models, comprising
the refined Genos El, can be said to provide ailoie@éxplanation of the observed

covariance matrices.

Lastly, in terms of the goodness-of-fit indices floe positive and negative perceptual
depth measurement model, as reported in Table 4dfisfactory fit had been
achieved in terms of the p-value Test of Close(Fi24) and the RMSEA (0.059).
Consequently, the null hypothesis of exact fitegcted (H: = = Z(©)), while the
null hypothesis of close fit is not rejectedo(RMSEA < 0.05). Unfortunately, the
poor result of thee?/df ratio (1.83) for the CFA derived measurementigidias once
again discredited the model fit. Moreover, desalt®ther indices indicating good fit,
one concern is that both the RMR value (0.088) #ed standardised RMR value
(0.088) have failed to reach the >0.90 level rezplito indicate good fit. Nevertheless,
one positive result which affirms good model fittigat of the GFI (0.99), which
noticeably exceeds 0.9. In term of the incremefitaineasures, the measurement
model obtained NFI, NNFI, AGFI, CFI, IFlI and RFldices >0.90, which represents
good fit.

5.3.3 Conclusions Regarding Construct Validity

On the basis of the internal reliability resultse tCFA procedures and the required

EFA procedures, it was decided that it would berappate to redefine each of the
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measurement scales as it was shown in each calaydoachieved a higher level of
construct validity and internal reliability withihe present sample. It should however
be noted that, the results of the present studyndb claim that the derived
measurement models are more valid or reliable nmeasaf the constructs in general.
In fact, because the exact configuration of thginal measurement models was not
replicated in the present sample, it offers a castiwarning to researchatsploying
measurement instruments developed outside of Sbiuiba. Indiscriminately using
measurement instruments that have not been modifie@rms of their factorial
configuration on a South African sample, may casibd on the statistical findings
and will most likely distort any future analysesndacted. Table 5.2 presents a
summary of the final factor loadings obtained facle of the measurement models of
the present study. In all cases, the completelydstalised factor loading for each
item comprising the measurement model succeedetiein>.30 level required to

indicate that item successfully contributes to tt@herency of the sub-scale in

question.
TABLE 5.2
MEASUREMENT MODEL FACTOR LOADINGS
SCALE NO OF FACTOR
ITEMS | LOADINGS
CULTURAL DIVERSITY BELIEF SCALE

Competitive Advantage (CA) 4 43 - .68
Valuing Individual Differences (VID) 8 44 - 71
Tolerance towards Affirmative Action (AA) 4 .48 - .76

GENOS EMOTIONAL INTELLIGENCE INVENTORY

Emotional Self Awareness (ESA) 8 .35-.68
Emotional Expression (EE) 9 .31-61
Emotional Awareness of Others (EAO) 7 .36 - .56
Emotional Reasoning (ER) 5 .51-.59
Emotional Self Management (ESM) 8 .34 - .67
Emotional Management of Others (EMO) 8 .39 -.62
Emotional Self Control (ESC) 4 A45-.74
PERCEPTUAL DEPTH
Positive Perceptual Depth 5 .82 -.89

Negative Perceptual Depth 5 .65-.95
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5.3.4 Evaluation of the Structural Model

Once it was established that each of the measumstguments being used for the
purposes of the present study were considered tddik construct valid and
internally reliable, the data obtained was furtaealysed in such a manner so as to
address both the second and third research olgect¥ this study. The second
objective stated thahe underlying structural model, upon which thedgtwas based,
needed to be explicated and the absolute fit oftfoelel testedwhile the third
research question investigatdte direct relationships existing between the wvasio
latent variable identified in the study and to ewmk the significance of the

hypothesised paths in the madel

All three of the research objectives of this studyre followed with one aim in mind,
to better understand how emotional intelligence diversity complexity influence
attitude towards diversity in the organisation. light of this, various statistical
techniques and methodologies were used in ordaddoessed the remaining research
guestions and gain insights into the relationshigtween the constructs. The
statistical techniques utilised in this study imtduPearson Correlation Coefficients,
Standard Multiple Regression and Structural EquatModelling (SEM). The
goodness-of-fit indices for the structural modelrevepresented in Table 4.48,
interpreted and conclusions were made regardingvkeall structural model fit and

are presented in the following section.

5.3.4.1 Goodness-Of-Fit Indices for the StructuraModel

After interpreting all the fit indices, the condlos was drawn that the structural
model fitted the data well. Integrating the reswoltgained on the full spectrum of fit

statistics (see Table 4.48) seemed to suggestanahle fitting model that appeared
to acknowledge the true complexity of the processederlying attitude towards

diversity. A summary of the most important fit inds is presented in Table 5.2. With
regard to the results of the absolute and increahébimeasures, the evaluation of fit
on the basis of the Satorra-Bentler Scalbdsquare statisti;zz/df (ledf = 2.32) for
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the structural model, suggests that the modettfésdata well as it falls within the 2-5
range indicative of good model fit. Furthermoreplga5.2 indicates that the obtained
RMSEA value of 0.075 is not significantly differeinom the target value of 0.05 (i.e.,
the close fit null hypothesis is not rejected; f.65) and since the confidence interval
does include the target value of 0.05, a gooddfiears to have been achieved. In
addition to this, the p-value (0.12) for test obsd fit (RMSEA < 0.05) supports the
assumption of good fit, as a p-value > 0.05 isdative that the model fits the data
well. Both the reported RMR (0.056) and the staddad RMR (0.056) indicate
reasonably good fit, while the obtained GFI (0.8X¢eeds the 0.90 level required for
good fit. When compared to a baseline model, thectiral model achieves NFI,
NNFI, CFl and IFI indices that are > 0.90.

TABLE 5.3
SUMMARY OF GOODNESS-OF-FIT INDICES FOR STRUCTURAL M ODEL

INDICES Structural Model
ABSOLUTE FIT MEASURES
X/df 2.32
Root Mean Square Error of Approx. (RMSEA) 0.075
P-Value Test of Close Fit (RMSEA < 0.05) 0.12
Root Mean Square Residual (RMR) 0.056
Standardised RMR 0.056
Goodness of Fit Index (GFI) 0.97

INCREMENTAL FIT MEASURES

Normed Fit Index (NFI) 0.92
Non-Normed Fit Index (NNFI) 0.91
Comparative Fit Index (CFI) 0.95
Incremental Fit Index (IFI) 0.96

However, to ensure that a thorough assessmeneddttbctural model was done, it
was deemed necessary to investigate the standardéséduals and modification
indices to determine the extent of success withclwhhe model explained the
observed covariance’s amongst the manifest vasatllae large positive residual and
one large negative residual indicated two obseo@ariance terms in the observed

sample covariance matrix being poorly estimatedtt®y derived model parameter
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estimates. However, with regard to the variables@ated with the poor standardised
residuals, there appeared to be no clear suggefstiomodel modification. Despite
this, the modest number of extreme residuals coraibs the earlier conclusion that
the model fits the data reasonably well. Examimatad the stem-and-leaf plot,
indicated that the medium residual is 0.00, whinoplies that the model neither under
or overestimates the covariance terms in the obdecovariance matrix. However,
less than perfect model fit was indicated by tlet flaat the observed variables tend to
moderately depart from the 45°reference line in the Q-plot in both the upper and
lower regions of the X-axis.. The deviation is, lewer, not pronounced and is this

indicative of a relatively good model fit.

Given the acceptable structural model fit (see @&hbP), an examination of tiff,eand

' matrices was undertaken in order to establishsthrificance of the theoretical
linkages proposed by the study’s structural modsl,depicted in Figure 3.The
interpretation of these results provided informatwith which to determine whether
the theoretical relationships specified at the epihgalisation stage are indeed
supported by the data. Here the interpretationnistte proposed causal linkages
between the various endogenous and exogenous leatidbdiscussion regarding the

interpretation of these results follows.

534.2 Gamma Matrix

The Relationship between Negative Perceptual Depth and Perceptual Breadth

It was postulated that a statistically significgusitive relationship exists between
negative perceptual depth,) and perceptual breadthi). Support was found in the

present study that the relationship between thege ¢onstructs was indeed
corroborated. Firstly, when considering the aboviearate relationship, the

Correlation Coefficient showed that there was astuttial (as based on Guilford’s
guidelines) positive relationship between negafyegceptual depth and perceptual
breadth. The standard Multiple Regression analysdbler indicated that negative
perceptual depth was a significant predictor ofcpptual breadth. When the
postulated model, consisting of all the latent afales, was subjected to SEM, this

path was found to be significant in the structunaldel. This subsequently led to the
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rejection of the null hypothesis. Moreover, thensagsociated with this significapt

parameter estimate was consistent with the natutieeorelationship hypothesised to
exist between these latent variables. Consequeittlgan be concluded that the
positive relationship between negative perceptegtid and perceptual breadth was
confirmed on various levels using different tecluig (i.e., some taking bivariate
relationships into account and others taking midtipependent variables and

independent variables into account, as is the watkeSEM).

Ultimately the complexity of diversity perceptiorssbased on the chronic awareness
and ability to differentiate between the multippacts or dimensions of diversity,
and to integrate on the basis of information red¢va a particular context. In this
study, perceptual breadth was defined as the soppange of one’s perceptions of
diversity. An individual's perception of diversitg said to be differentiated when it
comprises of both positive and negative perceptiafs diversity. However,
instantaneous evaluations of others is said toelgrgontribute to the negative
impressions and attributions one ascribes to thersity of others. Human (1996b, p
58) believes that, “if an individual is aware obfier initial biases and preferences,
thinking over one’s initial judgments adds inforioat and may overrule the
unconscious thought”. Failure to think further aboitial judgments has the power
to greatly influence the course of social inte@ctiand the level at which an
individual can integrate and understand that pedgfer in terms of a number of
dimensions. As such, systematic differences inguions of diversity are derived
from one’s cognitive evaluations of others. Higlearels of differentiation, allows an

individual to be more aware of his or her discrepégws of a person.

The Relationship between Emotional | ntelligence and Perceptual Breadth

A positive relationship was postulated to existwestn emotional intelligence)
and perceptual breadth,). From the SEM results of the integrated moddbeitame
evident that this path was not found to be sigaificin the structural model and
consequently, the null hypothesis that emotionatlligence has no statistically
significant positive effect on perceptual breadtlswnot rejected. When only
considering the bivariate relationship, an insigaifit relationship was found for this

relationship. Moreover, emotional intelligence wast able to predict perceptual
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breadth when considering the Multiple Regressiagults. Invariably, the question
arises as to what extent this is due to the ingiii successfully operationalise the

perceptual breadth latent variable.

It thus seems as if an individual with a high lee¢lEl is not necessarily able to
perceive a variety of negative and positive charistics of diverse others. One
guestions whether this is because emotional ig&ike is in essence, viewed as a
melange of competencies and general dispositionadaptive personal functioning
and coping with environmental demands. The consancompasses multiple aspects
of emotional and personal knowledge and persomadtioning that are rather closely
related to emotions, including: motivation, perdapdraits, temperament, character
and social skills. The inability to perceive bottgative and positive characteristics of
diverse others perhaps raises the question a® teetiitive magnitude of importance
that direct diversity experiences play in the shgmf one’s perceptual breadth. The
more positive the interaction and the greater fEodunities for such interaction, the
more likely diversity perceptions are going to b#fedentiated, in that perceived
similarities with diverse others will be acknowledg and differences or

dissimilarities will be better understood.

Individual’'s inevitably hold different orientatioiewards diversity and what becomes
warranted in any organisational setting, is thdividuals need to be able to structure
their work behaviour differently, in ways that wduleither help to create
opportunities for interaction between themselves @imerse co-workers. Choosing to
engage in positive interactions with diverse indipdls, coupled with personal
knowledge of appropriate emotional management antt@ opens new possibilities
for the establishment of perceptual breadth, bywailg for the creation of
perceptions that embrace both positive and negalements of diversity. Through
direct experiences with diverse individuals, one taus realise that an orientation
towards a more objective view of diversity, can amte one’s wellbeing and

interpersonal experiences.
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The Relationship between Emotional | ntelligence and Positive Perceptual Depth

A statistically significant positive relationshipas postulated between emotional
intelligence §1) and positive perceptual deptip). When studying the SEM results,
this path was found to be significant in the stuuat model. This subsequently led to
the rejection of the null hypothesis. Moreover, sign associated with this significant
y parameter estimate was consistent with the nafuitee relationship hypothesised to
exist between these latent variables. The stantduttiple Regression analyses
further indicated that emotional intelligence wagradictor of positive perceptual
depth, however, only marginally. When considerihg bivariate relationship, the

correlation coefficient that describes the relatip was not found to be significant.

The ability to manage (monitor, evaluate, and adpshanging moods) and regulate
one’s own emotions and moods is said to resultasitire and negative affective
states. Carmeli (2003) contends that emotionallglligent individuals are adept at
placing themselves in positive affective states] are able to experience negative
affective states that have insignificant destricttensequences. According to Wright
and Staw (1999), positive emotions tend to havéigesonsequences in all facets of
life, including interpersonal relationships. Thimplies that people, who have an
enhanced awareness and understanding of their @ambstates and the reasons for
their emotional reactions to situations, are mik&y to have good relationships with
their co-workers and may experience less interpaisconflict than less emotionally
intelligent employees simply because they tolethte differences and similarities

between themselves and others.

On the contrary, when one is unable to manage t¢ivairemotions, negative affective
states are likely to occur more readily, and thais problematically fortify negative
emotional responses towards others. Thus, if onable to manage their own
emotional states by attempting to remain positiveéhie face of adversity, they will
most likely be able to view diversity experiencasa more positive light and can
consequently diminish any negativity associatechwdiversity. Goleman, Boyatzis
and McKee (2002) confirmed this when it was fouhalt temotional intelligence was
an important factor in the relationship betweennalividual and diverse others, as the

individual is able to anticipate a negative emadioreaction in both themselves and
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another individual, and thus aims to avoid behaxgdbat could trigger the rippling
effect of negative emotions. The results of thespné study seem to emphasise that
emotional intelligence in the fellow worker, may baportant in increasing the
tendency to view diversity, and the experienceslatimg from diversity, in a more
positive light.

The Relationship between Emotional Intelligence and Valuing Individual

Differences
Support was found for the postulated relationslgvieen emotional intelligenc&j

and valuing individual differenceqy{). From the SEM results of the integrated
model, this path was found to be significant in #teuctural model and the null
hypothesis could thus be rejected. In addition,siga associated with the significant
y parameter estimate is consistent with the natfitbeorelationship hypothesized to
exist between these latent variables. The stanMadtiple Regression results also
indicated that a significant relationship existaween emotional intelligence and

valuing individual differences.

This was an important contribution, as the resalearly support the notion that
emotional intelligence can enhance the value fowitdin others individuality. A
possible reason for this conclusion is that ematiane thought to organise and
coordinate ongoing psychological action (i.e., rdt, motivation, memory,
behavioural inclinations) so that individuals at#eato respond more effectively to
encountered events, the complexities characterisomgal life and behaviours at
work. The study confirms Carmeli’'s (2003) statemtiatt El is a major contributing
factor towards the development and maintenance ofenpositive attitudes,
behaviours and outcomes and is a key ingrediemthénprocess of developing and
maintaining social relationships. Emotionally ifigetnt individuals are able to master
their interactions with diverse others in a more@fve manner, and as a result, find

greater value in individual differences.

From the Correlation analyses of the bivariateti@ighips, emotional intelligence
was found to be statistically significantly posdly correlated with valuing individual

differences, but this relationship could not becdiégd as practically significant
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(r<.30). A possible reason for this finding is tladthough attitudes go hand-in-hand
with emotions, it is unlikely that increasing ondé&vel of emotional intelligence

alone, will solely contribute towards greater valnendividual differences. Certain

life experiences, such as negative historical e&pees (i.e., Apartheid), exposure to
diversity, experiences of positive contact andagitunal factors may play a significant
role in the development of attitudes towards ditgrsNevertheless, the study
succeeded in illustrating that to some degree, iemalt intelligence does play an

important role in shaping and influencing the vableced on individual differences.

5.34.3 Beta Matrix

In addition to the above results, the unstandaddi&enatrix, reflecting the slope of
the regression ofj; andn; was reported and interpreted as a means to desitréb

relationship(s) between the endogenous variables r@sults are presented below:

The Relationship between Positive Perceptual Depth and Perceptual Breadth

It was postulated that a statistically significaelationship exists between positive
perceptual depthng) and perceptual breadtim;§ and support was found for this
notion. From the SEM results based on the complateeptual model, it was evident
that this path was found to be significant in theictural model and thus, the null
hypothesis could be rejected. In addition, the sigeociated with this significaft
parameter estimate was consistent with the natutleeorelationship hypothesised to
exist between these latent variables. When corisgi¢ne bivariate relationships, a
substantial correlation was found in terms of Guidfs guidelines. Furthermore, from
the Standard Multiple Regression results, it wadesu that positive perceptual depth

significantly predicts perceptual breadth.

The significance of this relationship is emulataedhe fact that it would appear that
the ability to differentiate between various indival identities and to integrate
identities on the basis of information relevantatparticular context is imperative to
the development of a more complex perception oémdity. This study confirms that
notion that understanding oneself and the extemthich unidimensional and value-

laden thinking can both perpetuate dysfunctionaiaddnteraction and affect one’s
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performance and motivation in the organisation, s@mificantly alter the way in
which diversity is viewed. This involves an actigeocess of controlling how one
thinks about others (Human, 2005), as well as aaremess and acceptance of the
individual’s similarities (e.g., commonness of lgeimuman) and dissimilarities (e.qg.,
race, gender, culture, etc.) (Miville, Gelso, Panhiu, Touradji, Holloway, &
Fuertes, 1999).

The Relationship between Valuing I ndividual Differences and Perceptual Breadth

The study postulated that a statistically significeelationship exists between valuing
individual differencesr{;) and perceptual breadthj. The SEM path was found to
be insignificant in the structural model and thdl mypothesis could thus not be
rejected. Support for the hypothesis was therefmtecorroborated. Considering the
bivariate results, no significant correlation wamd to exist between these two
variables. Furthermore, in terms of the MultiplegRession results, valuing individual
differences failed to significantly predict peroagitbreadth.

A possible explanation for this result is that dynpaluing individual differences
might not necessarily imply that one will have &ajer range or scope of diversity
perceptions. In fact, the possibility exists thae anay choose to only see the positive
aspects of diversity, which in essence is not ogitias it becomes very difficult in a
social situation to extract the best qualities afrediverse individual. The failure to
have even a casual awareness of both positive egdtive diversity perspectives,
permits one to build an alliance with others on lasis of similarities, while at the
same time being to accept and value others forgbeiifierent to oneself (Miville et
al., 2000). Therefore, valuing individual differescdoes not automatically imply that

one has a realistic appreciation of others.

Despite the present study’s failure to support typothesised linkage between
valuing individual differences and perceptual btbad did find some support for the
notion that maintaining a positive perception tadgadiversity, along emotional,
behavioural and cognitive lines, enables one tdfedifitiate or perceive a
phenomenon in terms of multiple aspects (Brewerié&de, 2005). Perhaps it can be

said that valuing individual differences is a neezeg component to achieving a
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greater range of diversity perception, insofar as valuing individual differences
would make if far more difficult to diversify onealready negative perception of

diversity.

The Relationship between Valuing I ndividual Differences and Positive Perceptual
Depth

A statistically significant relationship was postidd to exist between valuing
individual differences rf;) and positive perceptual deptihs). The SEM results
confirmed that a significant path existed betwelea two variables, thus the null
hypothesis could be rejected. In terms of the MldtiRegression results, valuing
individual differences was found to predict postiperceptual depth. This implies
that the ability to understand and find value ie thdividual differences of people
directly increases the degree to which diversityitself, is viewed in a positive light.
This is extremely important within the organisatibenvironment, as a congruent
understanding of other’s views should enable onentwe accurately infer other’s
intentions and meanings, facilitating fluent, afiat interaction and helping them
utilise their diverse abilities to accomplish theillective goals. According to Human
(1996b, p. 58), “such individuals tend to base pédrtheir evaluations of others on
(perceived) internal motivation rather than on puexternal characteristics”. As a
result, the reasons they find for the behaviour®tbers is both more positive and

diverse in nature.

Similarly, the present study confirmed Hunsbergeq, Pancer, Pratt and McKenzie
(1992) avocation that understanding, accepting appreciating the diversity of

others may reflect the neurological or cognitiveaty to think of others in a more
multidimensional manner, or a knowledge bias th#teénces complex thought (i.e.,
one consciously makes an effort to acknowledge arwkpt the non-overlapping
memberships of their multiple in-groups). The apito value individual differences

thus is said to enable an individual to become naware of his or her discrepant
views, more open to disconfirming information andren appreciative of the

similarities and differences shared among people.
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Although the study has demonstrated that a defirgtationship exists between
valuing individual differences and positive pereggt depth, thecorrelation
coefficients of the bivariate relationship, illisted valuing individual differences had
failed to correlate significantly with positive peptual depth. One reason for this
pertains to Riordan and Shore’s (1997) statemeatt tte individual, by nature, is
instinctively attracted to a social unit that isvqased of others whose demographic
profiles are consistent with the categories thatitidividual has chosen to categorize
him or herself. For example, if an individual usgsnder as a category for self-
definition, the individual may be most attractedatod satisfied in groups that are
composed of the same gender category becausedhp gontains an important part
of the individual’s existing self-identity (Tsui at., 1992).

Thus, a situational setting such as a work groopyhich an individual is dissimilar
to a majority of the members, may make the indi@ldincomfortable, because of the
increased awareness that the characteristics adrtier social identity are different
from others, resulting in more negative attituded éehaviours (Sanchez-Burks et
al., 2009). Likewise, the similarity-attraction paradigm prges that similarity
between individuals within a group leads to a higlyree of interpersonal attraction
among members (Byrne, 1971). This interpersonedciton in turn, is thought to be
positively related to many group-related processesh as cohesiveness, desire to
maintain group affiliation, friendship ties, andnwmunication (Riordan & Shore,
1997). Consequently, if an individual is dissimitarother work group members, little
attraction will exist, which in turn, can negatiyeaffect the individual’'s attitude
towards that group. One possible solution to thablem again resides in the need to

promote positive diversity experiences within therkvenvironment.

If, according to Crush (2008, p. 4), “the singlegdest mitigator of negative
stereotyping is personal familiarity”, then devef@pa more complex perception of
diversity, and hence, a more positive attitude rolwaliversity, involves the need to
become more socially familiar with diverse indivads. The more socially familiar
one becomes with diverse members within the orgéinis, the more likely their
attitude towards these individuals will begin t@obe positively as they begin to take
note of the shared similarities while understandamgl appreciating their existing
differences.
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The Relationship between Valuing Individual Differences and Tolerance towards
Affirmative Action

A significantly positive relationship was postulhtdo exist between valuing
individual differencesn) and tolerance towards affirmative actiof)( The results
of the SEM revealed that the path coefficients wagnificant and thus the null
hypothesis was rejected. Moreover, the Correlattmefficient revealed that a

practically significant relationship exists betwekase two constructs (r>.30).

According to Montei et al. (1995), one’s value #sed to individual differences, and
invariably one’s attitude towards diversity, refesghe degree to which one is able to
accept minorities, primarily women and the disaplasl well as the various racial
groups in the workplace. This includes acceptaricioh individuals as co-workers,
supervisors and any other persons in work-relaiksr Moreover, valuing individual
differences includes the degree, to which one dscélpe increased hiring of
minorities. The present study has good reason gpatiand confirm Moneti et al's
(1996), statement and is particularly prevalerit asplies that thenore one is able to
value others individuality, the more likely one Mble able to understand and accept

affirmative action in the workplace.

The Relationship between Valuing Individual Differences and Diversity as a
Competitive Advantage

A significantly positive relationship was postuldteéo exist between valuing
individual differencesr;) and diversity as a competitive advantags).(Again, the
SEM results revealed that the path coefficientsewsgnificant between these two
constructs and thus the null hypothesis was rajedteaddition, the sign associated
with this significant[3 parameter estimate was consistent with the nabéirthe
relationship hypothesised to exist between thesentavariables. Moreover, the
Correlation coefficient revealed that a practicaflignificant relationship exists

between these two constructs (r>.30).

Diversity has serious implications for organisasiopwhen managed properly a diverse
workforce that has the ability to find value in timglividuality of others, leads to a

competitive advantage for the organisation (Morgeial., 1996). This study has
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clearly confirmed this statement and further sufsptire viewpoint of Cox and Blake
(as cited by Rentsch et al., 1995, p. 3) who suggfest valuing diversity in
organisations should include all cultural groupspexting, valuing and learning from
one another, integrating cultural groups acrossdiganization, all organizational
members identifying with organizational goals, aetiminating prejudice and
discrimination. The greater value one can ascoldiersity, the more likely one will
be able to find value in the individual differencet others. Differences in this
instance not only emphasising demographics suagasrace or gender, nationality
or religion, but also individual differences such skills, language and experiences.
This in turn implies that one will thus be ablecmmprehend the added value diverse
perspectives, skills, abilities and even persaealitould bring to the organisation
that will encourage proactive behaviour in terms cafpitalising on individual
differences, and is therefore likely to follow wighheightened sense of unity, respect
and understanding and enhanced organisational rpgfwe (Johnson & Johnson,
2006).

5344 Possible Modification to Structural Model

Overall, it was found that the proposed structomabel fits the data reasonably well.
Examination of the modification indices calculatedthe Beta matrix, suggested that
there was no additional paths between any endogeladent variables that would
significantly improve the fit of the proposed stwal model. However, the
modification indices calculated for the matrix, identified one additional path from
negative perceptual depth to tolerance towardsnadfive action, which might
improve the fit of the structural model. Althoudhist particular modification index
showed substantial improvement in model fit if nimdition is made to the model, it
was however, not possible to construct a theoldtisification for making any post

hoc modification to the model.

5.4 LIMITATIONS OF THE STUDY

Even though there is confidence in the resultsinbththrough the present study,

these results need to be presented within the negtjperspective of the study’s
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known limitations. It is imperative to acknowledgieat all studies in the social
sciences are plagued, to a greater or lesser ddgrdenitations. By no means was
the present study exempt. The most pertinent cfethienitations are thus presented

below.

The first apparent limitation pertains to the fdlot a non-probability sampling
procedure, as well as ax post factaesearch design, were utilised in the present
study. This may have reduced the ability to gemarahe results of the findings in the
study. A related issue concerning the data gathepmocess and which is indeed
relevant to this study is that of mono-method lmwagommon method variance. The
fact that the source of data for the predictors watsseparated from the outcomes
implies that it is plausible to argue that the tielasships among the study variables
could have been inflated as all the latent varmhlere measured from a single source
(i.e., the individual). Moreover, given that a cenient sample was used, it is further
plausible to propose that subjects who volunte&rgahrticipate in the study differed,
with regard to the variables included in the studythose that did not volunteer. It
may thus be noted that there is a possibility that respondents were not entirely
characteristic of all employees and that the caichs drawn may differ somewhat,
should a subsequent study be conducted on a diffpapulation. However, given the
nature of the constructs included in the studyyels as the theoretical reasons for the
relationships, it was necessary to assess thes&bles from the perspective of a
single individual. Consequently, control for meth@tiance could not be achieved as
individual ratings are the theoretically approiateans of assessing attitude towards

diversity, emotional intelligence and diversity qalexity.

A further limitation to the study concerns the crgectional (correlational) nature of
the data. Since the data was gathered at oned}ipgint in time, the internal validity
of the study is threatened as causal directiorreniges is prohibited, and which may
have exacerbated same-source or common method Lmagitudinal designs are
suggested as an alternative to cross-sectionajriesis these designs are better for
testing causality. One concern is that readersnuifita with SEM may erroneously
conclude that causal relationships can be infdnad the results. One should always
keep in mind that proof of causality cannot be m&den statistical results alone.

Only sound theory, appropriate experimental desigmsl corroborating statistical
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results can permit one to make causal inferendesteTis evidently a need to move
away from the practice of measurement at a singiatpgn time, especially with

regard to attitude towards diversity within orgaisns.

Another limitation of this study pertains to ernaariance. A major source of error
variance may have been the many moderating vasiahkt affect the relationships
between the variables under investigation in thisl\s For example, personality,
biographical variables, degree of contact, soaahiity complexity, organisational
influences and influences could have easily havk Hdden influences of unknown
size on the results of the relationships betweenvdriables under investigation in
this study. Important workplace factors, such agapisational culture, were not
controlled for in the analyses. Consequently, oeeds to admit that knowledge and
understanding of attitudes towards diversity in amigations is still largely

incomplete.

The operationalisation of diversity complexity (RITBlostager and De Meuse, 2002)
is perhaps another limitation of the current studiiiis measure presented a few
difficulties when capturing, analysing and repagtithe data. One of the concerns
regarding this measuring instrument pertains tac®®ual Breadth. This particular
sub-scale unfortunately is only defined in term$wad items, namely cell breadth and
category breadth. This is a limitation of the stadythe stipulated criteria presented in
this study, clearly recommends that at least foems are needed to successfully
define a factor. Consequently, factor analysis @¢at be performed on this measure
of diversity complexity. A possible explanation fhre lack of significant linkages
between emotional intelligence and perceptual lirgaas well as between valuing
individual differences and perceptual breadth, e@ssidered to be the inability of the
study to successfully operationalise the percegiteddth latent variable. A different
study, using a different measuring instrument t@suee diversity complexity, may

obtain more significant results when investigatingse various direct relationships.

Despite the fact that certain limitations pertainito the present study were
uncovered, the research still succeeded in makmmpitant theoretical contributions
towards the field of diversity and organisationgyghology in particular. It is argued

that novel theoretical links were conceptualised avaluated in this study, with the
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aim of contributing valuable knowledge to the agpdrlack of South African

literature related to the chosen constructs ofghidy.

5.5 SUGGESTIONS FOR FUTURE RESEARCH

The results of the study provided valuable insigiib the relationship between
attitude towards diversity, emotional intelligeneed diversity complexity. It is
foreseen that this study will hopefully serve astimulus for other researchers to
further explore these relationships on both a cptuad and practical level. There are
however, several recommendations regarding theadetbgy that should be used in
future studies. The complete proposed integratedeineeeds to be empirically tested
on other samples. Furthermore, in order to makeernonvincing casual inferences, it
is suggested that a longitudinal study of the psepoconceptual model should be
undertaken. In addition to this, future studiesuth@void using a convenient sample,
and rather opt for a sample that is more represeataf the general South African
organisational population. A cross-validation studp a sample of different
respondents taken from the same population shaukbmined in order to assess the
stability of the model.

What is further recommended is that future reseahctuld consider the possibility of
expanding the model, by formally incorporating diddial latent variables like social
identity complexity, direct and indirect culturakperiences, values and history of
conflict, in an attempt to explain additional vauce in attitude towards diversity. The
idea that differences in attitude towards diversggyas a result of differences in
emotional intelligence and diversity complexity rzdg is highly unlikely. Moreover,
although attitudes go hand-in-hand with emotiohg unlikely that increasing one’s
level of emotional intelligence alone, will soledpntribute towards a more positive
attitude towards diversity. Therefore, incorporgtiatent variables such as degree of
exposure to diversity or “contact” and personaljparticularly agreeableness and
openness to experience) should be consideredditiay future research should also

consider combining both individual and situatiofzadtors in the same study.

On a conceptual level, greater refining of thetreteships between the constructs as

well as the measuring instruments used in thisysisidequired. With regard to the
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complexity of diversity perceptions, measures sastthe RTDI which was used in
this study, should be investigated further in terofsthe most recent research
undertakings using this particular instrument (blstager & De Meuse, 2008), in
order to explore gains in the complexity of indivad diversity perceptions, yielding
measures of perceptual depth and breadth. Furtmerradditional research is needed
to establish explicit and systematic connectionsveéen the diversity perceptions
people bring to a setting, the nature and containtise diversity learning experiences
to which one is exposed to, the effects of thespemsgnces on one’s diversity
perceptions, and the role these perceptions plaguiding an individuals behaviour
and influencing organisational outcomes. Futurealistishould further explore the
implication of incorporating social identity compiy into the model as it is thought
to yield more significant results as it may alloar imore accurate explanations of
how one’s attitude towards diversity is developetl gossibly even maintained.
Moreover, the Cultural Diversity Belief Scale (Reeft et al., 1995) might not have
been the most suitable measure to use for the smssas of the attitude towards
diversity construct, as it might be consideredecslhghtly outdated. The use of more
recent measures, such as the UDO (Milville et281Q0) should be investigated as an

alternative.

Specifically in South Africa, more research needlsbé conducted in the field of
diversity attitudes. Although much research hasnbeenducted on diversity
management, there is a lack of South African rebednat links diversity with
attitudes and emotions. Research in this particdiamain is of importance as
organisations are increasingly finding the needdésign training programmes to
enhance and develop attitudes and skills that igaete successful interactions with
others. Thus identifying characteristics of thod®wnaintain a more positive attitude
towards diversity and training managers in skidlated to those characteristics may
ultimately improve contextual organisational pemniance.

5.6 PRACTICAL IMPLICATIONS OF THE STUDY AND CONLUD ING
REMARKS

In order to compete in an increasingly diverse emment and maintain competitive

advantage from a human resource perspective, ca@#ns must ensure that every
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individual comprising their workforce is able totémact successfully with diverse
others. By far the strongest practical contributdrthis study rests on the fact that if
management can identify the positive and negatspeets spanning the realms of
emotion, cognition and behaviour, organisationseaféectively assist their employees
in developing and enhancing skills that are vibgbtomoting successful interaction in
the workplace, thereby improving organisationalcoutes. Diversity is a growing

reality and practitioners need to be able to marnaiggophenomenon successfully with
a systematic approach to mitigate the possible tivegautcomes originating from

individual differences. It would appear that in masrganisational settings, people’s
negative attitude towards diversity is the dynanfictor that hinders many

opportunities for positive contact within the wolde.

The strongest practical implication of the pressmdy has to do with the fact that
attitudes, emotions and perceptions are all makeabncepts that can be altered,
developed or ‘fine-tuned’. The implication of tresudy is that management should
establish explicit systematic connections betwéenattitudes, emotions and diversity
perceptions individual’s bring to a particular sejtand the role they play in guiding
behaviour and influencing organisational outcomd@$e ability to discover
multidimensionality within the individual’s enviroment will enable him or her to
become more open and flexible to the process dérdifitiation and integration,
which, in turn, would lead to the management ofpprapriate stereotypes.
Individuals with the skills to counter inappropdatstereotypes and negative
communication in the work situation will facilitatgreater multidimensionality in
themselves as well as in the person they are cttegawith. This, in turn, may lead to
communication enhancement and personal empower@mentell as an appreciation

of differences and an understanding of similarities

To the extent that a person is attuned to his ool feelings and to the feelings of
others, and is able to cognitively manage, integexnhotions and reason such that
emotions are used to facilitate cognitive procesbegs the question as to whether
heightened levels of EI may contribute to a morsitpe attitude towards diversity.
This study demonstrated that there is indeed aifgignt relationship between
emotional intelligence and attitude towards diwgrsi The implication for

organisations is that they should provide orgamsat members with adequate
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opportunities for education, training and developtria emotional intelligence. This
type of development could enhance members undeisn appreciation and
acceptance of other’'s individuality. Thus promptimgn organisational culture
cultivated in an environment where cultural awassnesensitivity, fairness and

integrity prosper.
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