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“The fear of the Lord is the beginning of knowledge”

Proverbs 1 verse 7
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Terms of reference

During 1995, the author started to investigate a complex planning problem, namely how to
schedule capital projects, subject to monetary constraihts, down to phase level and how to obtain
the necessary input from various levels of role players from different organisations in order to find
a solution to the problem and eventually also ascertaining the impact of a chosen schedule on
certain factors. In mid-1996 the problem was presented to senior aﬁd top management of the
Armaments Corporation of South Africa. It was decided that research should continue to find a |
methodology for solving this kind of problem. The aim was to complete the research within a
three-year period so that it could be proposed as a solution while the transformation of the

Department of Defence was under way.
The project proposal was also presented to the research evaluation committee of the Department

of Industrial Engineering at the University of Stellenbosch. It was accepted as a PhD project
within the Department of Industrial Engineering. |
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Samevatting

Langtermynbeplanning van groot kapitaalprojekte waarvan die fondse deur ‘n sentrale
instansie (bv. die regering) voorsien word, benodig insette vanaf strategiese vliak asook
van projekbestuurders op die taktiese vlak om te verseker dat beplanningsbehoeftes alle

vlakke van bestuur insluit.

Hierdie insette word deur middel van ‘n heuristiese kapitaalbeplannings- en
besluitnemingsondersteuningsmodel verwerk sodat resultate wat aan die meeste van die
gegewe beperkings voldoen, finansiéle en ander impakte aan al die rolspelers tydens die
uitvoering van die Kapitaalprojekproses uitwys. Hierdeur word ingeligte projek- en

beleggingsbesluite gemaak.

Op strategiese vlak word begrotings, behoeftes en prioriteite van projekte aangespreek
terwyl daar op taktiese vlak skedules en kontantvloeivooruitskattings vir projekte en
subprojekte bereken word. Hiermee word ‘n gekose skedule geformuleer. Die impak van
die gekose skedule op menslike hulpbronne en verskeie ingenieursfunksies word

ge€valueer waarna sensitiwiteitsanalises gedoen word.

Na die afhandeling van sensitiwiteitsanalises kan °‘n geskikte naby-optimale
makroskedule deur die besluitnemers op strategiese vlak aanvaar word. Hierna word finale
resultate aan besluitnemers en uitvoerders op taktiese vlak beskikbaar gestel. Insig in die
hoévlakmannekragbehoefte en die langtermyn-kontantvloeibehoefte kan met behulp van
die geskeduleerde groot kapitaalprojekte en geprosesseerde inligting afgelei word sodat

strategiese besluite geneem kan word.

Vanweé die kompleksiteit van die model wat uit die baie moontlike kombinasies spruit,
word ‘n heuristiese benadering voorgestel om die beplanning van kapitaalprojekte te doen.
Die impak op verskeie faktore, soos byvoorbeeld die impak op menslike bronne, word op
grond van die skeduleresultate bereken. Enige verandering wat op grond van die
impakanalise nodig mag wees, kan met behulp van die programresultate en deur middel

van onderhandelinge tussen die rolspelers aangebring word.



Synopsis

In order to do proper long-term planning for major capital projects which are funded
collectively by a central body (e.g. the government), input is required from strategic level
as well as from project managers at tactical level to ensure that planning requirements are

included from all levels of management.

This input is processed by means of a heuristic capital planning and decision support
model so that the results, which comply with most of the given constraints, can indicate

financial and other impacts on all role players during the execution of the capital project.

Through this, good decisions can be made with regard to the projects and investments. -

At strategic level, budgets, requirements-and priorities of the various projects are taken
into consideration, while at tactical level, schedules, project and subproject cash flow
predictions are calculated. With this a chosen schedule can be formulated. The impact of
the chosen schedule on human resources and various engineering functions can be

evaluated, after which sensitivity analyses are conducted.

After the completion of sensitivity analyses, decision makers at strategic level can accept
an appropriate near optimal macro schedule. Hereafter the final results are made available
to decision makers and executors at tactical level. Insight into long-term cash flow
requirements can be derived from the available information. All the major capital projects
can be scheduled and the requirements in terms of high-level manpower can be

determined so that strategic decisions can be made.

Owing to the complexity of the model, which results from the many possible )
combinations that may occur, a heuristic approach is proposed for doing the capital
planning. The impact on various factors, for example the impact on human resources, is
determined from the schedule results. Any changes that might be necessitated by the
schedule results can be negotiated with the role players, based on the output of the

programme.
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Nomenclature and abbreviations

Nomenclature

b = constant _

B, = beginning of sector T € { 1,2,3,4} for project Pi with priority i

C; = supplier country of subproject j of project Pi with priority i where C;; € {supplier
countries}

d;. = the difference between the maximum and minimum duration of sector T of project
Pi with priority i

D, = the sum of the differences d, . for project Pi with priority i

JR™Y, = default human resource requirement of phase k for impact parameter u and specific
impact v for human resource type w

o = default average real rand intensity per month for impact number u and specific
impact v for phase k of subproject j of project Pi with priority i

RY% = default rand value of phase k for impact parameter u and specific impact v

J% = default duration of phase k for impact parameter u and specific impact v

E. = end of sectors t € { 1,2,3,4}

Rim = existing nominal rands for project Pi with priority i during month m

Ry = existing total nominal rands during month m

etey, = end of search ending time of subproject j of project Pi with priority i in sector ©

etsy; = end of search starting time of subproject j of project Pi with priority i in sector T

i, = real value of cash flow profile for project Pi with priority i at time t

f, = function in time t

G, = budget growth factor per annum

h = index of month during which project is active where h = ts’ to ts® +Tav; - 1

H = constant

am = predicted human resource requirement for impact parameter u and specific impact

v for human resource type w per month and for phase k for subproject j for project
Pi with priority i at month m

HR"™™ = predicted human resource requirement for impact parameter u and specific impact

v for human resource type w per month m

index of projects where i represents the priority of the project



ni —
nF m

average intensity of cash flow over a specified time

R’ /T,

uniform intensity in real rands per time unit of total supply per project Pi with
priority i

R%/ T;,

real uniform intensity per sector per time unit where t=2,3,4 andt=B,., ..., E,;
Rf,/ T,

~ uniform intensity in real rands per time unit of foreign supply per project

RI';/ Tav,

uniform intensity in real rands per time unit of local supply per project

average budget intensity per month in nominal rands =I'" / 12

subproject index of project Pi with priority i

phase index of subproject j of project Pi with priority i

index for time units in months‘

expected duration in months when actual monthly cash flow is equivalent to the
average monthly cash flow over a duration of twelve months

number of movements during pseudo operations

new nominal rands for project Pi with priority i during month m

the new total monthly nominal cash flow reduced with the project’s existing
monthly cash flow

the new total monthly nominal cash flow increased with the project’s new monthly
cash flow

the new starting time of project Pi with priority i after pseudo operations

new nominal monthly budget available for project Pi with priority i

real money value of phase k of subproject j of project Pi with priority i in any

~ foreign currency

number of months

number of years

pseudo project operation for project Pi with priority i during optimisation iteration
. A

operation shift left for project Pi with priority i

operation shift right for project Pi with priority i
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-

Rl’

operation shrink left for project Pi with priority i

operation shrink right for project Pi with priority i

operation stretch left for project Pi with priority i

operation stretch right for project Pi with priority i

constant

number of projects under consideration

project number of priority i

constant

interest rate monthly compounded

YR,

real rand value of total supply for all projects

Y. R%,j=1, ..., S, where S; = number of subprojects per project Pi with priority
i

real rand value per project Pi with priority i

real value of subproject j of project Pi with priority i in sector ©

real value of phase k of subproject j of project Pi with priority i in sector t
YRy k=1,..,9

real rand value of total supply per subproject j per project Pi with priority i

RI%;, or Rf7,

real rand value of total supply per phase k per subproject j per project Pi with
priority i

Y. R, , where k is sector T phasesand j =1, ..., S;
Z RfY

real rand value of foreign supply for all projects

Y Rf;,j=1, ..., S; where S; = number of subprojects per project Pi with priority
i

real rand value of foreign supply per project Pi with priority i

Y RfGy ,k=1,...,9

real rand value of foreign supply per subproject j per project Pi with priority i
M, *X;, withy =0

real rand value of foreign supply per phase k per subproject j per project Pi with

priority i
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an' —
RI' =

RIS =

ste; =

stsg, =

final pseudo nominal cash flow of project Pi with priority i during month m
LRI

real rand value of local supply for all projects

Y RI5,j=1, ..., S; where S; = number of subprojecfs per project Pi with priority
i

real rand value of local supply per project Pi with priority i

YRIG ,k=1,..,9

real rand value of local supply per subproject j per project Pi with priority i

M,

real rand value of local supply per phase k per subproject j per project Pi with

priority i

monthly cash flow

nominal cash flow of project Pi with priority i during month h

subproject s monthly cash flow per project Pi with priority i at month m
subproject s monthly cash flow per project Pi with priority i in sector T at month
m

subproject s monthly cash flow per subproject j per project Pi with priority i in
sector T at month m

average real rand intensity per month for impact number u and specific impact v

for phase k of subproject j of project Pi with priority i

real value allocated to impact parameter u and specific impact v due to phase k of
subproject j of project Pi with priority i

phase ¢ monthly cash flow per project Pi with priority i in sector T at month m
phase ¢ monthly cash flow per subproject j of project Pi with priority i in sector
T at month m

phase ¢ monthly cash flow per phase k of subproject j of project Pi with priority
iin sector T at month m

optimal nominal cash flow over planning horizon per month m

number of subprojects per priority i

start of search ending time of subproject j of project Pi with priority i in sector t
start of search starting time of subproject j of project Pi with priority i in sector T

time units



t = duration of any project

te; = ending time of project Pi with priority i

tey = starting time of phase k of subproject j of project Pi with priority i

te;. = ending time of project Pi with priority i in sector t

te;;, = ending time of subproject j of project Pi with priority i in sector ©

te, = required or constraint completion date of project p

te," = new ending time of project z violating a scheduling rule

te’, = pseudo optimised ending time of project Pi with priority i

te” = optimised ending time of subproject j of project Pi with priority i in sector ©

te = optimised ending time of phase k of subproject j of project Pi with priority i

ts; = starting time of project Pi with priority 1

tsye = starting time of phase k of subproject j of project Pi with priority i

ts; = starting time of project Pi with priority i in sector t

ts;; = starting time of subproject j of project Pi with priority i in sector T

ts, = starting time of project z violating a scheduling rule

ts,) = new starting time of project z violating a scheduling rule

ts", = pseudo optimised starting time of project Pi with priority i

ts’ o = “optimised starting time of subproject j of project Pi with priority i in sector t

ts" e = optimised starting time of phase k of subproject j of project Pi with priority i

T = total time of all projects =Y T°,

T, = duration of project Pi with priority i where Tmin; < T, < Tmax;

T, = pseudo optimised duration of project Pi with priority i

Ty = optimised duration of subproject j of project Pi with priority i in sector T

T e = optimised duration of phase k of subproject j of project Pi with priority i in sector
T

T = initial pseudo project duration for project Pi with priority i

Tav, = Y Tav, ,t=1,..,4

= average completion time for project Pi with priority i
Tav, = integer ((Tmax .+ Tmin ,)/2)

= average duration per sector T for project Pi with priority i
T, = duration time per sector t for project Pi with priority 1

Tmax ;= YTmax ., t=1,..,4
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max {Tmax ;.},j=1, ..., S

Y. 8Tmax;, , where k is sector T phasesand j =1, ..., S;
YTmin_ ,t=1,..,4

max {Tmin i},j=1, ..., S;

Y. 8Tminy, , where k is sector T phasesand j=1, ..., S;

. number of impact parameter

specific impact

V;i (Cy)

foreign or local currency for subproject j of project Pi with priority i of supplier
country C; where V;; € {currency of countries}

number of specific impacts on impact parameter u

weighted annual escalation

actual escalation factor for subproject j of project Pi with priority i at month m
annual weighted foreign escalation for project Pi with priority i at year y

monthly escalation factor for project Pi with priority i at month m

_ total weighted annual escalation for project Pi with priority i at year y

annual weighted local escalation for project Pi with priority i at year y

Xij (Vij (Cij)o y)

exchange rate for subproject j of project Pi with priority i for valuta V(C;) of
supplier country C; at year y (local rand per foreign currency)
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1. Introduction

1.1 General description

The scheduling of large multiple capital projects subject to a number of constraints, such as
priorities and budgets, and factors such as inflation rates and changes in exchange rates, is one of
the most complex problems to solve. At top management level decisions must be made which will
both fit in with the overall strategic plan and result in a feasible solution set. This research was
prompted by this complex problem, with a view to finding a solution that could improve the

existing situation with regard to project budgeting, planning and execution.

1.2 Importance of the research

At strategic level decision makers must make critical decisions regarding long-term requirements
which must be met, while at tactical level the required data is prepared to assist decision makers
at strategic level. It is of the utmost importance to integrate these two levels and the input from
other possible role players so that sound strategic decisions can be made, based on an impact
analysis. Huge amounts of money, many people and a number of organisations are involved. The
better this problem can be defined and formulated, the better the solution that can be obtained to

enable the decision makers at strategic level to make substantiated decisions.
1.3 Research overview

The structure of the dissertation is discus_sed below:

Chapter 1 gives a general introduction to the problem and describes the relationship between the
strategic and tactical levels of the decision-making process. The importance of the research lies

in the fact that huge amounts of money and many people from a number of organisations are
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involved in the process. It is necessary to integrate processes in order to make better decisions
with regard to capital planning. The contribution of this research is in the area of solving problems
where strategic decisions are taken, the main contribution being the establishment of a system that
can operate at both strategic and tactical levels, thus assisting the decision-making process by

providing answers to many questions.

Chapter 2 describes the current situation with regard to the problem and gives a description of the
problem. Although the environment in which the research takes place could be identified as the
capital expenditure at national, provincial and local government levels, only the Department of
Defence is taken as frame of reference. A brief description is given of the different role players,
namely the Secretary for Defence, the South African National Defence Force, the Armaments
Corporation of South Africa, and the South African defence industry. The major problem is how
to schedule large capital projects with time and budgetary constraints and to determine the impact

of the schedule on various factors.

Chapter 3 gives a summary of the relevant literature. Preliminary definitions are given in order to
fully explain the remaining part of the chapter. Firstly the research problem is classified. Although
various classes of problems are described in the literature, a new class of research problem is
proposed. Secondly, solving methods are investigated. Two types of solutions are described,
namely exact (non-heuristic) and heuristic approaches. Based on the literature, a heuristfc

approach is then chosen to solve the research problem.

Chapter 4 describes relevant theory and assumptions which support the development of a solution
to the research problem. The research problem is split into a macro and micro level. The macro
level providés information such as budgets, inflation rates, exchange rates, nominal and real cash
flows, and cash flow targets. Annﬁal cash flows are converted to monthly cash flows within a
financial year. Different cash flow profiles of the budget are simulated and manipulatéd for every
year. Project data are provided at the micro level. Each project can be simulated with a specific

cash flow profile. Projects are broken down into subprojects and each subproject into phases.
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Phases are grouped within sectors which best describe the typical process in a specific sector.
Phase data are established, such as the value of the phase, minimum and maximum time to
complete the phase, classification whether the phase will be contracted to a local or foreign
organisation, and type of foreign currency, in order to be able to arrive at a solution for the
research problem. Impact information is described and an impact analysis based on a final schedule

is presented.

Chapter 5 describes the mathematical formulation of the research problem and the integration of
all factors to present a near optimal solution. It starts by converting detailed project data into
pseudo project data, which is neceséary to initially schedule all projects subject to constraints such
as budgets and priorities. The initial pseudo schedule is then “freely’ optimised, resulting in a final
pseudo free schedule. If completion date constraints are activated, a constrained optimising
follows the final pseudo free schedule, resulting in a final pseudo constrained schedule. With a final
pseudo schedule available, free or constrained, detailed optimising per project takes place, thus
presenting a final detailed schedule. Final starting and finishing dates and predicted nominal cash
flow profiles are presented per project. The nominal cash flows per project, which are available
at phase level, are de-escalated to determine the required real cash flows of a phase and thus for
all projects and for the total acquisition. Once the required real cash flows have been calculated,
a sensitivity analysis can be conducted in order to so choose a schedule where all possible impacts

are acceptable to the decision maker.

Chapter 6 presents a case study using a number of selected projects. Various combinations of the

model were run and the results are presented in the relevant appendices.
Chapter 7 sets out the conclusions and recommendations for further research.

Chapter 8 briefly describes the software model that was used to demonstrate the practical solution
to the problem.

Chapter 1



14 Contribution

The problem defined in this project is not a unique problem but it could be identified as a very
special one. A unique solution has been developed and illustrated and takes into consideration
many levels and factors. This indicates a complex system environment. The inputs and outputs are
integrated so that it can be seen as a single model that provides alternatives as solutions to the
research problem. The methods described in this dissertation can in future play a significant role
in developing knowledge on how to solve similar complex problems. Not only has a theoretical
solution been developed, but also a practical solution which makes use of a computer software

(prototype) package, which was evaluated by means of a case study.

Lessons learned from this research are placed into two categories, namely theoretical and practical
aspects. On the theoretical side, a decision support model has been developed that integrates a
number of mathematical formulae into a system which eventually processes an enormous amount
of raw data into a uéerﬁ*iendly managerial tool. The practicél side has shown that planning, which
is necessary for decision-making at higher levels, becomes a time-consuming exercise if computers
are not used. The speed with which different scenarios can be developed and evaluated, allows the
users to better asses the impact of their decisions. By doing so, an in-depth insight may be

developed in order to fully understand the problem.

1.5 Achievements

The following achievements can be mentioned:

. Strategic and tactical levels of management have been integrated.
. A feasible solution for a complex problem has been proposed.
. The proposed solution is substantiated by a practical case study.
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2.  Current situation and description of problem

2.1  Background

The South African environment

Three levels of government can be identified in the Republic of South Africa, namely national,
provincial and municipal, which may also be referred to as the first, second and third level of
government. Each level has a capital budget, for example major weapon systems for the
Department of Defence at national level, the supply of houses at provincial level, and the

establishment of infrastructure at municipal level. Parastatals are seen to be at national level.

The availability and allocation of funds to operate on these three levels of government is one of
the crucial factors that will determine whether an entity within this environment will be able to
meet the requirements for personnel and operating expenditure, and capital outlay. A percentage
of a total budget will be allocated to a capital budget. The question that arises is which projects
should be tackled and when? What would be the actual money requirements per project and in
what time should it be completed? What will the capital budget look like in future? What would

happen in the event of sudden changes, such as drastic cuts or increases in the budget?
National level

The Department of Defence (DoD) is taken as example of a department at national level. Since
1989, the South African Department of Defence has experienced a rapid and drastic decline in its
allocated defence budget, with serious consequences for both the sharp-end capabilities of the SA
Defence Force and the sustainability of a broad spectrum of local defence industries. Major
acquisition programmes have either had to be terminated or cut to a level of affordability or
absolute minimum requirement. Rationalisation resulted both in ARMSCOR (the Armaments
Corporation of South Africa I.td) and the defence industry and many highly skilled personnel left
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the defence industry.

In 1992, Denel (Pty) Ltd was separated from ARMSCOR and was established as a fully state-
owned company, taking most of ARMSCOR’s subsidiaries with it.

Moreover, the Angolan war had come to an end, thus removing the major drive for a large

defence budget and leaving the SA Defence Force with surplus personnel and defence equipment.

After the April 1994 elections, which brought a new government of national unity to power, new
policies and controlling bodies came into operation, also in the defence environment. The SA
Defence Force changed its name to the SA National Defence Force (SANDF) and a Defence
Secretariat (DefSec) was established.

New requirements were identified by the industry, one of which was to establish a body to deal
with government and other institutions on behalf of the SA defence industry. For this purpose, the
South African Defence Industry Association (SADIA) was formed. Later, this organisation

changed its name to Aeronautics, Maritime and Defence (AMD) Industries.

The 1996 Defence Review, which was an open debate on defence issues such as the force design
- and defence industry, brought many important issues to the minds of the decision makers. One .
such important issue was the call for efficient and effective communication and co-operation
between the various role players to ensure cost-effective acquisition of major weapon systems that

would satisfy the requirements of the SANDF.

It is clear that without a well-coordinated and integrated effort, it will be very difficult to assess
the impact on the Department resulting from dynamic changes in the environment, including

parameters such as budget, cash flow requirements, industry capability, and many others.
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Provincial level

The Gauteng Province may be taken as an example. After the April 1994 elections, one of the
major priorities of all the provinces was to build an enormous number of houses. Certain living
areas were given a higher priority than other areas for the construction of houses. In certain cases
some kind of an infrastructure already existed, which allowed the province to proceed immediately
with the construction of houses. In other cases it was necessary to establish the full infrastructure

prior to any construction. This in its own is a difficult task to fulfill.
Municipal level (or local government)
The City Council of Pretoria may be taken as an example. The engineering departments are

grouped under either civil or electrical. Under civil engineering, divisions are identified as Design,

Water, Sewerage, Traffic and Roads.

CAPITAL BUDGET PER ANNUAM

Levels of Government Year I | Year 2 |Year 3 Year N

National Department I

Level Department N

(Level 1)

Subtoral

Province 17
Provincial

Level Province N

(Level 2)
Subroral

Municipal Municipal 1
Level Municipal N

(Level 3)

Subtotal

Total budget per annum

Figure 2.1 : An example of capital budget per annum for the three levels of Government.
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Each and every division has a capital budget within which certain projects must be completed at
specified dates. If less money is available, fewer projects can be undertaken. The question is when

to start with which project?
Generic problem

Taking the three levels of government into account, it is clear that the summation of all capital
projects results in massive amounts of money being spent on capital alone on an annual basis.
Dynamic changes in budget allocations not only have an impact on all three levels of government,
but could also have a detrimental effect on the manufaqturing and construction sectors of the
industry. It is therefore necessary to look for a generic model that will be suitable at any
government level and that can be used as a decision support tool in order to do proper long-term
planning of capital projects. The three levels of government indicates the wide spectrum of

application of a decision support tool.

In order to focus on a specific environment, the Department of Defence will be taken as a source

of information for this research.

2.2 Description of problem

Introduction

The aim of this section is to explain who the role players are in the South African Department of
Defence, with specific reference to the acquisition of major capital projects. Five role players are
identified, namely the Minister of Defence, the Defence Secretariat, the South African National
Defence Force, the Armaments Corporation of South Africa and the South African defence

related industries.
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Role and functions

Minister of Defence

“The ultimate political authority and responsibility for the acquisition of major weapon systems

rest with the Minister of Defence.

The Minister of Defence is responsible for the total function of the Department of Defence and
is also the interface with other parliamentarians and political groups. He oversees the Defence
Secretariat as the policy maker and budgeting control body, the SANDF as the body to defend
South Africa’s sovereignty and its resources, and ARMSCOR as the acquisition agency for

defence armaments for the SANDF.
Defence Secretariat

The Defence Secretariat is responsible for ensuring that all acquisition activities are executed
within national objectives, policies and constraints. The Defence Secretariat is furthermore
primarily responsible for high-level programming and budgeting and for the annual control and

auditing of defence expenditure.

The Secretary for Defence reports to the Minister and interacts with ARMSCOR, the SANDF

and the industry as regards marketing and export services.
The South African National Defence Force (SANDF)

The SANDF is responsible for determining the armaments requirements as derived from and
substantiated against the approved force structure and in accordance with policies, programmes
and budgets. During the execution of armament acquisition programmes, the SANDF is

furthermore responsible for overall project management, and for ensuring that stated requirements
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are satisfied through the acquisition of optimised user systems, and for final acceptance of these

systems against the stated needs.

The Chief of the SANDF reports to the Minister of Defence ahd is in control of the Arms of
Service, i.e. the SA Army, the SA Air Force, the SA Navy and the SA Medical Services. The
~ SANDF operates in close co-operation with the Defence Secretariat in the execution of its role
and function and the spending of money. The SANDF also has an interface with ARMSCOR, in
terms of acquisition, maintenance, stock sales, and research and development. Its interface with

the industry entails giving technical advice on the requirements for defence systems.

The Armaments Corporation of South Africa (ARMSCOR)

ARMSCOR is responsible for the professional programme management and contracting of
industry during the execution of armament acquisition programmes. During programme execution
ARMSCOR ensures that technical, financial and legal integrity are in accordance with Ministry
of Defence (MOD) requirements. ARMSCOR is also responsible for overseeing industrial

development in order to support acquisition programmes.

ARMSCOR’s primary interfaces are with the SANDF as its main client, and with the local and

foreign industry in the contracting process.

The South African defence related industries

The defence industry is contracted to do research, design, development, manufacture, testing,

maintenance, support, and imports of armaments.

The marketing and export of armaments by the defence industry must be done in accordance with

national policies as approved by the relevant State Departments.

The defence industry can be divided into two groups, namely the primary suppliers group and the
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subcontractors supplier group. The primary suppliers group comprises industries that have been
accredited as suppliers with ARMSCOR and which have the necessary systems engineering
and/or production capabilities and which can support complete systems or subsystems. The
subcontractor supplier group mainly supplies the primary group with equipment that will be
integrated into a larger system by the main contractor. The defence industry can be described as
an engineering industry dealing with mechanical, aeronautical, electrical, electronic, chemical and

other engineering disciplines.

Ministry of Defence
Minister of Defence
i
[ S S O o o St e e S e q DoD
1 '
gy 1 e —
CEQO of Secretary jfor Chief of the
Armscor Defence SANDF
Board
— - i i
1 1 1
i 1 |
1 1 1
o ———— Rl ot Tt Yol i B ; 1 1
1
| Board of : Number of MOD Divisions
: Directors 1
""" Pt St i i
] 1 1
i i i
e — 1 L
| Armscor ‘ Defence SANDF
‘ Secretariat
L . =
1 T
Industry
T
e ——————————— e ————————
1 1 1
1 — 41 L]
Security Non-Military
Armaments Force or Security
Industry Related Force related

Source : ARMSCOR

Figure 2.2 : The Defence environment.

Problem definition

Money as a resource has and will always determine the outcome of most decisions. One can
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specify systems to a high technological level but usually this level cannot be reached, primarily for
money reasons and due to the unavailability of the required technologies and the temporary

window of opportunity during which the required system should be developed and delivered.

If a country foresees a military threat in the near future and, depending on the kind of threat,
decides that it must prepare to counter this threat by developing and producing weapon systems,
money will be allocated to the defence budget so that the requirements can be met. This typical
situation will possibly lead to a gradual or even steep incline in the defence budget. On the other
hand, if no threat is anticipated in the near future, the defence budget will decline. Both these
extremes will have an impact on the availability of the capital and operational budget for major
weapon systems. Any planning model should, therefore, cover fluctuating budgets. See Figure

23
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Figure 2.3 : Fluctuating budgets.

Irrespective of whether there is a threat or not, there will always be certain requirements, such as
new, upgrading or replacement projects. As long as the priorities for the completion of these
projects are known, these requirements must be met. It is then a question of when will it be

acquired, at what cost, and will the total annual cost be equal to or less than the predicted annual
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budget? If there are sudden changes to any of the aforesaid, how quickly can a new schedule be

generated?

A further important aspect is what human resources will be required to manage these projects?
How will peak periods be managed? If future trends are not quantified in some way, will it be

possible to have a strategic management process?

Finally, if it can be said that long-term planning information should be available for all parties who
could be involved in the acquisition and supply of major weapon systems, what would be the
necessary, sufficient and appropriate information to be used in tactical and operational planning?
In this regard it would be an advantage to the defence industry to acquire long-term data, such as
the number and value of projects planned for. This long-term information would be of help to
industries to do proper human resources planning, as well as other planning based on the

information.

As has been mentioned already, money plays an important role in every decision that is made,
whether good or bad. If the information with regard to starting and finishing dates of projects is
not known, how well can technologies required for a given project be planned for? Money could
be wasted if the research and development (R&D) of the technology started too early. It could
then rather have been allocated to other technologies where the need was much greater. How well
can life-cycle costs be estimated and allocated to a specific annual expenditure if there is no long-

term plan?

It is therefore clear that proper planning, with the emphasis on proper, is necessary in order to cut
unnecessary costs and to assist all parties involved during the life cycle of a project, through all

its phases, i.e. from the concept phase to the end of the operational phase. A scarce resource such

as money, which is coupled to labour and time, must be utilized in the most cost-effective way.
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Defence review

Sporadically the DoD goes through a process called the Defence Review in order to update the

present and future defence situation and to determine requirements in terms of capital

expenditure. By means of Project OPTIMUM, an operational research process, a force design

and structure is proposed.

Long-term plans are drawn up by the Arms of Service which are synchronised at DoD level so that

the requirements will not exceed the budget. Staff work is necessary in the medium and short-

term in order to guide the project through its initial stages and phases.

Strategic planning process

l
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Figure 2.4 : The DoD strategic management process.
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Once the staff work for these projects has been completed, financial authority can be obtained by
ARMSCOR from the DoD for the execution of specific phases of the project or subproject.

Eventually contracts will be placed for all approved phases, which include phases such as concept,

definition, development, production and maintenance. These contracts can be placed with local

industries or foreign suppliers, depending on tender information or strategic issues.
Subproblems

The main problem, as pointed out in the foregoing, consists of many subproblems that must be

solved. These include, inter alia:

* How can the overall situation be captured in a single model?

* How can the model incorporate all the data from all the role players at various levels?

* How can data be transformed into useful information?

*  How can information be made available to the industry to ensure better long-term
planning?

* How can the model provide alternative answers in the case of drastic changes?

* Can the model replace loose, unintegrated work with an integrated, automated system?

* Can the model help to save money, time and other resources?

* Can the model be a decision support model?

* Will the model be able to function at both strategic and tactical level?

* How will the current projects be incorporated?

* How will a varying budget be incorporated?

How wﬂl a time unit of a month affect the model, instead of a time unit of one year?

* How will the time value of the rand be incorporated? |

* How will the conventional phases, such as concept and definition, be re-phrased to suit for
instance system integration and qualification as a separate phase so that it can be used in

the model?
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* What is the best way to determine an initial schedule before optimising?
* What is the best way to ‘construct’ a pseudo project?
* How will the actual cash flow per time unit be crashed to be as close as possible to the

allocated budget per annum?

* In what way can the individual projects be amended without affecting the overall budget?

* What will a good cash flow profile be for a project?

* Under what circumstances should default values be determined?

* What are the rules to schedule the various subprojects of a project so that they fit into the
main schedule of the system?

* How often and when should the model be run and updated within a financial year?

* What should the planning horizon be? (15, 20, 25, or 30 years)

* Once a long-term schedule has been determined, how many years of the beginning years

should be seen as ‘fixed’? (1, 2, 3 or 4 years)
These é.re but a few questions that need to be answered.
23  Conclusion
The framework within which this research takes place, is that of the Department of Defence,
which is at national level. It is clear from the subproblems listed above that many issues will have

to be addressed in order to arrive at a reasonable solution to a complex problem. This is seen as

a challenge, however.

Chapter 2



17

3. Literature

3.1 Introduction

The aim of this chapter is to present an overview of related literature. Preliminary definitions
(§3.2) are given in order to understand the basics of the theory. The next step is to study similar
or related literature in order to classify the research problem (§3.3). Once the research problem
has been classified, possible methods of solving the problem are identified, namely_exact methods
or heuristics (§3.4). Finally, with the heuristic approach chosen, different heuristics, as well as
non-heuristic approaches, are evaluated against the research problem in order to find further

relevant information on the research problem (§3.5). This evaluation takes place in three steps,

namely project scheduling heuristics in general, project scheduling non-heuristics with a money
component and project scheduling heuristics with a money component. In conclusion, a summary

of the literature survey is given (§3.6).
32 Preliminary definitions

It is necessary to present a number of definitions in order to be able to classify the research

problem.
Resources

A number of researchers (Weglarz [101]1980 p160, Blazewicz et al [6]1986 p2, Paterson et al
[72]11990 p69, Boctor [9]11990 p3, Demeulemees;ter [23] 1992 p2, Drexl et al [29]1992 p307, Li
et al [55]1992 p372, Boctor [10]1993 p2547, Sprecher [86]11993 p1, Ozdamar et al [65]1995
p575) have classified resources as renewable, non-renewable or doubly constrained. Ozdamar’s

classification of resources is as follows:
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Renewable resources are constrained on a period-by-period basis. Labour as a renewable resource

is used everyday but it is limited on a daily basis.

Non-renewable resources are constrained on a project basis. The total project budget becomes a
non-renewable resource if the total consumption over the whole project duration is limited to a

certain value.

Doubly constrained resources are simultaneously constrained on a period and project basis.
Money as a resource constraint on a period-by-period basis as well as a resource constraint on the

project as a whole, is seen as doubly constrained.
Preemptive vs non-preemptive resources

General definitions of preemptive and non-preemptive resources are given in the literature (e.g.
Weglarz [101] 1980 p160, Blazewicz et al [6] 1986 p2, Bock [8]1990 p387, Boctor [9] 1990 p4,
Drexl [28] 1991 p1590, Demeulemeester et al [25]1992 p 1803, Boctor [10]1993 p 2547,
Sprecher [86] 1993 p3). Weglarz’ definitions are used , as follows:

A resource will be preemptive if it may be preempted, i.e. withdrawn from its current allocation,
allotted to another process and then returned to the original allocated process whose performance

may be continued without error.

Resource units which do not have the above property will be a non-preemptive resource.

Fixed, discrete, continuous and hybrid resource requirements

(Weglarz [101]1980 p161, Blazewicz et al [6] 1986 p4)

The resource requirements of any activity concern numbers of resource units. Fixed resource

requirements exist where the numbers of resource requirements are fixed. Discrete resource
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requirements exist where the numbers are elements of certain finite sets.

Discrete or fixed resource requirements are generally treated as renewable, e.g. machines,

processors and manpower.

Continuous resource requirements exist where the numbers are arbitrary within certain intervals.

Continuous resource requirements are treated as non-renewable, €.g. money or energy.

If a resource requirement simultaneously requires some resources in a discrete and others in a

continuous way, the resource is identified as a hybrid resource requirement.

Splittable vs non-splittable activities
(Weglarz [101] 1980 p162)

A splittable activity can be arbitrarily interrupted at any moment unknown a priori. A non-

splittable activity cannot be interrupted at all.

Dependent vs independent activities

(Weglarz [101] 1980 p162, Blazewicz et al [6] 1986 p2)

No precedence constraints exist among independent activities. All other cases are defined as

dependent.

Resource conflict

(Bey et al [5]1981 p39)

A resource conflict may be defined as a situation where two or more activities are competing for

the same type of resource but the availability of that resource is insufficient for all activities.
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Normal vs crash durations

(Hamacher et al [39] 1984 p166)

If two durations Tav; and Tmin, exist for activity i such that Tmin, < Tav,, Tmin; and Tav, are
called the crash and normal durations for the activity. Durations for the project as a whole are

analogous to durations for activities.
Slow duration

A slow duration Tmax; of activity i (or project as a whole) is defined where Tmin < Tav <

Tmax,

Computational complexity
(Blazewicz et al [6]1986 p341 - 350)

An algorithm is any procedure solving a problem. In the case of an optimisation problem, it is
possible to reach an approximate (suboptimal) solution that is feasible but does not extremise the -

objective function.

The time complexity function of the algorithm is a function that maps the number of elementary
- steps needed to solve the problem. This function will not be well defined unless the encoding

scheme and computer model are precisely defined.

Both the encoding scheme and the computer model will have no influence on the distinction
between polynomial- and exponential-time algorithms. A polynomial algorithm is one whose time
complexity function is of the order p(k) where p is some polynomial and k is the input length of
an instance. An instance is obtained by specifying values for all the problem parameters.
Algorithms whose time complexity functions cannot be identified as polynomial, are called

exponential algorithms.
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Two classes of decision problems are identified, viz. Class P (P stands for polynomial) and Class
NP (NP stand for non-deterministic polynomial). Class P consists of all decision problems that
may be solved by the deterministic Turing computer machine in time bounded above by a
polynomial in the input length. Class NP of a decision problem is defined as consisting of all
decision problems that may be solved in polynomial time by a non-deterministic Turing computer.
Historically, the name Turing was given to a computing device capable of solving yes-no

problems.

Project makespan
(Patterson et al [72]1990 p 68)

The project’s makespan is equivalent to its duration.

Activity modes
(Patterson et al [72]11990 p 69)

Alternative modes exist in which a project activity can be completed, each mode having a

potentially different cost, resource requirement and duration.

Serial vs parallel heuristics

(Davis [16] 1973 p 300, Ozdamar et al [65] 1995 p578)

A serial heuristic is where the activity priority is prédetermined and remains fixed throughout the
scheduling procedure. A parallel heuristic is where the activity priority is updated each time an

activity is scheduled.
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Project network diagrams

(Davis [46] 1973 p 297)
- Two types of network diagrams are referred to. In an activity-on-arrow diagram, arrows denote
activities and each activity originates and terminates in a unique pair of nodes called events. In an

activity-on-node or precedence diagram, the role of arrows and nodes is changed. Nodes represent

jobs and arrows indicate precedence.
Research problem

Throughout this dissertation the terminology research problem is used to identify the problem that

must be solved by this research.
33  Problem classification

Introduction
A large number of different types of problems, each with specific characteristics, are described

in the literature. It is necessary to review these different types in order to establish an information

matrix of typical problems (see Table 3.1) and then to classify the research problem accordingly.
Fundamental classes

As far back as 1966, Davis [18,1966] did a survey of models where resources are allocated to

project networks. Here follows a summary of the different types of problems.

Time-only scheduling problems

As the heading describes, time-only scheduling problems use only the time of an activity, with
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some precedence among the activities, to schedule the project in the shortest possible time. In this

case no resources, whether constrained or unconstrained, are taken into consideration.

Problems with constrained and unconstrained resources

Three special cases of resource allocation are mentioned, namely time/cost trade-off in the case
of unconstrained resources, resource levelling under resource allocation with resource constraints,

and the minimisation of project duration under resource allocation with resource constraints.

In the case of time/cost trade-off, the cost of reducing project completion time is determined by

allocating more resources to activities.

Once the final completion time of a project is fixed, an initial resource requirements diagram can
be drawn. Usually this diagram shows a non-uniform resource loading. It is then necessary to level

the resource diagram in order to have as close a uniform resource loading as possible.

Finally, with resource constraints, the project completion time can be minimised.

To summarise, Davis [18,1966] classified project network into two types, viz.

(a) time-only scheduling

(b) time scheduling and resource allocation, which can be divided into three classes, i.e.
@) unconstrained resources resulting in a time/cost trade-off

(ii) constrained resources with resource levelling, and

(ili)  constrained resources with the minimisation of project duration.
Herroelen [40,1972] classified the latter three as follows:

(a) A time/cost trade-off problem, which consists of reducing project completion time by |

adding additional resources to certain activities, so that the execution of these activities
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may be accelerated.

(b) A resource levelling problem, i.e. when sufficient resources are available for the
completion of the project but the resource usage is kept at a constant rate as far as

possible.

(©) A resource allocation problem, i.e. when total resource usage is restricted to a given limit
the objective may be to allocate the various resources to activities in such a way that

project duration is minimised.

In 1973 Davis [16] published a second article which gave a historical review and categorisation
of procedures for project scheduling under resource constraints. The three resource allocation
problems as described by Davis [18,1966] and Herroelen [40,1972] are again confirmed, with the

last of the three problems being classified as a resource constrained project scheduling problem.

The resource constrained scheduling problem is representative of a class of combinatorial
problems which are characterised by a factorial growth in the amount of computation required to

consider all possible solutions as problem size increases.

Another class of problem under the resource constraint types is the time/resource trade-off
problem as studied by Talbot [88,1982]. Two variations of the resource constraint time/resource
trade-off problem are finding a schedule of jobs that minimises project completion time, and

determining a schedule of jobs that minimises overall project cost.

Demeulemeester [24, 1995] defines another class of problem, i.e. the resource availability cost
problem. This is a problem of scarce time. Ifa time limit is put on the project duration, what are
the least costs for required resources if resoﬁrces are assumed to be available in unlimited amounts
at a cost per unit of a resource type? This ié close to the unconstrained resource time/cost trade-
off problem where cost is minimised (Davis [18,1966], Davis [16,1973}], Leachman [54, 1993] and
Magott [58, 1993] ).

H

Chapter 3



25

Payment scheduling problem

A final class of problem identified is the payment scheduling problem as described by Icmeli et
al [42, 1993]. Given a project described by a network, the payment scheduling problem involves

identifying a schedule that maximises the present value of all transactions.
Icmeli et al classified project scheduling problems into three fundamental problems, namely:

(a) resource constrained project scheduling problem
(b) time/cost trade-off problem
(© payment scheduling problem

Other possible classes of problems have also been identified, such as the resource constrained
time-resource trade-off problem (Talbot [87, 1982] ), the resource availability cost problem
(Demeulemeester [24, 1995] ), resource constrained resource levelling problem (Davis [18,1966],
Herroelen [40,1972], Davis [16,1973], Weglarz [102,1981]), and the time-only project scheduling
problem (Davis [18,1966], Davis [16,1973], Leachman [54,1993], Magott [58,1993]). It is
furthermore evident that recent research (Icmeli et al [42, 1993] ) in project scheduling has
looked into bridging the gap between the three fundamental classes.

Hybrids of fundamental classes

Three hybrids of the fundamental classes of project scheduling are described [Icmeli er al], as

follows:

Project scheduling with cash flow and resource restrictions

This is a combination of a net present value objective and a resource constraint project scheduling
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problem. Another definition is the maximisation of the net present value subject to precedence

relations and resource restrictions.

Resource constrained time/cost trade-off project scheduling problem

This is equivalent to Talbot’s [88, 1982] time/resource trade-off problem. Different modes can
be applied to an activity which could result in different durations and resource requirements per
activity. The objective could be either to minimise cost or to minimise duration. No cash flows

or net present values are taken into account.

Time/cost trade-off project scheduling problem with discounted cash flows

Cash flows are known throughout the life cycle of a project. The objective function is to maximise
the net present value of cash flows. Activity durations and a schedule of activity starting times are

determined in order to reach the objective. Resource constraints are not taken into consideration.
Identification of type of class for research problem

Reviewing the literature with regard to the class of problem in mind, it is now possible to map

through the possible classes in order to establish the typical class of the research problem.

A project is divided into a number of subprojects. Each subproject is divided into a number of
phases. Each phase has a fixed money resource requirement in real terms, and a variable duration
in which the phase can be completed. With each feasible duration a different monthly cash flow
requirement profile exists, making it a multi-mode problem. Durations can vary between a
minimum and a maximum duration. These limits are known as the crashing and slow durations
respectively. An initial duration is the starting duration which is taken as the average between the

crashing and slow durations and is known as the normal duration.
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Owing to the existence of some kind of precedence between phases within a subproject, and

between subprojects within a project, and between projects, projects are classified as dependent.

The computational complexity of the research problem is classified as class NP due to the hardness
to solve for an exact solution. (See Computational complexity in paragraph 3.2, Preliminary

definitions.)

The phases are considered to be non-splittable. In certain cases a subproject can be split between
~ phases, making the subproject splittable.

The other resource available apart from time, is the budget for all projects, making it a single
resource. Although the total budget is allocated on a monthly basis, it is not renewable. It can be
seen as a kind of target renewable resource as reasonable deviations from money requirements

below or above the target renewable resource could be negotiated.

A project’s money requirement is fixed in real terms. An equal amount of money will be put aside
as a budget resource for each project. This is a non-renewable resource because the total cost of

the project in real terms is fixed unless the scope of work changes.

Once a project has started, it cannot be stopped unless top management makes that decision. It
means that a project’s money requirement, which has been put aside as a project budget resource,
is non-preemptive. On the other hand, although undesirable, the total budget resource is

preemptive.

Not only one project is scheduled, but a number of projects simultaneously, making it a multi-

project scheduling problem.

Icmeli’s [42,1993] descriptions of project scheduling problems will be used to identify the research

problem according to a specific fundamental class or hybrid of fundamental classes.
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The research problem is not a resource constraint project scheduling problem as the money value

of cash flow is taken into consideration.

It is not a time/cost trade-off problem as the resource is not unconstrained. The minimising of cost
will not work because the resource requirement (cost) is fixed in real terms. The minimising of
duration will not be suitable because somewhere between the crashing and slow duration, a

duration exists so that the overall objective of optimising the total requirement can be met.

It is not a payment scheduling problem because the net present value of all transactions is not
maximised, nor minimised. This is even less applicable to a multi-project problem where the

duration and the starting and finishing times of a phase, subproject and project are unknown.

It is not a resource constrained time/cost trade-off project scheduling problem where the value of

money is not taken into consideration.

The remaining two hybrid classes are project scheduling with cash flows and resource restrictions
and time/cost trade-off project scheduling problem with discounted cash flows. Both these
problems determine the effect of net present value. The net present value takes into account the
time value of money. Future cash flows are estimated and discounted against a required rate of
return, also known as the cost of capital. This is not applicable to the research problem. Firstly,
the research project is not dealt with from the viewpoint of a supplier or contractor dealing with
both income and expenditure, and secondly, the cost of capital as a rate of return cannot be
supplied by the Government. Thus, neither of these two hybrid classes of problems applies to the

research problem, although they seem to be close to an application.
Research problem classification

In conclusion and with the previous information and definitions in mind, the research problem can

be classified as follows:
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An NP multi-project scheduling problem with a single target renewable resource with time value

of cash flow and budget restrictions, and precedence relations.

Lastly, objectives to solve this problem must be identified according to the situation as it occurs
in practice. A set of projects exists where éll projects are listed according to predetermined
priorities. It will be necessary to schedule a subset of projects, also according to the priority list,
within an arbitrary chosen planning horizon. This scheduling will take place in time-corrected
money terms. The first objective will then be to maximise the number of projects of the subset
which can be scheduled within the planning horizon. Alternatively, the planning horizon (or overall
makespan) may be minimised if a fixed number of projects are chosen to be scheduled. This first
objective cannot be reached without a second objective, namely to minimise the deviations of the

time-corrected value of project cash flows against the time-corrected value of an allocated budget.

These two objectives will ensure the scheduling of a number of projects resulting in a starting and

finishing time for each project.
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Classes

— Fundamental classes

— Time only scheduling (Davis 1966)

— Payment scheduling problem (Icmeli et al 1993)

— Time scheduling and resource allocation (Davis
1966)

Unconstrained resources resulting in a time/cost
trade-off problem (Davis 1966, Herroelen 1972,
Icmeli et al 1993) -

Constrained resources with resource levelling (Davis
1966, Herroellen 1972)

Constrained resources with minimisation of project
duration (Davis 1966) also known as resource
allocation (Herroelen 1972) and renamed as resource
constrained project scheduling (Davis 1973)

Time/resource tade-off (Talbot 1982)

Resource availability cost (Demeulemeester 1995)

- Hybrids of fundamental classes (Icmeli et al 1993)

Project scheduling with cash flows and resource
restrictions

Resource constraint time/cost trade-off project
scheduling

. Time/cost trade-off project scheduling problem with
discounted cash flows

L Research problem classification

A multi-project scheduling problem with a single
target renewable resource with time value of cash
flow and budget restrictions, and with multiple
objectives to solve the problem

Figure 3.1 : Summary matrix of problem classes.
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34 Problem-solving approach

Introduction

Different approaches to solving these kinds of problems are discussed in the literature. The aim
of this section is to identify the various solution approaches and to choose the approach that

should be followed in solving the research problem.
Solution techniques

A number of solution techniques (Herroelen, [40, 1972]) have been used to solve specific
problems generally for the resource constrained project scheduling problem. Five techniques are
classified by Herroelen, namely integet programming, dynamic programming, implicit enumeration

approach, bounded enumeration techniques, and heuristic programming.

Davis [16,1973] groups solution techniques into two major groups, viz. heuristic and optimal
procedures. Integer and dynamic programming, implicit enumeration and bounded enumeration
techniques can be regarded as optimal procedures which comprise exact mathematical solutions.

Wiest [106,1967] describes a heuristic as a systematic method for solving problems based on rules

of thumb and algorithms with their supporting theories. It is a method of reducing search in

problem-solving in order to find a good and feasible, although not optimal, solution.
Heuristic approach

The heuristic approach will be examined, not specifically for the research problem, but for solution

techniques in general.

In 1966 Davis [18] noted that available solution techniques to solve problems of class resource

allocation under constraints were, for the most part, limited to heuristic procedures. He also
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mentioned that non-heuristic procedures were available for resource levelling problems, but that
these procedures “require very restrictive and, for the most part unrealistic, assumptions and/or
are computationally prohibitive for large problems.” He stated further that the difficulty in
formulating the problem mathematically could be the major reason why there were no generalised

analytical solutions for the constrained resource type problems.

Wiest [106, 1967] noted that even modest sized projects had an enormous number of possible
schedules and that optimal solutions for these kinds of problems were usually impossible to find.
Analytical approaches such as linear programming were computationally impractical for many real

problems. Other possible approaches such as heuristics had to be considered.

In 1968 Fendley [32] mentioned that analytical and iterative approaches to solve project
scheduling problems of practical size had been unsuccessful and that the most successful approach

in solving a scheduling problem was a heuristic approach.

In 1971 Davis [19] developed a form of bounded enumeration and established an algorithm for
optimal project scheduling under multiple resource constraints. It was stated that integer linear.
programming formulations had existed for some years but that these proved to be both unreliable
and computationally expensive in solving network scheduling problems of even very moderate

size.

Two surveys of the resource constrained project scheduling problem class were conducted by
Herroelen [40, 1972] and Davis [16,1973] within a year of each other. On the one hand Herroelen
concluded that future research and development should be carried out on exact analytical methods
and that some evaluation and objective ranking of the then available heuristic solutions would be
useful. On the other hand, Davis observed that considerable progress had been made in the
development of optimal procedures, but for smaller-sized problems. He continued by stating that
no existing procedure could be demonstrated as a computational feasible solution for the type of
large, complex projects that occurred in practice. He summarised by saying that heuristic

scheduling rules giving “good” schedules had been the basis for all practical systems up to 1973
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and that he had little reason to believe that the trend would change in future.

In 1975 one of the first comparisons between heuristic and optimal solutions in resource
constrained project scheduling problems was made by Davis et al [20]. It was noted that due to
the combinatorial nature of this type of problem, solution techniques of mathematical (or optimal)
programming were only applicable to smaller-sized projects. Furthermore, “because of this
relative lack of success with optimisation procedures, major efforts in attacking the problem have

been expended in developing heuristic procedures which produce ‘good’ feasible solutions.”

In 1976 Thesen [90] presented another heuristic scheduling algorithm because “unfortunately,
at this time, optimal solutions can be found only for unrealistically small problems of marginal
practical value.” In the same year Cooper [14,1976] stated that a number of exact methods were

available but that they were computationally impracticable for problems of a realistic size.

In 1981 Bey et al [5] recognised the importance and general acceptance of heuristic solution
methods. It was noted that large commercial software packages that solve the resource
constrained project scheduling problem used heuristic techniques. Three reasons for this
phenomenon were given, namely (a) the difficulty of conceptualising the mathematical formulation
of the problem, (b) the difficulty in solving some problems once formulated, and (c) the cost of

an optimal solution for very large problems.

In 1986 Russell [81] reiterated what Davis et al [20] had stated in 1975, namely that the
combinatorial nature of resource constrained project scheduling problems resulted in the

development of many heuristic procedures.

In search for a solution to maximise the net present value of a project, Smith-Daniels et al [84,
1987] concluded that, given the computational size and limitations of certain mixed-integer
programming codes, it would be necessary to use a heuristic approach to solve such problems. It
was also mentioned that although research was being done into all areas of solution techniques to

the problem, the development of heuristics should provide the most assistance to project
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managers in managing large projects.

In 1990 Khattab et al [46] stated that the basic problem in the area of project scheduling was to
find a feasible schedule that minimises the project duration. However, project scheduling with
resource constraints is NP-hard in obtaining an optimal solution, especially for large projects.
Again a heuristic approach was followed, which proved to be computationally very efficient in

obtaining consistently good solutions in reasonable computing time.

Boctor [9,1990] stated that as certain problem varieties were NP-hard and projects consisted of
hundreds or thousands of activities, heuristics offered the only computationally feasible solution

methods.

In 1993 Boctor [10] investigated the resource constrained project scheduling problem in a multi-
mode case and found that the implicit enumeration technique presented by Talbot in 1992 could
not be used to solve real-life large-scale problems. He confirmed the need for good heuristic

methods.

In 1995 Ulusoy et al [96] found that multi-objective considerations were scarce in literature due
to NP-hardness and that a solution to a problem with project duration and net present value

criteria would hardly be possible. He therefore concentrated on heuristic approaches.
In one of the last surveys done on the resource constrained project scheduling problem, Ozdamar
et al [65,1995] mentions that because non-renewable resource constraints and discrete time-

resource functions increase problem complexity, there is a need for developing decision rules and

high-quality heuristics.

To summarise the problem-solving approach:

It is clear from the literature that two distinct areas of problem-solving techniques have been
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developed for resource constrained project scheduling type problems, namely:

(a) optimal or exact mathematical methods, and

(b) heuristics or rule of thumb methods.

It is further clear that heuristic approaches are used to find feasible solutions for véry large and
highly combinatorial problems and that optimal procedures are used for smaller problems where

exact solutions are required.

As the research problem has been defined as Class NP to solve, large and complex, the rest of this

research will be based on a heuristic approach and not on the different optimal methods.

3.5  Overview of literature on heuristic and certain non-heuristic

approaches

Introduction

This section deals with the different approaches employed by research workers to find heuristic
solutions to specific problems. Heuristics in general will be looked at first, non-heuristics with a
discounted money component will be looked at next, and thereafter heuristics with a discounted
component. The aim of this section is to find heuristics that can be applied to the research

problem.
Project scheduling heuristics in general

One of the earliest efforts to schedule jobs of a project under resource constraints, was that of
Wiest [105, 1964]. His aim was to schedule all the jobs, each with a fixed duration, subject to

constraints of technological order and resource limitations, and with a view to minimising project
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length. According to Wiest, a critical sequence is determined by jobs having a zero slack. Slack
is defined as the difference between the job’s early starting and late starting times. Although
certain jobs will be on the critical sequence, it could be an unfeasible solution where resource
requirements exceed resource supply, with the result that completion times of these jobs would
have to be extended in order to meet the resource constraints. This will in turn lead to an overall

extension of the makespan. This method cannot be applied to the research problem because

(a) it is a single-mode problem, i.e. the duration of each job is fixed, whereas the research

problem is a multimode problem with variable durations;

(b) it minimises the project’s makespan, which is not necessarily optimal or near optimal for
the research problem. The research problem is a multiprojéct problem and each project can
be completed between a minimum and maximum duration. This means that the duration
that should be used to present an optimal or near optimal solution is unknown. It may be

any duration between the upper and lower duration limits.

One of the first efforts to schedule a multiproject problem was that of Fendley [32,1968]. He

defined the problem with a systems approach as follows:

“A multiproject scheduling system consists of a series of procedures for the
allocation of scarce resources to the activities at the appropriate point in time such
that the projects are completed by their due dates (or as close to the due dates as

possible).”

This statement by Fendley does apply to the research problem. The concept of assigning due dates
to incoming projects and then sequencing the activities of the projects towards meeting those due
dates is a total system approach to the multiproject scheduling problem. The next point which is
of importance, is the necessity of a priority decision rule to rank the waiting activities. Although
it is stated that it is desirable to complete each project as economically as possible and that due

dates should be assigned to enable economical operation, no methods have been described where
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the money aspect is taken into consideration. Nevertheless, the aspect of a priority decision rule

to rank the waiting projects will be used in the problem solution.

In Fendley’s case, only a single-mode analysis was done by simulating the activity duration by
means of a beta distribution [Fendley, 32, p508]. Previous completion times obtained from a
PERT analysis were used as the initial completion times lof the projects under consideration. By
adding resource constraints, these completion dates must be extended in order to meet the
resource requirements, resulting in a same type of problem by minimising completion.time. This
is proven by the result of the experiment to find the best priority rule which can reduce project
slippage, thus minimising the completion time. These objectives do not fit the research problem.

The heuristic rule which was used was to minimise job slack.

Gonguet [35,1969] presents different procedures to schedule jobs. These procedures furnish a left-
justified schedule, i.e. each job is scheduled as early as possible. One of the procedures which
gives reasonably good results has as its objective to minimise project duration. It mechanistically
schedules any job that is furthest from the end of the project and also allocates resources to this
Jjob. This approach will not suit the research problem as such as a mechanistic justified operation
does not necessarily give an optimal or near optimal solution to the research problem. The author
mentioned that none of the procedures tested really gave good resuits. The basic rule that was

used, was to minimise late finishing time.

In 1975 Davis [17] compared a number of heuristic rules and found that only three give good
results, namely minimum job slack, minimum late finish time, and the resource scheduling method
(RSM). All three methods aim to minimise total duration. The RSM allocates resources to the

activity that will contribute least towards an increase in project duration.

Woodworth [107,1975] presents one of the first heuristic algorithms for resource levelling in
multiproject, multiresource scheduling. Although no aspects with regard to the time value of
money are discussed, it is assumed that the most level resource profile would approach the

minimum least-cost schedule, which is not necessarily true for the research problem. Two
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principles used by Woodworth could also be used in solving the research problem:

(a) the levelling methodology, where the principle of the sum-of-the-squares is used, and

(b) the left and right shift of activities.

Thesen [90,1976] describes a heuristic to solve a resource constrained scheduling problem.
Although good results are claimed, the author suggests that further research will be necessary to
improve the performance of the algorithm. Two of the assumptions in the problem setting differ

from the research problem, namely

(a) each activity has a known duration, and

(b) each activity should have a constant resource level assignment.

Another aspect where the algorithm produces unwanted results for the research problem, is the
question of an urgency factor. The urgency factor is used duiing run time to determine which
activities should be scheduled first. This is in contrast with the research problem where priorities
of projects in a multiproject environment are given prior to any optimisation and all activities

within all projects have to follow this initial prioritising.

Cooper [14,1976] presents heuristic methods with a view to minimising the project duration. Once
again, this objective does not necessarily give an optimal or near optimal solution to the research
problem. The aspect that can contribute to solving the research problem, is the aspect of priority
rule. The job with the maximum priority is selected for scheduling. Cooper investigated a total
of twenty-six priority rules. About five of these have been found to be useful and one could be -
described as the best, namely the priority rule which has least float per successor. This means to

schedule the activity that has the least float (spare time or leeway).

Patterson [68,1976] found that for minimising project makespan, two heuristics would be
sufficient, viz. minimise total float and minimise late finish time. This approach, i.e. minimising

project makespan, will not be used to find solutions for the research problem.
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Kurtulus et al [51,1982] investigated a number of heuristic rules in order to find good rules to
solve a multiproject resource constrained scheduling problem. Two aspects which do not concur
with the research problem are the objective of minimising total project delay, in other words
minimising project makespan, and the fact that all projects must start at the same point in time.
This is an unrealistic constraint as projects in a multiproject environment should start at any point
as long as they can meet the requirements subject to constraints. Kurtulus acknowledges that very

little research has been published on rules developed for a multiproject problem.

Dumond et al [31,1988] presented one of the first papers which identified the dynamic scope of -
multiproject scheduling problems. The dynamic situation occurs when due dates have been
assigned to projects and suddenly a number of new projects enter the arena, resulting in new due
dates. Whether static or dynamic, Dumond minimises the project completion times. This approach

will not solve the research problem.

Ulusoy et al [94,1989] considers non-preemptive scheduling of activities in a project network
with the objective of minimising project duration under limited resource constraints. The method
that was used minimises project makespan without considering any discounted money component,

and will therefore not contribute to the solution of the research problem.

Bock et al [8,1990] investigates preemption heuristics for the multiproject scheduling problem.
It is assumed that the research problem is a non-preemptive problem. Two performance measures

are used, a mean absolute lateness and a mean weighted lateness.

A new heuristic to solve a scheduling problem with a single resource constraint was introduced
by Khattab er al [46,1990]. Again it minimises project duration without taking into account any
discounted money considerations. Other aspects that differ from the research problem is the fact

that all activity durations are known and constant, and that only one project is considered.

Bell et al [3,1991] propose a new heuristic algorithm for making the required sequencing

decisions so as to minimise the increase in project duration, subject to given resource and
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precedence constraints. This objective of minimising the increase in project duration is in conflict
with the research problem. Increasing the project’s duration could be acceptable for the research

problem but would depend on the overall situation and not only on a single project.

Jaafari [45,1996] presents a time and priority allocation scheduling technique for projects. A point
made by Jaafari is that single duration assignment to an activity is not realistic and that a more
realistic approach would be to treat an activity duration as an unknown which fluctuates within

a specified range. This aspect will be applied to the research problem.

The remaining part of this section identifies another way of using heuristics, namely in a tandem
or multi-heuristic approach. This approach allows consecutive calculations with a number of
heuristics in order to find a better solution for the problem. The possibility of using the tandem
or multi-heuristic approach will be investigated during the problem solution phase of the research -

project.

Boctor [9,1990] presented a paper in which hybrid or multi-heuristics are analysed in a
minimising project delay problem. It was found that a combination of three heuristics had
a relatively high probability of giving the best and even the optimum solution. Khattab
et al [47,1991] presented a paper with the following objectives: to develop new priority
rules, to propose a new heuristic procedure for single-resoﬁrce constrained project
scheduling while minimising the project duration, and to identify performance measures
for comparing the new heuristic and priority rules. This paper confirmed previous
statements that a combination of more heuristics gave bétter results. Another paper by
Boctor [10,1993] described heuristics in solving non-preemptive resource constrained
project scheduling problems in a multi-mode. Boctor identifies the problem of determining
when each activity should begin and in which duration mode it should be used to minimise
project duration. The research problem will benefit from the objective to find the starting
(as well as finishing) time of activities subject to the duration mode of the activity. Boctor
also introduces the term heuristic tandems, which is analogous to heuristic combinations

as mentioned earlier. Another important aspect is that resource consumption is assumed

Chapter 3



41

to be uniformly distributed. In the research problem, the resource consumption (money)

may take any profile.

To summarise project scheduling heuristics in general:

This section of the literature study investigated heuristics in general. None of the heuristics as
discussed in this section touched on the aspect of discounted money. This aspect will be evaluated

in a later section under Project scheduling heuristics with a money component.

Not one of the heuristics discussed in this section can be used as a complete and effective solution
to the research problem. Most of them minimised the project duration under resource constraints.
‘Some of the principles will however be evaluated in order to assess the applicability to a solution,

namely

(i) ranking the waiting projects by means of a priority decision rule,

(i1) left or right justified scheduling,

(i)  left or right shift of activities,

(iv)  the levelling methodology where the principle of the sum-of-the squares is used, and

(V) the use of tandem or multi-heuristics.
Project scheduling non-heuristics with a money component

This section aims to look for possible contributions to the solution of the research problem. No
non-heuristic in this case will be used as a complete and effective solution to the research problem.

The next section will cover the aspect of project scheduling heuristics with a money component.

Russell [80,1970] presents linear and non-linear programming techniques to solve a maximising
present value problem. This means that the tendency will exist to shift all the activities as close as

possible to the start of a project. The research problem, however, is from a client’s point of view
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where money is put aside and where the maximum number of projects should be completed within
a long-term makespan with the best technological solutions. Although money is invested, no
return on investment can be measured, apart from technological usage. Therefore, maximising
present value is not applicable to the research problem. One aspect that can be investigated is the
calculation of a cost per time unit of lengthening or shortening the duration of an activity.
According to Russell, cash is treated like any other resource, except that if unused it can be
carried over to the next time interval. This principle that cash can be carried over to the next time
interval also applies to the research problem. Once activities have been scheduled, all costs are
aggregated, producing a profile of costs incurred against time which, is also known as a
cumulative cost curve. Russel’s approach will further not be suitable for solving the research
problem as fixed durations are allocated to activities: This is in conflict with the research problem
where the duration of activities can range between a minimum and a maximum duration,
irrespective of penalty or bonus clauses. Moreover, Russell uses one discount rate, which could
be the internal rate of return of the organisation. This will be difficult to determine in the case of
the research problem as different rates apply, such as the growth rate of the budget allocation,

inflation rates and exchange rates.

Doersch et al [27, 1977] present a zero-one programming approach to solve a scheduling problem
with a view to maximising its present value. As has been explained already, maximising the
present value will not be suitable for solving the research problem. One aspect that can be
investigated, however, is the application of a penalty (bonus) clause for late completion (early
completion), although in the research problem a penalty or bonus clause will have 5 different
meaning. As mentioned earlier, a range of durations will apply to activities. If the average
duration of the activity is chosen as the mode in which it must be completed, a bonus clause could
be linked to that choice, eventually converting into a penalty clause as the choice of completion
moves closer to the extreme points, i.e. the minimum or maximum duration. If for instance the
extreme maximum duration is chosen, the possibility of aging technology exists, thus reéulting in
a strict penalty clause. A penalty clause will also apply if an extreme minimum duration is chosen
-because the execution cost to complete the activity will increase significantly. For the research

problem it is therefore necessary to define the minimum and maximum durations of an activity,
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which are not the extreme minimum and maximum durations, as reasonable and feasible durations.

These will be durations that will not induce any penalty or bonus clauses.

Valadares-Tavares [99,1987] developed a dynamic programming model to simulate optimal
resource profiles for programme scheduling by means of maximising net present value. In the
model he defined a programme as interconnected projects where activities in normal use relate to
an elementary job. In the case of a programme, activities are defined as subprojects. Although the
objective function of maximising net present value conflicts with the research problem, the
principle of a sequential relation between the projects within a programme will apply. In the case
of the research problem phases will be completed sequentially but with the possibility of a time lag

between the phases.

In Smith-Daniels ef al [84,1987] it is maintained that “the vast majority of methodologies
presented in the literature have ignored the financial aspects of project management”. In
conclusion Smith-Daniels point out that the development of heuristics should provide the most
assistance to project managers in managing large projects. Their model once again maximises the
net present value of cash flows over the course of the project, which is in conflict with the research

problem.

Integer programming algorithms by Patterson et al [72,1990] and Yang [108,1993], a branch ahd
bound procedure by Icmeli er al [43,1996], and a general purpose integer programme were
introduced to solve problems where the objective is to maximise net present value. Again, the
problem of maximising the net present value does not contribute to the solution of the research

problem.

To summarise project scheduling non-heuristics with a money component:

A few articles cover the field of non-heuristic solving of problems with a money component. All
of them maximise the net present value of the project. This can only apply to situations as

described in the literature, namely where an organisation invests an amount of money at the
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beginning of the project (negative cash flow) and where net positive income is received in later

stages of the project.

If only negative cash flows exist, as viewed by the client, minimising the net present value of the
project will cause all the projects to start as late as possible, i.e. shifted towards the end of the
planning horizon or total makespan. This is unacceptable for the research problem as all projects
should be scheduled in such a way that the deviation of the cash flow around the allocated budget

is a minimum. This aspect will be discussed further in the next section.
Aspects that will be investigated are:

. the lengthening or shortening of a duration of an activity, and
) that the cash flow is treated as a resource and if unused can be carried over to the next

time interval.
Project scheduling heuristics with a money component

This section will look at heuristic solutions to project scheduling problems with a money

component. The aim is to find contributions for solving the research problem.

Back in 1967 Wiest [106] developed a heuristic model for scheduling large projects with limited

resources. The aim was to find a schedule of job starting times and resource assignments that |
satisfied the constraints and minimised schedule related project cost. The solution routine consists
of a group of scheduling rules which determines the starting time of each job as well as the
resources allocated to the job. The basic approach is to allocate available resources serially and
period by period in the order of their starting times. Jobs are scheduled in such a way that the
critical jobs will be scheduled first. One of the main reasons why this approach cannot be used to
solve the research problem is that the time value of the cost equations is not taken into account.

Furthermore, it is not shown how these costs fit in with an overall period-by-period budget.
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Single duration for activities is used, which conflicts with the previously proposed use of a range

of durations per activity (multi-mode).

The impact of the net present value criterion on project scheduling has been described by Bey et
al [5,1981]. A very important factor mentioned, is from which viewpoint the scheduling should
be done. If it is from the point of view of a supplier, scheduling to complete the project as soon
as possible will be an advantage in order to maximise the net present value. On the other hand, if
it is from the point of view of the client, scheduling to complete the project as late as possible
coﬁld be an advantage. Neither of these two approaches can be used to solve the research
problem. The single-mode operation chosen, i.e. one period of duration for an activity, is also
not suitable for solving the research problem. Althdugh it is claimed that the net present value
criterion always yields a solution and that this criterion is regarded to be a superior rule and should
be adopted for project scheduling, this cannot be true for the research problem for reasons already
stated.

In 1986 Russell [81] compared a number of heuristics for scheduling projects with cash flows and
resource restrictions. Apart from the fact that the objective was to maximise the net present value

of the project, Russell proved that none of the heuristics tested performed best on all problems.

Smith-Daniels et al [83, 1987] show that by using a heuristic scheduling rule of late-start (right-
shifted) instead of the previous attempts of early-start (left-shifted), a better result is obtained for
a problem where the objective is to maximise the net present value subject to resource constraints.
Although the objective of maximising net present value is not suitable for the research problem,

both the right-shifted and left-shifted scheduling rules will be investigated.
Padman et al [67,1993] investigated eight heuristics in a resource constrained project scheduling
problem with a view to maximising the net present value which is again not suitable for the

research problem.

The Local Constrained Based Analysis (LCBA) of Ozdamar and Ulusoy has been described in a
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number of articles [Ulusoy et al, 95, 1994], [Ulusoy et al, 96, 1995], [Ulusoy et al, 97, 1996],
[Ozdamar et al, 64, 1994]. Basically, three heuristic rules (minimum slack time, minimum late
finish time and weighted resource utilisation and precedence (WRUP)) are used together with a
decision process (LCBA) . It was further mentioned in the articles that the LCBA proves to be
better than single heuristics in that the results show a lower percentage deviation from the
optimum result. According to Ulusoy et al [96, 1995] the two objectives, namely minimising
makespan and maximising net present value, contradict each other. The first one schedules the
activities as early as possible while the latter schedules the activities as late as possible in order to
postpone cash outflows. Ttns statement is not true in all cases. If an activity has a small cash flow
at the beginning and a large cash flow at the end, then surely to schedule this activity as early as
possible would increase the net present value. Each activity should thus be considered individually

to see whether it contributes to the optimising objective or not.

To summarise project scheduling heuristics with a money component:

There have been few articles on scheduling problems with a monetary objective under resource
constraints. The objective of most, if not all of them, is to maximise the net present value. As
mentioned before, this will cause all scheduling to start and end as early as possible. If from a
clients point of view the net present value is minimised, then all scheduling will start and end as
late as possible. Neither of these two objectives can apply to the research problem as the time-
corrected values of the cash flows of a number of projects should be optimised around the

allocated budget.
One aspect that will be investigated is the principle of right or left shifting of activities.

3.6 Summary of literature survey

The literature survey on the problem-solving approach has shown that two types of problem-

solving techniques have been developed, namely exact mathematical and heuristic methods. A
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heuristic approach has been chosen to solve the research problem, which has been classified as a

Class NP problem due to its size and combinatorial nature.

The survey on heuristics in general identified a number of principles that can be used to solve
the research problem, for example the ranking of waiting projects by means of a priority decision
rule, left or right justified scheduling, left or right shifting of activities, the levelling methodology

where the principle of the sum-of-the squares is used, and finally, the use of multi-heuristics.

The survey on project scheduling non-heuristics and heuristics with a money component
identified the current approach of many researchers to solve project scheduling with a money
component. Ifthe viewpoint is that of a supplier where money will be invested prior to any return
on the investment, the objective that was used in all the literature cases studied was to maximise
the net present value of all projects that had to be scheduled. If the viewpoint is that of a client
where only negative (expenditure) cash flow exists, the objective was to minimise thé net present
value of the projects which had to be scheduled. In the first case the tendency will be to start and
finish all projects or activities as early as possible, whereas in the latter case all projects or

activities will be scheduled to end at the latest possible time and within the shortest duration.

This approach of either maximising or minimising the net present value is not acceptable as a
possible solution for the research project. For the research project the starting and finishing times
for each project of the subset of projeéts that has to be scheduled, are unknown and it will
therefore be necessary to schedule all projects so that the accumulated time-corrected cash flow

for all projects is close to that of the time-corrected allocated budget.

Additional aspects that will be used for the solution of the research problem are the lengthening
or shortening of the duration of an activity, and that cash flow is treated as a resource and if

unused can be carried over to the next time interval.

Although the South African Department of Defence was taken as reference in the development

of a solution for the research problem, no specific literature was found during the literature survey
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that could relate to other defence environments.
Finally, the research problem is classed as follows:

The research problem is a class NP multiproject scheduling problem with a single
target renewable resource with time value of cash flow and budget restrictions, and

precedence relations, and will need multiple objectives to be solved, namely

(i) minimise the overall makespan in which a number of chosen projects must
be scheduled, and
(ii) minimise the deviations of the time-corrected value of cash flows against the

time-corrected value of the budget.
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4.  Support for problem solution

4.1 Introduction

This chapter describes theories and principles to support a solution for the research problem. The
aim is to identify and to define the necessary parameters that will be used in later chapters to

develop a mathematical solution.

Aspects covered are finances and economics that characterise the research problem, a breakdown
of the project into conventional acquisition phases with certain amendments, and general
information such as the size of the problem, the handling of existing and future projects, and also

what information will be needed to determine the impact of a chosen schedule on various factors.

Primary functions are given, placing the development of the theory inside the required frame of

reference.

The conclusions at the end of the chapter summarise some of the findings. All the above building
blocks, when eventually integrated into a single model, will produce a system approach solution

to the research problem.

In order to understand the theory development in the next chapter, it is necessary to deﬁne two
problem levels, namelj/r a macro and micro level. The macro level may be seen as a government
department corporate (strategic) level, whereas the micro level is seen as the project (tactical)
level. The practical execution of a project is seen as the operational level, which is not covered

by this dissertation.
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42 Finances and economics

Introduction

This section covers the finances and economics at macro level. Budget, inflation and exchange
rates will be dealt with under economics while cash flows and project cash flow profiles will be
dealt with under finances. Cash flows refer to the overall cash flow of all projects during the
current financial year while the project cash flow profile refers to the predicted cash flow of an

mdividual project.
Economics

Nominal versus real values (Samuelson, [82] 1995, p248)

In order to understand what is meant by nominal and real values in the research problem, the

definition of nominal and real interest may be taken as example:

The nominal interest rate is the interest rate on money in terms of money, whereas the real interest
rate is corrected for inflation. In the case of small values for inflation and interest rates, the real
interest rate is calculated as the nominal interest rate minus the rate of inflation. The exact
calculation of real interest rate is (1 + real interest rate) = (1 + nominal interest rate)/(1 + inflation

rate ) which results in real interest rate = (nominal interest rate - inflation rate)/(1 + inflation rate).

Both the terms nominal and real are used in the research problem. Annual plans are drafted in
terms of real values, while it will be seen later on in this dissertation that the near optimal

optimisation takes place in nominal values.
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" Budget

The Department of Defence is allocated an annual budget, according to which its salary,
operational and capital expenditure must be planned. Final planning takes place in the year
preceding the actual spending. Short term (following year 1), medium term (2 to 3 years) and long
term (4 to up to 20 years) planning are based on the predicted annual budget. Budget over the

years is presented in year 0 money terms, i.e. in real terms.

The budget under consideration in the research problem is that part of the capital budget which
is allocated to acquire major weapon systems. The capital budget currently includes both capital
for weapon systems and capital for computers, office furniture, etc. On an annual basis, this
budget grows at a compound rate which is different to the local inflation rate. This growth can
be seen as an additional allocation of funds by the Government to the Department of Defence
within a current financial year. A financial year runs from 1 April to 31 March of the following
year. It is important to note that the growth rate of the budget is not the same as the growth rate
of the project’s cost. If it were the same, it would not be a problem to optimise in real terms. The
fact is, they are seldom the same. Furthermore, inflation rates applicable to a project may differ

from other projects because different suppliers from different countries may be involved.

These differences in local and foreign inflation rates, the growth rate of the overall budget, and the
fluctuations in the rates of exchange make it difficult to so schedule projects that the total

summation of their respective cash flows will be close to that of the allocated budget.

Figure 4.1 briefly describes what happens during the capital planning process. If a long-term plan
for major acquisition projects is established with real values of the budget and requirements, the
requirement is more or less equal to the budget (top graph). However, as the growth rate of the
budget differs from that of the requirements (currently it is less than the growth rate of the
requirements), there will be a shortage of funds in the next year already, as can be seen in the
middle graph. This shortage will continue to escalate until the end of, say, a twenty-year period.
It will be explained in the following chapters how to optimise in nominal terms so that the adjusted
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requirement in real terms is less than the allocated budget in order to make provision for these

escalating costs.

Money
Budget
equirement
Real terms -
”
_——” Requirement
Money, —
\ Budget
Nominal terms
Money \
N~
‘~-~~ Budget
S - - ‘ﬁdditional costs due to escalation
S e Adjusted
~ “Requirement

Real terms Planning Horizon

Figure 4.1 : Nominal versus real values of budget and requirement.

Cumulative budget

A cumulative budget can be either in nominal or in real terms and is defined as the summation of

all annual budgets to the end of the planning horizon.

Cumulative cash flow

A cumulative cash flow can be either in nominal or in real terms and is defined as the summation
of cash flows of all projects under consideration up to the end of the planning horizon. Cash flows
are defined as the expected annual or monthly cash flows of all the projects. If the cumulative

budget is presented in nominal terms, then the cumulative cash flow must be presented in nominal
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terms.

Cumulative cash flow target

The cumulative nominal budget up to the end of the planning horizon is regarded as a_cumulative
cash flow target. The objective will be to schedule existing and new projects in such a way that

their cumulative cash flow is close to the cumulative cash flow target.
Inflation rates

Major weapon systems can be acquired from local or foreign suppliers. Each country has its own
predicted annual inflation rate. These inflation rates play an important role in that project estimates

can escalate annually depending on the inflation rate of the supplier country.

It is important to note that, due to differences in budget growth and project escalation due to
inflation, planning should be done in nominal terms in order to find a near optimal solution
between the budget and the estimated expenditure. This means that once a near optimal schedule
is chosen, the cumulative cash flow will be close to the cumulative cash flow target, i.e. the

budget.

Exchange rates

The exchange rates between the local supplier country and foreign supplier countries are of
importance in solving the research problem. If changes in exchange rates are not taken nto
account, money shortages will occur, especially if the local country’s currency weakens against
that of foreign supplier countries over the years. In the same way a surplus in money will occur
if the currency becomes stronger. In such a case more projects could have been scheduled for

completion during the planning horizon, within the available budget.
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Figure 4.2: Defence accounts.

Finances

Accounts

Two financial accounts are used within the DoD, namely the Special Defence Account and the
General Defence Account. Both capital and operational expenditure is funded out of these
accounts. Two organisations function as tender boards, namely the State Tender Board and the
ARMSCOR tender board. The State Tender Board is primarily used to acquire operational
supplies while the ARMSCOR tender board is primarily there to acquire weapon systems. For the
purpose of this research, the acquisition of major weapon systems through the ARMSCOR tender

board will be the modus operandi. See Figure 4.2 for a layout of the two accounts.
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Annual and monthly cash flows

Cash flow is considered to be the annual or monthly expenditure on major weapon systems. The
total cash flow of all projects should be balanced with the budget allocated for capital expenditure
on major weapon systems. The budget will be the target cash flow. In order to compare the

budget and the expenditure, both should be presented in nominal terms.

25 /
20 /
15

Cash flow per month as a % of annual cash flow

10 — ~
5 e —
0
1 2 3 4 5 6 7 8 9 10 11 12
Month
...................... Average cash flow per month — Monthly average cash flows
within a financial year over a period of 20 years

Figure 4.3 : Average monthly cash flows (%) within a financial year.

Within a financial year one could simulate the monthly budget based on the allocated nominal
annual budget. Data gathered on the monthly cash flow profile over 20 years shows that initial
expenditure is below that of the average monthly expenditure, while there is a sharp increase above
the average monthly expenditure over the last few months. It can be seen from Figure 4.3 that the
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Source : ARMSCOR

Financial Month

year April May June July August September October November December |  January February March
1977178 0.6 22 48 38 7.2 8.0 88 10.0 9.4 11.6 14.7 19.1
1978179 0.9 29 39 4.2 6.7 7.8 9.0 10.5 10.2 12.0 12.8 101
1979/80 1.1 1.8 36 4.1 52 6.3 . 7.4 84 9.1 10.1 205 224
1980/81 16 22 3.9 43 56 8.7 78 87 8.9 10.6 18.9 208
1981/82 1.8 24 4.0 47 5.1 5.7 73 94 8.2 14.6 17.5 19.3
1982/83 1.3 2.2 5.2 6.3 6.8 8.7 78 94 6.8 7.3 16.7 21.5
1983/84 3.5 5.0 78 53 8.7 8.7 72 94 85 49 8.9 243
1984/85 6.9 5.9 53 4.9 6.1 6.2 6.3 86 6.1 7.3 10.5 26.0
1985/86 3.0 486 10.7 6.4 7.4 6.3 35 6.7 12.8 7.5 8.2 226
1986/87 35 8.7 53 7.0 6.0 8.8 7.2 72 85 46 74 279
1987/88 27 5.8 47 5.8 4.4 48 8.2 7.2 6.2 5.3 8.2 3741
1988/89 08 48 38 2.5 7.0 5.6 9.5 59 8.8 ) 6.2 85 371
1989/80 586 6.9 7.0 73 5.4 ‘6.2 47 55 6.3 52 6.1 33.7
1990/91 10.3 12.0 52 53 6.3 71 5.1 39 49 4.8 6.6 283
1991/92 0.0 12.3 9.7 88 5.3 7.4 6.3 4.8 6.0 49 6.2 283
1992/93 12.2 33 10.6 37 5.6 3.2 8.2 48 6.6 47 8.1 29.1
1993/94 16.0 5.9 5.4 4.0 4.5 8.0 52 6.1 8.2 8.4 76 227
1994/95 16.6 6.1 48 5.2 47 49 47 8.1 10.0 6.3 7.0 219
1995/88 8.1 38 49 51 6.6 8.7 63 5.0 116 47 8.3 29.0
1996/97 56 5.4 41 5.9 57 9.8 6.8 68 10.2 8.7 82 248
Average 48 48 5.4 5.0 5.8 5.4 6.5 7.0 8.0 7.0 10.0 245

Table 4.1 : Monthly percentage cash flow per annum from 1977/78 to 1996/97.
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initial cash flow is about 50% to 60% of the average monthly cash flow and that the cash flow
increases to high values at around the 10th to 12th months. This is a typical example of the
“hockey stick™ effect. Figure 4.3 is derived from Table 4.1. Note that the monthly percentages in
a financial year add up to 100%. This could have negative or positive implications, depending on
which side of the problem is viewed. If one could reason that the technological requirements will
be met within a financial year, then, from the client’s point of view, it would be good practice to

delay payments until the last month of a financial year.

Should there be other reasons for not wanting to pay out huge amounts over the last few months

of a financial year, then a more equal monthly cash flow distribution will be required.
These two viewpoints necessitate a formula that could simulate monthly cash flow within a
financial year subject to certain input values. For this purpose a modified Gompertz curve is
chosen.
Gomperiz curve (Spiegel, M.R., [85],1972, page 218)
The modified Gompertz curve is represented by

b m

R,=pgq ..(4.1)

where R,, = monthly cash flow, which could be presented asa percentage of the total annual

cash flow
p,qand b= constants
m = time unit in months.

The following parameters, which are known, may be defined as follows (see Figure 4.4):

I = average intensity, i.e. average monthly percentage cash flow, which is per

definition 100% / 12 =8.33 %
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Ne = the fraction which the first monthly cash flow is below or above the average, with
-1 < n, <1

m, = the time in which it is expected that the curve (R,)) will be equal to the average
intensity

It will eventually be shown that by changing n, and m, , the monthly percentage cash flow can be

simulafed in almost any required way, but based on the Gompertz curve.

Firstly, the constants p, q and b will be determined, assuming that the period over which the
modified Gompertz curve will apply is 12 months. Another assumption is that the time axis will

be in months and discrete.

If m=1 then
R,=(-myI
thus
pq° = (Imy I | ..(4.2)
If m=m, then
R =1
thus
pab =1 (4.3)

But over the 12-month period, the summation of the curve values is

12 i
pqb =121
m=1
12
p gt" =121
m=1 ...(4.4)
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12 mornths

Figure 4.4: Gompertz application.
Thus, given three equations with three unknowns, solve the equations to determine constants p,
q and b.

From 4.2

O N .(4.5)

qb

Substitute 4.5 in 4.3 and simplify

R Y ..(4.6)
1 -n

Substitute 4.5 in 4.4 and simplify

o
[\S)

12 m
e PLARE

I -m) m=1 (4.7)

Chapter 4



Stellenbosch University https://scholar.sun.ac.za

60
From 4.6
1

_ 1 b™ - b
q [—(1 = ng)]

Substitute 4.8 in 4.7 and simplify, resulting in

LU
N S WP
An) mop (-

With -1 <n,<1,n,€R and

.(4.8)

(4.9

b™ - b %0
10
9
/ a=.
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Figure 4.5: Behaviour of constant b of Gompertz formula.
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requiring b#0,b# 1, andm, # 1. (See Appendix A for deduction.)

Equation 4.9 is solved with a numerical solution as it is difficult to solve it with an exact method.
Figure 4.5 shows values for b depending on m, and n,, and which were calculated according to

the algorithm in Appendix B.

Once b has been calculated, substitute in equation 4.8 to determine q. Substitute b and q in

equation 4.5 to determine p. With all constants known, calculate the monthly percentage cash

flow.
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Figure 4.6 : Gompertz monthly % cash flows in different profiles with n, = .5.

Figure 4.6 shows the monthly percentage cash flows within a financial year withn,=.5 and
m, € {3,6,9,11}. It is clear from Figure 4.6 that different monthly cash flows during a financial year
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can be simulated from the modified Gompertz curve.

The Gompertz modification can therefore be used to simulate the monthly cash flows within a
financial year for a number of years. The simulation can be either a percentage or actual money

terms. Each subsequent year may have different simulated monthly cash flow curves.

A hockey stick effect is found when m, = 11 and when n,=.5. Whenever 1, ~ 0 and m, - 0, the
hockey stick effect will be replaced by a more uniform monthly cash flow profile. Thus, by having
a trade-off between m, and 7,, different monthly cash flows can be simulated (see Figure 4.6).
This is a valuable tool in that a required annual cash flow can be simulated and gradually be
changed from, for example, an undesired hockey stick to a more acceptable, closer to uniform

profile.

This tool can also be used to change the annual budget into a monthly budget. Projects can be
scheduled in such a way that the summation of the cash flows of all projects can be close to the
simulated monthly cash flow budget. See Figure 4.7 for an example where the in-year monthly
simulated budget is shown, starting with a hockey stick and ending with a profile closer to a

uniform cash flow.

Money

Year] Year2 Year3 Yeard  Year)

Figure 4.7 : Monthly budget presentation with Gompertz.
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Project cash flow or eta rofiles

Introduction

The previous paragraph showed how the available budget can be simulated as a monthly budget
over a number of years. This paragraph deals with the aspect of how to simulate the expenditure
of a project as a cash flow profile and the aim is to develop standard cash flow profiles from which

a specific profile can be allocated to a project.

Each project will have its own identified cash flow profile over a certain period. It will be very
difficult to schedule individual projects if this profile is unknown. Different projects will each
absorb a different amount of the budget at different times due to the different project cash flow
profiles. The profile will simulate the project’s cash flow in real money terms. It must be noted
that the project cash flow profiles are not the same as the Gompertz cash flow profile for the

available budget, which was described in the previous section.

The basic cash flow profile is the uniform cash flow profile, simulating a constant cash flow over
the project’s makespan. The uniform cash flow profile is determined by dividing the total real cash
flow of the project by the normal duration of the project. The initial normal duration of a project
is equivalent to the initial average duration of the project. It is further necessary to define the

average cash flow of a project as the projeét’s cash flow intensity.

The next cash flow profile to be defined is the straight line profile, which is determined from the
formula of a parabola, i.e. f = at> + Bt + y but with & = O resulting in f, = ft + y and with &, p and

Y as constants which are determined from the boundary conditions.

Similar to the straight line profile, three other cash flow profiles are determined from f, = at® +
Bt + v, namely (i) a semi-parabolic curve with a zero slope at the end, (ii) a semi-parabolic profile

with a zero slope at the beginning, and (iii) a parabolic curve with a zero slope at the middle of the
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project’s makespan. (See Figure 4.8 for examples of the different profiles.)

Another factor which is needed in determining a cash flow profile of a project is the eta or 7
value, which is analogous to the 7, of the Gompertz curve for the budget simulation but not the

same.

Eta (n) value

Eta or m is a factor used to define the intensity of cash flow at the beginning of each project. If n)
= 0, cash flow will follow the uniform distribution, while n = 1 describes a steep slope of
intensity. A positive 1 defines a general positive slope while a negative 1 defines a general
negative slope. This means that, irrespective of the cash flow profile that will be determined for

a project, the uniform profile must be available.

Theory development of eta cash flow profiles

This paragraph gives a brief overview of the theory of how to determine the different cash flow

profiles. The detailed development of the theory is shown in Appendix C.

The following steps apply:

Step 1: Assume a parabolic function f, = at®> + Bt + y with &, B, and y as constants. If a uniform

profile must be simulated, o =3 = 0. If a straight line must be simulated, then & = 0.

Step 2: Calculate the constants depending on the boundary conditions. A maximum of three
equations will have to be determined in order to solve for these constants. Two of the required
equations are determined from boundary conditions while the third one is determined due to the
fact that the summation of discrete cash flow values for each time unit must be equal to the total
amount of cash flow of the project. For this third equation a number of series must be established.

(See Appendix C.)
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Step 3: Once the three equations have been determined, they are solved for the constants, thus
ending with a calculable cash flow function f, . This is analogous to R,, , the simulated cash flow
of the monthly budget, but not the same. Depending on the boundary conditions, different cash

flow profiles can be determined.
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Figure 4.8: Summary of eta profiles (not cumulative).
Summary of eta cash flow profiles
Four additional cash flow profiles have been developed apart from the basic uniform profile. Eta

can be either positive or negative. The bigger eta is, the steeper the average slope of the cash flow

profile will be. These profiles will be used to simulate each project's cash flow profile, which in
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turn will be used to determine the overall cash flow per annum of all projects. See Figure 4.8 for
a summary of all eta profiles with different positive and negative eta values. Note that a change
in sign for eta from positive to negative results in a mirror image around the average intensity of

a project.

Another aspect which is important is that the original cash flow profile is determined in real
money terms. The next chapter will explain how the real cash flow profile will be converted into
a nominal cash flow profile so that it can be used in determining a near optimal solution. This is
an improvement on the uniform profile as discussed by Boctor [10,1993] in that other profiles

have been introduced.
43 Project breakdown

Introduction

This and the following paragraphs cover the detail at micro level (i.e. at project level), requiring

information from the project management level.

As before, the total acquisition is broken down into a number of projects. Each project, which is
seen as the acquisition of a major weapon system, is divided into a number of major subprojects.
Each subproject is acquired over a number of phases. These phases are executed in a sequential
order. The maintenance phase is excluded from the research problem as it is not funded by capital
funds. The aim of these last paragraphs is to define the necessary input which is required from the

programme management level.
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Summary of conventional acquisition phases (ARMSCOR document [2] 1994)

Introduction

The following paragraphs give a brief summary of the conventional phases currently being used
during the acquisition process. The objective is to give a short overview before defining the phases
for the research problem. The sequence in which these conventional acquisition phases will be

executed is: concept, definition, development, industrialization and production phase.
Concept phase

Before the concept phase of a project at ARMSCOR's level can be started, the statement of
requirements baseline (SRBL) should be completed and approved. This SRBL contains a

memorandum of agreement between the role players and a preliminary acquisition plan.

A project study is undertaken to investigate all possible solutions in terms of the functional
requirements. The purpose of the project study is to find the most effective solution to the
requirement, to develop functional performance requirements, and to document this solution by

means of an A-specification according to the relevant military standards.

A project study report is prepared by the client (user) of the proposed system and is a summary
of the results of the project study.

The end of the concept phase is the approval of the functional baseline (FBL). The FBL document

summarises the output from the project study and project study report.
Definition phase

This phase starts after the approval of the FBL. It entails a system study (SS) and includes a
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development study (DS), which is an analysis of how configuration items will be dealt with,
which organisations will be involved, what the interfaces and integration needs will be, milestones,
timescales and funds needed. The output of the DS is incorporated into a development plan (DP)
prepared by the client.

Performance requirements are allocated and documented in a B-specification. A system design

review (SDR) is carried out before B-specifications are finalised.

The end of the definition phase is marked by the approval of an allocated baseline (ABL). The
ABL describes the requirements that must be met by the respective elements of the system during

the development phase.
Development phase

The development phase starts when the ABL has been attained and approval has been given for
the DP.

An acquisition study (AS) is undertaken to further define the selected produpt system as reflected
in the A and B-specifications. This entails the development of the C (product), D (process) and
E (material) specifications. Before the C, D and E-specifications are finalised, a critical design
review (CDR) is conducted to ensure that the detail design for all configuration items complies

with the specifications and integrate with each other.

During this phase the development models, i.e. the experimental development model (XDM), the
advanced development model (ADM), and the engineering development model (EDM), are
manufactured, tested and evaluated against the specifications and then modified where necessary.
Technical test and evaluation (TT&E) results are prepared at product system level. The product
is qualified in terms of form, fit and function.

Based on the AS, an acquisition plan (AP) is drawn up by the client, which is basically a summary
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of the AS. This plan covers, inter alia, the project management requirements, technical
requirements, logistic requirements, financial requirements, and timescales. The development plan

terminates when the product baseline (PBL) has been attained.

It is important to have experienced system engineers available during the concept, definition and
development phases to specify the technical aspects of the project in order to allow proper costing
by the programme management team. The programme management team comprises

representatives from the SANDF, ARMSCOR and industry.

Industrialisation phase

The industrialisation phase starts when the PBL is approved. The objective of the industrialisation
phase is to develop and quahfy manufacturing processes. This includes the production line, process
control and quality control. A number of pre-production models (PPMs) are built for the
industrialisation, after which the manufacturing process is improved and documented. A
preliminary operational test and evaluation is carried out on pre-production models and the
product system is qualified against the A-specification and ultimately the SRBL.

The industrialisation phase terminates with the approval of the manufacturing baseline (MBL).

Manufacturing (production) phase

Once the MBL has been approved, manufacturing of the product system can begin.
Research problem phases
For the research problem certain phases are grouped together and other phases are added to the

conventional phases in order to have more detailed information available to do an impact analysis.

These phases are grouped into scheduling sectors, which may be described as follows:
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Figure 4.9 : Scheduling sectors.

Scheduling sectors (see Figure 4.9)

Four scheduling sectors have been identified for the research problem, each of which will be

described and motivated in the following paragraphs.

Concept/ definition - sector 1

The concept and definition phases will be combined into one practical phase, namely the
concept/definition phase, because of the low financial and time impact of the concept phase on its
own. Usually these two phases also require the same type of human resources. The same work

must still be done as described under the individual concept and definition phases.

Development - sector 2

The development sector is identical to that of the conventional development phase except that it
is split between the various development models, with a phase to test and evaluate, and one to

qualify the model or product. The qualification phase will form part of the next sector, namely
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the system test and evaluation and qualification sector 3. The phases of the development sector

2 are:

- experimental development model (XDM) phase
- XDM test and evaluation (TE) phase

- advanced development model (ADM) phase

- ADM TFE phase

- engineering development model (EDM) phase
- EDM TE phase.

The abovementibned research problem phases will run consecutively, i.e. in series. In practice
there could be an overlap of work when one phase is slowing down while the next phase is
building up. For practical reasons therefore the individual phases of scheduling sector 2 should
run consecutively. It will not be necessary to consider all phases in sector 2. Only phases that will
apply to a specific subproject may be selected.

System test and evaluation (TE) and gqualification (Q) - sector 3

This sector can only start once the development sector 2 has been completed and the products of
the various subprojects have been qualified and are ready for integration into a complete system.
Usually production is not allowed to continue unless the product system is qualified. Starting to
prepare for industrialisation (or pre-production) without any approved financial backup poses a
risk for the industry. Yet this risk could be worthwhile in order to ensure that certain production
lines do not stop completely. It is for this reason that a certain amount of work under the
conventional industrialisation phase will be carried out under the system test and evaluation and
qualification sector 3 of the research problem. The nekt sector, namely the production sector, can

be used to add certain parts of the pre-production work not covered under this sector.
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Production - sector 4

This is the final sector and can only start once the qualification sector has been completed. It also
means that all the test and evaluation and qualification phases of all subprojects must be

completed.

Summary of scheduling sectors and phases

This is a slight deviation from the conventional description of phases, namely concept, definition,
development, which includes ADM, ADM and EDM, and production. Test and evaluation have
been defined for each of the XDM, ADM and EDM phases, as well as a final systetﬁ test and

evaluation and qualification phase.

The reason for including the test and evaluation phase is to be able to use this kind of information
to eventually determine the impact of all test and evaluation on the testing facilities. Each and
every subproject must have its own test and evaluation, and finally its qualification completed
before all subprojects can be tested and evaluated as an integrated system, and then be qualified

as a system ready for production.

The scheduling method will be introduced in the next chapter.

Phase technical information

Introduction

This information is necessary in order to build the model and to find a near optimal solution to the

research problem. All the different parameters necessary to run the model are described in the next

paragraphs.
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The three most important parameters are phase money value, and a minimum and a maximum
duration for the phase. These three parameters provide the optimisation model with the minimum

of information in order to find a near optimal solution.

Money value

The money value of the phase represents an estimate of the total cost of the phase if the phase is
completed in normal duration. The total estimated cost of the phase is assumed to be constant
apart from escalation costs such as inflation and changes in exchange rates. The money value of
the phase stays constant until such a time when the scope of the phase (project) has been changed
formally and the cost is either reduced or increased. It is represented in either local or foreign

currency and in real money terms.
Minimum duration

The minimum duration is the estimated minimum duration in months in which a phase will be

completed, without changing the cost estimate of the phase.
Maximum duration

The maximum duration is the estimated maximum duration in months in which a phase will be

completed, without changing the estimate cost of the phase.
Final duration
There is a final duration which is between the minimum and the maximum durations of the phase.

Any final duration is a feasible duration as it is assumed that it does not affect the estimated cost

- of the phase.
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Local and foreign contracts

Another aspect that is considered is whether a project (or phase) should be contracted to a local
or a foreign organisation. A decision will be made whether the work of the subproject must be .
done locally or by a foreign supplier. Three important factors must be taken into consideration in

this regard:

Inflation

When optimising in nominal money terms, inflation of the local supplier country or that of a
foreign supplier country will have an impact on the nominal cost of the phase. Thus, by
considering the inflation rate, it can be ascertained what each country's impact will be on the

solution to the research problem due to inflation.

Currency

The phase value can be given either in local or in foreign currency. Any currency can be used and
it is not necessary to use the currency of the supplier's country. A supplier could be a country such
as Italy, but the currency could be in United States dollars (USD). When optimising in nominal
terms, the differences due to weakening or strengthening of the local currency against the foreign

currencies concerned are taken into account.
Import costs
Taxes and other duties are levied on imports and these can make up a high percentage of the total

cost. These costs will have to be converted to local currency and in nominal terms. It is assumed

that these costs form part of the phase estimated value previously described.
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44  Size of the problem

The problem as a whole may consist of a very high number of calculations which have to be done
to arrive at a feasible and near optimal solution. This paragraph substantiates the search for a
heuristic solution to the research problem and describes the various levels of the solution which

will be developed in the following chapters.

Total acquisition Levél 0
\\Projcct Level 1
LSubproject Level 2
Phase (within a scheduling sector) Level 3
—Armscor function Level 4
f:Programme manager resources Level 5
Quality assurance resources Level §
—Organisation loading Level 4
—Countertrade Level 4

Figure 4.10 : The complexity of the environment.

Assume that there are 10 projects; each project has 3 subprojects (or subsystems) and each
subproject has 3 phases in the development sector 2. Each phase can be completed in 3 modes,
i.e. each phase has 3 possible durations in which the phase must be completed. Then the total

number of possible combinations is ((3%)*)'° = 8.728E42.

The real life problem is much bigger, however. With 100 projects, each with a maximum of 5
subprojects, each with a maximum of 9 phases, with the concept/definition phase seen as one
phase, and, say, 5 possible durations each, the total number of combinations could rise to

((5)°)®)'*, which is a very large number. This makes it very difficult to solve indeed.
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This gives an idea of the size of a “three level” problem, i.e. if only phases, subprojects and
projects are considered. It becomes much worse if a fourth or even fifth level is added, i.e. if two
impact levels are added to the problem. Level 4 could be specific organisations associated with

the phase, and level 5 could be personnel resources at a organisation. The number of combinations
then will tend towards infinity.

45 Project priorities

The assumption is made that project priorities are seen as the order of precedence in which the
~-production of the projects must be completed. In other words, a higher priority means—rproductio‘n
completion first and not start of project first. For future research, different meanings for project
priorities could be investigated, for example that priority of one project over another project could
be based on the starting time of the project as a whole or on the starting time of the production
phase. See Figure 4.11 for priorities. It can be seen from Figure 4.11 that even if project 2 has a
higher priority than project 3, project 3 could start before project 2. This is based on the

assumption that completion of the production determines the priority rule.

Priorities are not determined dynamically by the research problem (Cooper, [14] 1976) but are
given by higher authority. This research aims to determine the total impact of a set of priorities
and then to negotiate a change in a set of priorities in order to get an impact that is more
acceptable to all role players. Sensitivity analysis can be prepared in order to show different impact

scenarios for different priorities.
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Figure 4.11 : Project priorities.

4.6 [Existing versus future projects

Another aspect is what precedence existing projects have over future projects when considering
the available budget that must be allocated to the various projects. Projects are seen as non-
preemptive, i.e. once started it is desirable to complete them without any interruption or with the
minimum of delay. Owing to this requirement, a certain amount of the annual budget must be
made available to complete the scheduled phases of an existing project before allocating any

amounts of the budget to future projects.

Existing projects are defined as those projects that have already started. The earliest start of the
outstanding work of these projects must start at year one and will not be allowed to start in any
other year but year one. This confirms the non-preemptive rule. Future projects are projects which

have not yet started and which can be scheduled to start in any year.
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47 Impact information

Introduction

This information is initially required in order to determine the impact on various aspects which
will not form part of the process of finding a near optimal solution to the research problem.
Impacts will only be determined once the near optimal schedule has been obtained. A sensitivity
analysis will be conducted in order to simulate different scenarios and to show their impact on
various parameters. Any changes to the initial data will be negotiated with the client in order to
contain the various impacts within reasonable limits that will be acceptable to both the client and
the major group of suppliers. The following paragraphs describe the various parameters on which

an impact analysis will be based.
Engineering function

An engineering function is defined as an organisational function of an acquisition agency,
structured to execute its part of the acquisition process on behalf of the Department of Defence.
In generai, acquisition will form the corporate function, dealing with the acquisition of major
weapon systems and having specific functions that support the corporate function. Such
functions are, for example, aircraft, vehicles, telecommunications, ships, radar, electronic warfare,
etc. which are equivalent to the organisational divisions within a functional department, namely
that of acquisition. Any number of engineering functions can be identified for the model with the

view to evaluating the impact of an optimised schedule on these functions.
Local industry

Impact analysis on the local industry due to a near optimal schedule can be determined for every
major organisation that forms part of the local defence industry. Organisations can be either a

group of subsidiaries or individual business units, depending on the level of impact analysis.
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Foreign countries
Only the foreign country which is envisaged to supply the Department of Defence with major
weapon systems will be specified, and not individual organisations within that country. The reason

is that foreign supplier countries do not form part of the local defence industry and therefore do

not require an impact analysis.

Countertrade

Countertrade, or industrial participation, plays an important role.. Countertrade can be subdivided

into direct, indirect and commercial or non-military countertrade.

Direct

For all foreign contracts, direct countertrade implies foreign expenditure on local organisations

for supplies directly into the project/subproject.

Indirect

Indirect countertrade implies foreign expenditure on local organisations for supplies not directly
built into the project/subproject, or for supplies to other related projects/subprojects not originally
ordered.

Commercial

This implies foreign expenditure on local suppliers but not for direct or indirect defence supplies.

It is important to identify the direct and indirect countertrade part of a contract as this provides

additional knowledge of the impact on, for example, the local industry.
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Human resources defaults

Functional

It is necessary to determine the human resources impact for programme managers (PM) and
quality assurance (QA) officials for each engineering function. As previously defined, a function
is also related to a division within the acquisition agency. Other areas of human resources impact
in the industry can be determined, for example the relative number of system engineers or artisans
required within an organisation. The impact on the industry’s human resources will not be dealt

with in this dissertation. See Figure 4.12 for examples of impact on ARMSCOR.

QA requirement for an engineering function

Relative
No for

QA
PM requirement for an engineering function
Graph

Relative showing

No for a decline

PM

Pea
Cash flow for an engineering function

Money

Overall planning horizon in months or in years

Figure 4.12 : Examples of impact on ARMSCOR.

In order to determine a human resources impact, default values are determined of the human
resources required per phase and per function or organisation. These default values could be
changed as changes occur any time during the execution of projects within a division. At least one
update per annum will be necessary in order to allow for the effect of the local inflation rate on
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the default values each year.

Table 4.2 shows an example of a default table. These values can be calibrated until the model
provides a reasonable human resources schedule. The first line of the table shows the average
value of each identified phase in the acquisition process. This average amount is an amount given
by a division as a sort of expected average value of all projects currently handled by the division.
The division further estimates the average duration of each phase for all the projects managed by
the division, which is shown in the second line of the table. The third line is determined by dividing
the average amount of a phase by the average duration (in months) of the same phase. The fourth
and fifth lines are also provided by the division and show the expected number of human resources

required per month in terms of programme management and quality assurance.

When any phase is scheduled, the money value (cash flow profile) and the duration in which the
phase will be completed will be known. The relative number of personnel necessary to complete
the phase can be determined by making use of the default table of a function. The impact analysis
with regard to the human resources requirement will for instancé show the monthly human
resources requirement for the overall planning horizon. Extreme human resources requirements
will be identified from the results. Negotiations will take place between the client and other role
players in order to change initial data so as to improve the human resources situation if it is not

acceptable to the role players. (Refer to Figure 4.12.)

Every division must have its own default values because each division is dealing with a specific
project in a unique divisional culture. The default cannot be generalised for the whole of

ARMSCOR. Each and every division has a certain way in which its work is executed.
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i Concept/ XDM XDM ADM ADM EDM EDM System Prod-
D?fgnlt amounts in . Definition T&E T&E T&E qoali- uction
millions of money units: fication

Average amount of phase 2,000 15,0001,500 20,000 3,000 30,0005,000 3,000 60,000

Average months per phase 8 16 8 8 12 14 9 12 24

Average amount per

month per phase 0,250 0,938 0,188 2,500 0,250 2,143 0,556 . 0,250 2,500
Average PM per month 0,5 1,3 09 1,1 0,8 L5 1,3 0.8 1,8
Average QA per month 0,3 1,1 0,7 1,0 0,5 1.2 1,0 0,3 2,0

Table 4.2 : An example of default values for a function.

Example : From Table 4.2 it can be seen that for the concept/definition phase, the average default
amount per month is 2 million money units over a period of 8 months. This gives an average
amount of .25 million money units per month for the concept/definition phase. If, for example, a
specific project with a total amount of 4 million money units for its concept/definition phase is
analysed, and it is expected that the duration of the phase is 6 months, a pro rata calculation can
be done in order to determine the human resources requirement for a division for the project (or
projects) selected. The average amount of money for the selected project which will be spent per
month equals 4 million money units divided by 6 months, giving an average of .667 million money
units per month. The default value for the PM requirement is .5 for every .25 million money units
to be spent per month on the phase. Thus, for an amount of .667 million units per month, the PM
requirements for the selected project will be .5x.667/.25, which is equal to 1,334. Similar, the
requirements for QA will be .3*.667/.25, which is equal to 0,8. These human resources

requirement figures will be identified as relative figures for human resource requirements.
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48 Primary assumptions

In order to understand the frame of reference that will be used for the development of a solution
to the research problem, it is necessary to summarise the primary assumptions that have been

made:

- Only major capital projects which are contracted through ARMSCOR are considered.
- Acquisition phases up to the completion of the production phase are taken into account.

- Project priorities are known and are established by top management.
49 Conclusions

Chapter 4 provides the basis for the development of a theory to solve the research problem. Macro
parameters, namely inflation and exchange rates, have been introduced. The minimum data needed
at project level have been defined. Parameters necessary to run a full impact analysis have been
discussed. The next chapter will describe the mathematical formulation of a solution to the

research problem.

Chapter 4



84
5. Mathematical formulation of the problem and

integration

51 Introduction

This chapter deals with the integration of the various aspects in finding a solution to the research
problem and is described in five modules, namely Module 1: initial macro scheduling, Module 2:
final macro free scheduling, Module 3: final macro constrained scheduling, Module 4: final micro
scheduling, and Module 5: impact analysis. The aim is to integrate the various building blocks into
a single functional system. The last paragraph of this chapter is a summary of the mathematical

formulation of the problem and its integration in general.

The work that has been described in Chapter 4, Support for the probleni solution, must be seen
as an essential part of the overall solution and specifically this chapter. Although the summary of
the problem solution is given at the end of this chapter, it is necessary to present the summary in
this introductory paragraph in order to understand the detail of each module as described
throughout this chapter. A ﬂo§v chart is provided at the end of this dissertation to show the
process that is described in Chapters 4 and 5.

Steps 1 and 2 below have been explained in Chapter 4 (Section 4.2, Finances and economics)

and are thus not repeated in this chapter in detail.

Step 1: Convert the available budget in real terms into a nominal budget by taking the annual
growth of the available budget into account.

Step 2: Convert the annual nominal budget into a monthly budget by making use of the modified

Gompertz formula.
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The following steps are all explained in Chapter 3:

Step 3: Establish a pseudo project (Module 1, Part 1) from data obtained from all phases of all
subprojects within a project and for all projects. The data per phase which is necessary to
determine a pseudo project are the phase value in real terms and the minimum and maximum
duration in which a phase can be completed. Determine the minimum and maximum duration for
each pseudo project. The initial duration of a pseudo project is calculated as the average.\'between
the minimum and maximum duration of the project. Determine four scheduling sectors, namely
conceﬁt/deﬁnition, development, qualification and production sectors. Each sector will have a
minimum and a maximum duration. The summation of the minimum and maximum durations of
the four sectors is equal to the minimum and maximum duration of the pseudo project. Find the
best fit cash flow profile for the pseudo project based on the data.as obtained from the phase
information. At the end of step 3 the following information is known, namely the pseudo project
cash flow profile in real terms, which in total is equivalent to the total project cost, and a duration
for the pseudo project, which is between a minimum and a maximum duration of the pseudo

project. What is not known, are the starting and finishing dates of the pseudo project.

Step 4: The next step is to calculate a weighted annual escalation factor (Module 1, Part 2) for
each pseudo project. The inflation rates and changes in exchange rates for each subproject of a
project are taken into account in determining the weighted annual escalation factor for a pseudo

project.

Step S : According to the project priorities, schedule the pseudo projects (Module 1, Part 3) into
an initial pseudo schedule by ‘packing’ a selected number of projects into the shortest possible
time so that the cumulative nominal value of all the projects at a specific time is less than or equal
to the cumulative nominal budget at that time. Real cash flows of pseudo projects are then
converted into cash flows in nominal terms by taking into account a weighted escalation factor

applicable to that pseudo project.

Step 6 : Determine a ‘free’ optimising schedule (Module 2, Part 1 and Part 2) by minimising
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the overall deviation of the nominal cash flow of all pseudo projects from the nominal budget over
the final planning horizon. This is done by means of six pseudo scheduling operations, or
heuristics, namely left and right shift, left and right shrink, and left and right stretch, depending
on the scheduling constraints to which the pseudo project is subjected. The result of this step is
a ‘free’ optimised pseudo schedule with a duration, starting and finishing dates, and cash flow

profile in nominal terms for each pseudo project.

Step 7 : This step is optional, depending on the requirements of the operator. If expected dates
for the completion of pseudo projects have been entered into the model as constraints, and these
constraints have been activated, then from a ‘free’ optimised schedule determine a ‘constrained’
optimised schedule (Module 3, Part 1 and Part 2) by minimising the overall deviation of the
nominal cash flow of all.pseudo projects from the nominal budget over the final planning horizon,
but subject to completion date constraints. The result is a final ‘constrained’ schedule with cash

flow profiles, starting and finishing dates, and durations of each pseudo project.

Step 8 : Once a final pseudo schedule (whether free or constrained) has been determined, a
detailed project optimisation (Module 4, Part 1, Part 2 and Part 3) can be conducted. Firstly,
the subprojects are so optimised that the deviation from the cash flows of all subprojects of the
project’s required cash flow profile as obtained in the final pseudo schedule is a minimum.
Secondly, the phases within a sector are so optimised that the deviation from the phase cash flow

for the subproject’s cash flow is a minimum.

In both the above cases, nominal values of each subproject are determined with actual inflation
rates and changes in exchange rates. This, in other words, is not a weighted escalation, but an

actual escalation of each subproject within a project. .

Step 9 : Once all the projects have been optimised, the actual predicted nominal cash flows must
be converted to real value predicted cash flows (Module 4, Part 3). There are two conversions,

namely the de-escalation of the final nominal cash flow to a required real cash flow, and a
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conversion to the original real values. The de-escalation to required real cash flows is calculated
with the annual growth rate of the budget, while the de-escalation to original real values is based
on the actual inflation rates and changes in exchange rates. The difference between the required
real cash flow and the original real cash flow is the additional cost that must be planned for due
to inflation and changes in exchange rates. The result of step 9 is a schedule of all phases with
starting and finishing dates, and a predicted required real cash flow profile. This schedule is the

near optimal schedule based on the input data of the model and the allocated budget.

Step 10 : Based on the final starting and finishing times of each phase and the corresponding
required real cash flow of each phase, calculate various impacts (Module 5) such as required real
cash flows of groups of selected projects, required real cash flows of specific local organisations,
cash flows of specific engineering functions or divisions, and the corresponding human resources

requirement of the functions for the planning horizon.
52 Module 1 : Initial macro scheduling

Introduction

This module deals with the initial macro scheduling of all projects. This is necessary because the
starting and finishing times of all the projects are not known at this stage. The aim is to prepare
pseudo projects and to schedule them subject to the macro economy and other scheduling
constraints. Once all the pseudo projects have been initially scheduled, the final macro free

(Module 2) and/or final macro constrained (Module 3) scheduling may commence.

Module 1 is covered by three parts, namely Part 1, Pseudo project scheduling, Part 2, Macro

economy preparation, and Part 3, Initial pseudo project scheduling.
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Part 1: Pseudo project preparation

Introduction

This part converts the raw project data into a pseudo project. A project with a maximum of 5
subprojects and 9 phases is converted into a single pseudo project with a single cash flow n-profile
and a minimum and maximum duration.

Definitions

The following definitions are necessary in order to understand the development of the macro

pseudo scheduling process:

P= ' total number of projects
i= index of projects where i represents the priority of the project. Priorities are given and in

practice supplied by e.g. top management

P,= project number of priority i
ji= index of subprojects
S.;=  number of subprojects of project P, with priority i

k= index of phase

= number of phases of subproject j of project P; with priority i

y=  index of year
N, = number of years
m=  index of month

N,, = number of months

MY = real money value of phase k of subproject j lof project P; with priority i in any currency
8Tminy, = minimum duration of phase k of subproject j of project P; with priority i

dTmax;, = maximum duration of phase k of subprojecf j of project P, with priority i

C; = supplier country of subproject j of project P; with priority i and C; € {supplier countries}
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Vi= V, (Cij)
= foreign or local currency of subproject j of project P; with priority i of supplier country C;
and V; € {currency of countries}
Xijy = Xij (Vij (Cij)a y)
= exchange rate of subproject j of project P; with priority i for foreign currency V(C;) of
supplier country C; at year y (local rand per foreign currency)
Atyeary =0, X;, = X; (V; (Cy, 0) which is the exchange rate applicable in the base year

of planning.

Foreign supply real rand value

This paragraph converts the foreign supply real value in a foreign currency to a foreign supply real
value in a local currency, i.e. in rand. If a foreign organisation is involved, Rf";, = M, * X,/
which is the real rand value of foreign supply of phase k of subproject j of project P, with priority
i. This is necessary to convert foreign currency into local rands. For a subproject, the total real
rand value of foreign supply is Rff; = } Rf'y ,k=1,...,9. For a project, the total real rand
value of foreign supply is Rf"; =) Rf";,j=1, .., S; where S, = number of subprojects of
project P; with priority i. The total real rand value of foreign supply of all projects is Rf"
= L Rf.

Local supply real rand valuei

If a local organisation is involved, R1%, = M;, which is the real rand value of local supply of phase
k of subproject j of project P; with priority i. For a subproject the total real rand value is R1%;= )’
Rl fork =1, ..., 9. The total real rand value for a project is R1; =}’ R1"; forj =1, ..., S; where
S; = number of subprojects of project P, with priority i. The total real rand value for the local

supply for all projects is RI* =Y RI%;.
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Total real rand value

The phase value in real rand value is R "= R1%; or Rf" , i.e. the local or foreign supply, which
is the real rand value of total supply of phase k of subproject j of project P, with priority i. For a

subproject, the total local or foreign supply in real rand value isR; =), R fork=1,..., 9.

The assumption is made that a subproject with all its phases can be acquired from either a local
or a foreign supplier but not both. The reason is to separate the information per subproject in order

to simplify the calculations.

The total supply of a project, i.e. local and foreign supply, is R";= ) R forj=1, ..., S; where S;
is the number of subprojects of project P; with priority i. The total supply of local and foreign
supplies for all projects inreal rand is R" =} R;. Rf can also be defined as R1" + Rf".

Project scheduling sectors

The project scheduling sectors have been defined in Chapter 4. This paragraph describes how the

different phases are coupled to a sector.

Define t as a project scheduling sector where t© € { 1,2,3,4 }, thus confirming 4 project

scheduling sectors.

Sector 1 consists only of phase 1, i.e. the combined concept/ definition phase, thus sector T =
1 o {phase k = 1}. Sector 2 consists of all six phases which are part of development as described
in Chapter 4, thus sector T =2 > {phases k =2 to 7}. Sector 3 is the project qualification sector
and consists of one phase, thus sector t© =3 o {phase k=8}. Sector 4 is the prodﬁction sector

and consists of one phase, thus sector T =4 > {phase k=9}.
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per sector

For a specific sector t, determine the total real rand value for all phases of all subprojects
for a project that falls in sector t. Let the total real rand value of all phases of a subproject in a
sector be R’y =)' R, for k € of all phases of subproject j that belongs to sector t. Then, the
total real rand value of all subprojects in a sector is R, =), R";; for j=1, ..., S; indicating all

the subprojects that belong to project P, with priority i in sector <.
per sector and per subproject

The minimum and maximum duration for each sector is determined. In Chapter 4 it was mentioned
that for each phase a phase value in a local or foreign currency is given, as well as a minimum and
maximum duration in which a phase can be completed. It was further stated that the minimum and
maximum duration will be used as duration limits without having an effect on the initial phase
value, i.e. ‘as long as a phase is completed within the minimum and maximum durations, the phase
value will remain constant in real terms. This phase value can only be changed if the scope of the
work of that phase changes.

The minimum duration of a sector related to a subproject of a project is Tmin ;. = ), dTminy,,
which is the summation of the individual minimum durations of all the phases in sector t. The
maximum duration of a sector related to a subproject of a project is Tmax ;; = ), dTmaxy,,

which is the summation of the individual maximum durations of all the phases in sector .

At this stage, the minimum and maximum duration for a subproject j have been calculated for

sector T.
per sector and per project

The next step is to calculate the minimum and maximum durations for each sector t and for the

project.
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The assumption is made that all subprojects run concurrently and are for technical reasons
independent of each other, but for scheduling purposes are related with respect to the scheduling
sectors. Thus, for a sector, the minimum duration Tmin ;; = max {Tmin ;;} forj=1, ..., S, i.e.
minimum duration for a sector is the maximum value of all minimum durations for each subproject
in a sector. On the other hand, the maximum duration Tmax ;; = max {Tmax .} forj=1, ..., S,
i.e. maximum duration for a sector is the maximum value of all maximum durations for each

subproject in a sector.

The average time per sector T for project iis Tav ,, = integer ((Tmax .+ Tmin ,)/2), which is
an average between the minimum and maximum values and a value rounded off to a discrete time
unit. The average time for a sector is an arithmetic calculation and is not equal to the true expected

duration of the sector.
per project

Once the minimum and maximum durations for the sectors are determined, the project’s minimum
and maximum duration can now be calculated. These calculations show the absolute minimum and
maximum durations in which a project can be completed. As previously explained, a project can
be completed in any duration between the minimum and maximum duration, both inclusive,

without changing the real value of the project.

The absolute minimum duration for a project will be Tmin ; = } Tmin ., for Tt =1, ..., 4 and the

absolute maximum duration for a project will be Tmax ;= Y Tmax , fort=1, ..., 4.

The average duration for the project is Tav ;=Y Tav, for t =1, ..., 4. The average duration of
a project is used as the initial duration T for that project during the process of scheduling the
pseudo projects in the following modules of this chapter, i.e. T° = Tav ;. It allows manipulation
of the duration between the minimum and the maximum durations during the implementation of
pseudo operations later on in the chapter. Alternatively to T% = Tav ,, let T% = Tmin , , i.e. where

the minimum project duration is taken as the initial pseudo project duration. These two
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approaches will be investigated in Chapter 6 in the case study evaluation. Once the project’s initial
duration is determined, let the uniform intensity in real rands per time unit of local supply per
project be II'; = RI', /T° and the uniform intensity in real fands per time unit of foreign
supply per project be If;=Rf;/T° . Define T =} T°, the total initial duration of all projects.
T will be used in the initial pseudo scheduling in Part 3 of this module.

In future research, a method of determining the pseudo project’s weighted initial duration
according to certain criteria could be investigated. This possibility has not been evaluated in the

research project and will therefore not form part of this research project.

Fit best eta profile to pseudo project data

It is now necessary to determine a cash flow profile for the pseudo projects from the raw project
data. The aim is to determine the type of cash flow profile, as described in Chapter 4, as well as
the n -value for each project. As previously explained, the n-value identifies how far below the
project’s uniform intensity the first month’s cash flow will be. If nj is negative, the first month’s

cash flow will be above the uniform interisity of the project.

For project P; with priority i, define the beginning of sector T as B, and the end of the same
sector as E;.. The end of any sector is E;. =B, + Tav, - 1. The beginning of sector 1 is B;;=1,
i.e. the cash flow starts at the first time unit. The beginning of sectors 2,3 and 4 is B,, =B, , +
Tav,_,.

For every sector of a project, the total real value R",, as well as the initg/ial duration Tav ;. are
known. Lett be the time index of the project running from time unit t = 1 to Tav . The real
uniform intensity for every sector is R',;/ Tav ,. Define the real uniform actual cash flow data
for the project as I';, = R",,/ Tav , witht =B, to E, . for T =1 to 4. In Figure 5.1, I';, represents

the actual data.
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Figure 5.1: Eta profile fit to actual data of a project.

The next step is to find a theoretical fit of a cash flow profile with that of the actual data and
presented in real cash flows over the makespan of the project. A number of five eta cash flow

profiles have been developed in Chapter 4. The five profiles are defined respectively as follows:

1 is uniform profile, 2 is a straight line profile, 3 is a semi-parabolic profile with a zero slope at the
end of the makespan, 4 is a semi-parabolic profile with a zero slope at the beginning of the

makespan, and 5 is parabolic profile with a zero slope in the middle of the makespan.

Define o as the eta-profile number from 1 to 5 and ¢°; as the eta-profile number which will be
allocated to project P, with priority i. 0”; is unknown at this stage and must be found. As defined
in Chapter 4, 1 is a factor which describes how far below or above the project’s uniform intensity
the first month’s cash flow will be with -1< 1 < 1. The aim will be to find ", which will be the

eta value of the cash flow profile o”,.
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The following method is proposed to find 0*; and 1y’ :

For o,=1to 5instepsof 1 andn; =-1to 1 insteps of .01, find 6", and 0", such that
Y (I, - f;,)? is a minimum with t = 1 to T° . This means that an eta profile is selected that will
fit the actual data best.

I';, is the real uniform cash flow as obtained from the actual data and f';, is the theoretical discrete
eta cash flow profile as derived in Appendix C. To determine f,, choose T% ( Tmin; <T° <
Tmax ; ) = Tav, as the initial duration of project P, with priority i. R"; is the real rand value of
project P, with priority i and is known. Thus, with g, , n;, T, and R, known, calculate the
constants &, p;and 7y, for the function f’;, =a;t >+ Pt +y,witht=1,..,T,;and t € N, as

explained in Appendix C.

The result is 0", and n°, which represents the best theoretical fit of a eta profile to the actual

project’s data.

Summary of Part 1

The raw project data have been converted into a pseudo project with a best fit eta profile ¢*; and
its associated 1", for project P; with priority i. Tav ; has been taken as the initial pseudo project
duration T% with Tmin, < T% < Tmax, and I, =R /T, is the project’s uniform intensity in real

rands per time unit over the project’s tithespan of T° . These parameters will be used in Part 3

of this module in the initial pseudo scheduling process.
Part 2 : Macro economy preparation

Introduction

This part deals with the macro econdmy preparation for initial scheduling. Two areas are
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considered as macro economy information, namely the escalation of a project’s cost over a number

of years and the allocated budget.

The escalation (a weighted annual escalation) of a project’s cost will be the joint effect of two
factors, namely inflation rates and changes in exchange rates. The escalation is a weighted
annual escalation because the project’s data have been converted into a single pseudo project and

thus do not represent actual data.

Since the proposed model works in time units of months, the annual budget, which has been
allocated to complete the selected number of projects, will also have to be converted to monthly
time units. This conversion is done by means of the modified Gompertz method as explained in

Chapter 4.

Both the above factors are necessary for the initial project scheduling, as will be explained in Part
3 of this module.

Weighted annual escalation

A project consists of a number of subprojects. As assumed in Chapter 3, each subproject can be
acquired from either a local or a foreign supplier but not from both. Every supplier can have a
different inflation rate. The exchange rate between the local and foreign currencies usually
fluctuates. It is therefore necessary to determine a vsingle annual escalation factor for every pseudo
project over the planning horizon. This is done by means of a weighted annual escalation based
on the ratio between the local and foreign rand values, and the total rand value of the project.

Let ; (Cy, y) be the inflation rate for supplier country C; and let X, be the local exchange rate

iy
for that country for subproject j of project P; with priority i at year y. In calculations that follow,
changes in exchange rates are calculated as the difference in exchange rates of two consecutive
years. Because of the fact that for year y = 1, the change in exchange rate is the difference

between the exchange rates for year y and year y-1, the exchange rate for year O is needed. For
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this purpose, let X;, = X, i.e., the previous exchange rate at year 0 = the exchange rate at year

1. This results in a zero change in exchange rate with a zero escalation.

Define W, as the total weighted annual escalation (a percentage) for project P; with priority
iat year y, which is equal to the sum of the local (WL, ) and foreign ( W{, ) weighted annual

escalation where

Wf;’y = Z{{{ 1+ oLy, Xy _chv—l)}} _ 1} r 100 * ( Rf’,j)

100 i1y R,

and

r

Rl,.j
Wl,y:le,-jy*(—T)

where j=1, ..., S;and y = 1, ..., N, with N, the number of years in the planning horizon.

Conversion of annual budget to monthly nominal cash flow: Modified Gompertz

Given: m, as the Gompertz eta value and m, as the month in which the modified Gompertz curve

is equal to the average monthly cash flow.

Let 7, be the annual compound rate at which the budget is growing (percentage) and let I' ' be

the annual budget in real rands.

Define G, as a growth factor per annum where G, =G, _, * {1 + =, /100) fory = 1, ..., N, and
with G, = 1.
Then the nominal annual budget is I' " = I'" * G, and the average nominal monthly budget

intensity is I I' ", = I' " /12 . With n,, m, and II" ", known, determine I" ", the monthly
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budget in nominal terms from the modified Gompertz algorithm. (See Appendix B for the
algorithm.)

Note : Within a specific financial year, the value of that year’s budget stays the same and will not
be time-adjusted due to growth, inflation or any other escalation or de-escalation. This means that
the annual growth figure for a financial year can be used to convert the monthly nominal budget

to a monthly real budget,ie. I'",,= I'" /G, .

Summary of Part 2

Two macro parameters have been determined, namely a weighted annual escalation factor (W)
for project P, with priority i and I' * _ the monthly budget in nominal terms over the planning

horizon. These parameters will be used in Part 3, initial pseudo project scheduling.
Part 3 : Initial pseudo project scheduling
Introduction

This part deals with the pseudo project scheduling as part of the initial macro scheduling process.
Scheduling is done with the money in nominal terms. The nominal monthly budget (obtained
from Part 2) is used while each pseudo project’s real cash flow (obtained from Part 1) is
adjusted with the project’s weighted annual escalation (obtained from Part 2), which will

eventually be converted into a weighted monthly escalation.

The aim of this part is to determine an initial schedule of pseudo projects that will form the
departure point in optimising the scheduling of the pseudo projects with a final macro free
optimisation (Module 2), followed, if required, by a final macro constrained optimisation (Module
3).
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Escalation factor

The weighted annual escalation of each project (W, ) is converted into a monthly escalation factor
over the planning horizon. Let w; , be the monthly escalation factor for project P; with priority i
per month m running from month 1 to month N, , where N, = N, (number of years under

consideration) * 12 months.

Define r as a monthly escalation rate and let w;, = 1. Letr = 100*[(1 + W,/ 100) /' -1] . Then

Wim = Winp) ¥ (1 +1/100) wherey=1, .., N, ,i=1,..,P;,andm=1, ..., N,

Proof: Assuming that the effect of a monthly escalation at a monthly compound rate is equal to

the effect of an annual escalation at an annual compound rate within a single financial year, then

(1+1/100)2 = = (1+W,/100)"

(1 +1/100) (1+W,/100)

1/100 (1+W,/100) V21

r = 100 * [(1+W,,/100) 2 - 1].

Pseudo scheduling

Introduction

This section covers the method to initially schedule the pseudo projects. The real annual budget
has been converted into a nominal monthly budget. For each project a monthly escalation factor
has been determined. Every project has been converted into a pseudo project with an eta cash flow
profile in real terms and an associated eta value. It is unknown at this stage when any of the

pseudo projects will start and end.

The aim of this section will then be to initially schedule all pseudo projects under consideration
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in such a way that the cumulative nominal costs of these projects are less than or equal to the
cumulative nominal budget at the end of the total duration. This also applies to interim scheduling
of projects until the last project has been scheduled. The selected number of projects must also be

scheduled in a minimum total duration.

The principle that applies to the scheduling of pseudo projects is that of Russell [80], who noted
that cash flow, or budget in the case of the research problem, is treated as a resource and if unused
is carried over to the next time interval. This principle is used for the peudo sheduling of projects

and is explained in the remaining part of Module 1 of this chapter.
Initial scheduling of pseudo projects

The objective is to schedule all pseudo projects in the shortest p'ossible time, subject to pridrity

constraints and nominal budget limitations.

Define te’ as the final finishing time of the last scheduled project after all projects have been
scheduled. Find tef such that it is a minimum and that X R*, < ZT'"_wherem=1, ..., tefand i

=1, ..., P where P is the total number of projects under consideration.
Scheduling of pseudo project with priority 1

When project with priority 1 is scheduled and the finishing date te;_; is now known, the
cumulative available nominal budget from time t = 1 to time te;_, must be greater than the total
nominal cost of project 1. This is to ensure that enough funds in nominal terms are available to

execute the project.

Let te,_, = 1, the end of the non-existing project with priority 0 and ts;_, = 1, the starting time
of project with priority 1. Then the finishing time of project with priority 1 will be te,_; =ts;_,
+T°, - 1, subject to the priority rule that te;_, > te,_,. Note that for the project with priority 1
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te;_, > te,_. This will be the earliest scheduling of the project with priority 1.

The next step will be to evaluate whether enough funds are available for this first project with
priority 1. If I' * _ was identified as the monthly nominal budget that is available for the period 1
to the end of the planning horizon, then define [I' ", as a new monthly nominal budget that is
available for the same period but only after the monthly budget consumption of the previous

projects have been subtracted fromI' " .

Determine & T' " ), wherem=1, ..., te;_,. In the case ofthe first project with priority 1,
oA "enym = I'"n Then determine X R" ., , the total nominal cost of the project, where h
=1ts;y,..,te;;, and where R".,, = f%*w,, with 5, = a;t>+B;t+y, where t=h

-ts;_; + 1 as determined fromh = t+ts,_ - 1.

IfX " ym 2 2Ry use ts;_, and te;_, as the initial starting and finishing times of pseudo
project with priority 1. If X I' " ., , < Z R" ), increase both ts;_, and te; _; (forward
scheduling) increrhentally by the same amount until X T' ", , is for the first time greater than
2 R';yyn The new values of ts;_, and te ;. at this point in time will be used as the initial starting
and finishing times of pseudo project 1. It should be noted that there will always be a positive
amount of funds available to schedule a project. It is possible that I' " _  can be negative for

monthly periods, but as long as X I' " . is positive, this is not of concern.

Once project 1 is scheduled from ts;_, to te,_,, calculate the new or remaining monthly nominal
budget after the monthly nominal project costs have been deducted from the original available
monthly nominal budget, and which will be available for projects 2 to P. This is determined as

I n(i=2)m =

n

A enym - RiepnwWherem=1, ..., 12 x the years under consideration.
Scheduling of pseudo project with priority i (1>2)

The earliest finishing time for the project with priority i is also the finishing time for the project
with priority i-1. The definition that was given for the priority rule is that the project with the
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lower priority cannot be completed before the project with the higher priority.
Let te, = te;_, so that the priority rule that te, > te,_, can be adhered to. Then ts;=te ;- T°; + 1.

Determine X ,I' ", where m=1, ..., te; and ¥ R";, , the total nominal cost of the project,
where h=ts,, ..., te; and where R*,, = % *w,, with f, = o,;t>+B;t+vy, where t

1

=h -ts;+ 1 as determined fromh = t+ts;- 1.

IfX I'*, = 2R, usets; and te; as the initial starting and finishing times of pseudo project
with priority i. If 2 I'", <X R",,, increase both ts, and te; (forward scheduling) incrementally
by the same amount until 2 I' ", is for the first time greater than X R",,. The new values of
ts; and te; at this point in time will be used as the initial starting and finishing times of pseudo

project i.

Once project i is scheduled from ts; to te; calculate the new or remaining monthly nominal budget
after the monthly nominal project costs have been deducted from the original available monthly
nominal budget, and which will be available for projects i+1 to P. This is determined as

ol "irm = ol "im- R%j, wherem= 1, ..., 12 x the years under consideration.

Repeat this process for all projects under consideration with priorities i = 1 to P. The scheduling

of the final project P gives ts, and te,. Let te’ = te, , the finishing time of all projects.

Summary of Part 3

After the initial pseudo project scheduling is completed, an initial scheduling baseline is established
on which the subsequent macro optimisation process is based. The initial pseudo project duration
is still the same, while the initial starting and finishing times of a pseudo project are now
established for the first time. The three abovementioned parameters will most probably all
change during the final macro free scheduling process (Module 2) in order to find a near optimal
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schedule.

Summary of Module 1

A pseudo project can be constructed from project data and has a total real value, a minimum,
maximum and an initial duration. An eta profile with its respective n-value is calculated for the
pseudo project in real terms. A weighted annual escalation factor is determined for each project

over the planning horizon, which is converted into a monthly escalation factor. The annual real

budget is converted into a monthly nominal budget.

Initial nominal cash flow
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Figure 5.2 Initial pseudo project schedule.
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The pseudo projects are initially scheduled (see Figure 5.2 ) according to their priorities. To be
able to initially schedule these projects, each project’s real eta cash flow profile is converted into
a nominal cash flow profile by making use of the project’s monthly weighted escalation factor. The
projects are then scheduled so that the cumulative available budget is equal to or greater than the

cumulative cost of the project.

Each project has an initial starting and finishing date, an initial duration and a real cash flow
profile which can be converted into a nominal cash flow profile giving an initial schedule of all
pseudo projects under consideration. The finishing date of the last project that has been scheduled
is taken as the finishing date for the overall planning horizon.

53 Module 2 : Final macro free scheduling

Introduction

This module deals with the final macro free scheduling of the pseudo projects in nominal terms.
It is covered in two parts namely Part 1, to select the best pseudo operation to improve a schedule,
and Part 2, to implement the pseudo operation on the existing schedule to obtain a new schedule.
The final macro free scheduling can only be done once the initial pseudo scheduling has been

completed.
Part 1 : Selecting pseudo operation

Introduction

In the previous module the pseudo projects were initially scheduled, which resulted in a monthly

nominal cash flow for all of the projects and which can be compared with the monthly nominal
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budget. This comparison is done by finding a single value, which is the summation of the squared
value of the monthly difference between the nominal budget and the total nominal cost of all
projects in that month. The objective of this Part 1 is to improve on the initial macro schedule, i.e.
to reduce the single value as described above. This is done by means of six pseudo operations

which are selected to apply to an existing schedule in order to deliver a new improved schedule.

Mathematical objective

The initial macro schedule is taken as the baseline to meet the objective, which is to minimise the
summation of the square of the monthly difference between the nominal budget and total nominal
costs of all projects per month over the planning horizon, i.e. to minimise ¥ (" *, - ¥; R";, )?

Vm=1totefandVi=1toP.

As before, the monthly nominal project cost is R" , = f%* w,,V m=ts, to te, and with t

=m-ts;+ 1. R, =0 when m<ts; and when m > te, .

Pseudo project operations

Six pseudo project operations are defined, namely shift right, shift left, shrink right, shrink left,
stretch right and stretch left. '

Definitions of pseudo project operations

Let p = number of time units to shift

where p®, = number of right shift units and
p"; = number of left shift units.

Let v = number of time units to shrink

where v & = number of right shrink units and

v . = number of left shrink units.
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Let A = number of time units to stretch
where AR = number of right stretch units and

A" = number of left stretch units.

Figure 5.3 will be used to explain the pseudo project operations. Three projects are shown each
with their respective priorities i-1, i and i+1 where i-1 reflects a higher priority than i, which is in

turn a higher priority than i+1.

tSi+1 tei+1
Projecti + 1 I
tsi tei :
Project i [ T—— !
tSi-l tel_l :
Projecti - 1 SRS——— :
: :
! 1
! 1
! 1
! 1
OPERATIONS: : !
| E
! 1
Shift left, p*; T ——— |
! 1
Shift right, p¥, = -1
! I
Shrink left, v ¥, = |
S 1
Shrink right, v ¥, 'j::: E
! 1
Stretch left, A", KT—_::F: i
¢ e )
Stretch right, A%, l—i__fﬁ!
! 1

Figure 5.3 : Possible pseudo operations per single project.
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The figure shows the possible pseudo operations that can be exerted on project i. The priority
rules that were explained in Chapter 4 are used in order to show the maximum number of pseudo

operation movements.
Method

LetQ® = ¥ (I'", - Y, R" . )?based on the initial macro schedule. The objective is to find one
pseudo project operation O'; € {p%,, p*;, V¥,, V", A%, A, } for project i during iteration 1 that
will produce a maximum reduction of Q°V i. This method will be further described in Part 2:
implementation of pseudo project operation. The following paragraphs describe in detail how the

pseudo operations are developed.
Shift operation
Shift left

The maximum number of time units a project can be shifted to the left is

p-=min { (ts;- 1), (te;- te;.1)) } where (ts; - 1) prevents project ifrom starting before time
1 and (te;- te;. ;) ) prevents project ifrom finishing before project i-1. If ( te; - te;_,, ) <0 then
p" = 0, which can only be possible in one instance, namely when project i is a running project and
because of the fact that ts; = 1, it is possible that te; < te;;_,, . This principle will also apply to other

pseudo operations.
p" is the maximum number of time units a project can be shifted to left. Define no as the possible
number of time units that a project can be left shifted, i.e. no = 1 to p",. For example, if p*; = 3,

then no can be 1, 2 or 3, thus identifying no as a variable.

Define ts; = ts; - no as the new starting time of project i after a specific number of left shifts (no)
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has been chosen according to rules that will be explained in Part 2, the implementation of the

pseudo project operation.

The only time project i can affect Q° is during the project’s duration from ts; to te; . If the project
is left shifted for no units, Q° will also be affected for no units left of ts. At this stage only the

effect of a possible left shift is evaluated and not the actual implementation.

If it is assumed that a number of no time units for left shift must be evaluated, then define
R (meny = £t * W i (m+ noy @S the existing nominal rands for the project at original time durations
and R" ,=f" * w,  as the new nominal rands for the project at new time durations.

R (m+noy and RY | are determined for t = 1 to T; (T; = T°)) where m =t +ts; - 1.

fr,=a,;t2+ B, t+vy,as before.

Further, define QP as the sum of the square of the monthly difference between the nominal
budget and the nominal cost of all projects if project i would have been left shifted for no of time
units, with Q™. =3[ T'"_ - R"_ - R .+ .R" .. ) ]°. The principle that is used here is to subtract
the original effect of project i prior to no left shifts from the initial monthly nominal project costs
and then to add the new effect of project i after no of left shifts of project i. It is therefore not
necessary to again evaluate the full planning horizon fromt =1 to T.

Finally, it is necessary to select no with 1 < no < p'; to find the minimum (min) of Q*',.
Therefore, min Q°!, = min {Q""'; for no = 1 to p";}. The min Q°“!, will be used later on when a

decision will be made as to which pseudo operation, with its associated number of moves no,

must be chosen that will give a minimum for project i, i.e. min Q..

The same principles that have been used in the explanation of the left shift operation also apply to

the other pseudo operations and will therefore not be explained in detail again.
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Shift right

The maximum number of time units a project can be shifted to the right is p®; = te ., - te; where
(teg. - te;) prevents project ito finish after project i + 1. As before, if (te;. - te;) <0 then PR
=0. '

Define ,ts= ts, + no where _ts, is the new starting time of project i after right shift and no is the

number of time units to right shift and no runs from 1 to p~.

Analogous to the left shift operation, define R", _,,, =" * w;_,, as the existing nominal rands
for the project at original time durations and ,R", ,, = f7;, * w,, as the new nominal rands for the
project at new time durations. R%_,, and R" , are determined fort=1to T, withm=t +ts, -

1. Asbefore f',, = o, t 2+ P, t+vy;.

For the right shift operation, Q. =X[T'"_ - (R", - R% .+ R" ) J* for number of right shifts

= no and min Q°*!, = min {Q*!. for no = 1 to pRi}.
Shrink operation
Shrink left

The maximum number of time units a project can be shrunk to the left is v, = min [(te; - teg. 1)
(T; - Tminy) | where (te; - te;_,, ) prevents project i from finishing before project i-1 and where
(T, - Tmin,) prevents project i from reducing its duration to less than the minimum duration of the

project. As before, if (te; - te;_,;,) <0 then v, =0.

Define s, = ts, where ts; is the new starting time of project i after left shrink and no = 1 to V" is

the number of time units to left shrink.
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Define R" ., =f",, * w; , as the existing nominal rands for the project at original time durations

fort=1to T, withm=t+ts, - 1. As before f";, = o ;t >+ p;t+ ;.

Define R", ,, =f",, * w,, as the new nominal rands for the project at new time durations for t=

1to T, - no withm =t +ts, - 1. As before, f",,=a;t*+B;t+7y;.

For the shrink left operation, Q™. = X[ T'"_ - (R", - R, + .R% . ) * for number of left shrinks

=no and min Q" = min {Q"", for no = 1 to V"}.

Shrink right

The maximum number of time units a project can be shrunk to the right is v8,= T, - Tmin; where
(T, - Tmin; ) prevents project i from shrinking to a duration less than the minimum duration of the

project.

Define ts= ts; + no where ts; is the new starting time of project i after right shrink and no is the

number of time units to right shrink and no = 1 to V&,

Define R, =15, * w, _,, as the existing nominal rands for the project at original time

durations for t =1 to T, and where m =t +ts; - 1. As before ", = o, t 2+, t+ ;.

Define R" ., = f", * w,,, as the new nominal rands for the project at new time durations for t=

1to T, - no where m=t +ts,- 1. Asbefore f’;,= o, t 2+ P, t+v,.

For the shrink right operation, Q*, = X[ T'" - R", - R%,, + R .. ) |* for number of right shrinks

= no and min Q"*', = min {Q"}" for no = 1 to W}.
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Stretch operation
Stretch left

The maximum number of time units a project can be stretched to the left is A*;= min { (ts;- 1),
(Tmax; - T,) } where (ts, - 1) prevents project i from starting before time 1 and (Tmax; - T )
prevents project i from stretching too much so that the project duration is greater than the

maximum project duration.

Define ts;=ts, - no where ts; is the new starting time of project i after left stretch and no = 1

to AL, is the number of time units to left stretch.

Define R (1 00y = £ * W i(m+ no) a8 the existing nominal rands for the project at original time

durations for t = 1 to T, and where m =t +ts; - 1. As before f',, = o, t*+ B, t+ ;.

Define ,R", , = f";, * w,,, as the new nominal rands for the project at new time durations for t=

1 to T;+ no where m =t +,ts; - 1. Asbefore f';, = o, t>+ B, t+vy;.

For the stretch left operation, Q. =[T'"_ - (R" - R™ .+ ,R"% ) J* for number of left stretches

= po and min Q' = min {Q™, for no =1 to A-}.

Stretch right

The maximum number 6f time units a project can be stretched to the right is A%, =

min { (Tmax; - T; ), (tey,, - te;) } where (Tmax; - T;) prevents project i from stretching too
much such that the project duration is greater than the maximum project duration and (te,,, -
te; ) prevents project i from finishing after project i + 1. As before, if ( teg,, - te;) <0 then A%,
=0.
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Define ts=ts, where _ts; is the new starting time of project i after right stretch and no =1 to A%,

is the number of time units to right stretch.

Define R, =", * w,, as the existing nominal rands for the project at original time durations

fort=1to T,where m=t +ts,- 1. As before f;,,=a;t*+p;t+7v;.

Define R , =f", * w,,, as the new nominal rands for the project at new time durations for t

=1to T,+no wherem=t+ts.- 1. Asbefore f',, =, t >+, t+vy;.

For the right stretch operation, Q**',= [T " - (R", - R, + ,R" ) ]*for number of right

stretches = po and min Q**!, = min {Q*}!, for no = 1 to A%}.
Selected operation for iteration 1

During iteration 1, all six pseudo operations have been evaluated for project i. For project 1, find
Q', which is the minimum of min Q% , min Q°*', , min Q""" , min Q"%', , min Q"' , min Q**..

Q' will then represent the best improvement on Q° which is based on the initial pseudo schedule.
Define Q™ as best improved value on Q° for all projects which have been evaluated during
iteration 1 and which is the minimum of Q', V i. For Q"! the associated pseudo 6peration and

no of moves whether shift, shrink or stretch are then known.

s VLi ’ )\'Ri, )\:I; }, WhiCh iS the

number of moves. The implementation of the above operation is

Thus, for iteration 1, select project i with O™, € {p*,, p% , V&,

1

1
i

selected operation with no”

described in Part 2 of this module.

Take note that for iteration 2, Q2= Q" .
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Selected operation for iteration f

Continue with iteration f so that each iteration constitutes Q f < Q! with the associated pseudo
operation. Stop when Q f cannot be less than Q ! or limit the number of iterations f to a
maximum value. The final Qf = ¥_(T'"_ - Y R",)? for ¥ m produces final values for ts’;, te’;
and T", V i. Although Q ° has been progressively reduced through each iteration, Q * is not

necessarily an optimal value.

Project priorities, according to which the projects will be scheduled, are prescribed by higher
authority. This is the case in Fendley [32] and for the research problem. Fendley makes use of a
priority rule in order to schedule the activities or projects. One example of a priority rule used by
Fendley is to schedule the project or activity with the shortest duration first. Another example is
the priority rule of first-in-first-out. Although these specific priority rules are not used to schedule
the pseudo projects, the principle of a priority rule applies in selecting one of the six pseudo
operations which should be implemented during each iteration. Priority is given to the operation
that will result in the largest improvement of the cumulative squared deviation from the pseudo

cash flow compared with the budget. This principle was also used by Woodworth [107].

Woodworth [107] further applied the left shift as well as right shift type of operations. If has been
explained in Part 1 of Module 2 of this chapter that, apart from the left and right shift operations,
shrink and stretch operations have also been included in the ensemble of operations, increasing the
number of operations from two to six. Smith-Daniels [83] also made use of the right shift

principle.

It was mentioned in the literature overview at the beginning of this dissertation (Doersch et al
[27]), that the lengthening and shortening of the duration of an activity would be investigated. This
lengthening and shortening of a project or activity are related to the stretch and shrink pseudo
operations respectively of the research problem, which form an integral part of the macro

scheduling of pseudo projects.
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Boctor [9] proposed the use of tandem or multi-heuristics whereby the most efficient rules
(heuristics), as decided through his research, are chosen to be used in a tandem scheduling
approach. Although six pseudo operations are used in the research problem, only a single pseudo
operation was implemented during each iteration, which resulted in an improved schedule.
Although the pseudo operations of the research problem are not used in a specific order, as in the
case explained by Boctor, the principle of multi-heuristics was used together with the sum-of-the

square principle as proposed by Woodworth [107].
Part 2 : Implementation of pseudo project operation

Introduction

For each iteration as described in Part 1 of this module, a pseudo operation has been selected that
will improve on a previous Q. This operation is also connected to a specific project i. Part 2 of
this module deals with the implementation of that seleécted pseudo operation which covers the
shifting, shrinking or stretching of the project. The result is a final pseudo project macro schedule.
The input for any of the six possible pseudo operations is the same, namely i, which is the
identified project, no, which is the number of moves necessary to implement the pseudo operation,
R",, which is the total real value of the project, T, , which is the latest duration of the project, and

n’, and ¢" ; from which constants &, B, and vy, are determined from the eta profile formulation.

This Part 2 then describes the method of pseudo operation implementation after the pseudo

operation for a specific project has been selected in Part 1 of this module.
Definitions
Define , R",, as the new total monthly nominal cash flow as reduced with the project’s existing

monthly cash flow and ,, R",, as the new total monthly nominal cash flow as increased with the

project’s new monthly cash flow. The use of these two definitions will be explained in the
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subsequent paragraphs, which explain the implementation of the pseudo operations.

Only one of the following pseudo operations will be implemented during an iteration. In order to

understand the method, an example will be given at the end of the shift left operation.

Qperation shift left : O,

Define the new starting time of project i after the pseudo operation has been implemented as ,ts=

ts; - no with no =no; .

Determine 2R+ 00y = R menoy = L it™ Wim«noy Which is the reduction of the total existing
nominal cash flow with the nominal cash flow of project i running at the original project times and
R = R, + 7, * w, . which is the increase of | R”, with the nominal cash flow of project i
running from a new starting date but for the same duration. Both , R", , ., and . R" are

determined fort =1 to T, where m =t +ts; - 1.

The final result of the pseudo operation is a new schedule with ts; < ts; - no, te; - te; - no and T;
< T, . This shows that the project has new starting and finishing dates and that the duration

remains the same.

Example:
Letts;= 17 and T, = 5, then te; = ts; + T, -1 = 17+5-1 = 21. The months over which project i is

running is m = 17 to 21 and let no = no,= 1. Then  ts=ts;-no =17 -1 = 16.

The calculations will be done for a periodt=1to T, ie. from 1 to 5. Thenm=t +;ts;-1 =t +
16 -1 =t + 15. Substitute the values for m and no in the equation , R, npy = R m+no) = it *
Wi (m+noy Which results in . R ,16) = R%ui16) - 751 * Wi 416, With t running from 1 to 5. If t = 1 then
the equation becomes , R"; = R"7) - ' * W,y . Thus, the month subscript runs from 17 to
21.
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Once , R, . 4, has been determined over the period m=17 to m=21, calculate ,, R";,. Substitute
the values for m in the equation ., R", = R" + £ * w;, which results in ,, R 5, = ». Rqu15) +
fl'

it ¥ Wi15) With t running from 1 to 5. Ift = 1 then the equation becomes R4 =, R +

"t ¥ Wi 6)- Thus the month subscript runs now from 16 to 20.

This explains how the total nominal monthly cash flow is reduced with project i’s current nominal
cash flow and how it is eventually increased with project i’s new nominal cash flow after the

pseudo operation has been implemented.

As this approached is followed through with the subsequent pseudo operations, only a skeleton

explanation will be given for each pseudo operation.

Operation shift right : O%,

Let no =no; and ,ts= ts; + no. Determine , R", .0, = R no) =550 * Wigm.noyand ., R, =, R
+f5,* w;, for t=1to T, and with m =t +ts; - 1. The final result of the operation is a new

schedule with ts; < ts, + no, te; - te; + no and T, - T,

Qperation shrink left : O,

Let no = no;and ts=ts; Determine , R" = R" - %, * w;,and fort =1 to T, with m =1t +ts-

1.

The following step is different from the previous calculation in that the duration of the project has
changed and that a new f*,, will have to be calculated for T, - T;-no, R, n’,, ¢",. This also

implies that new constants ¢, 3, and vy, will be calculated for the eta cash flow curve.

Determine ,,R%, =, R + %, * w;,, fort =110 T, - no and withm =t + ts" - 1. The final result

of the operation is a new schedule with ts, « ts,, te; - te; - no and T, - T, - no.
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Operation shrink right : O},

Let no =no;and ts=ts; + no . Determine , R%, 1y = R'm-no) = £'it * Witm-noy fort=1to T;
withm =t +ts,- 1. For T, -« T,-no, R, 1", and 0", determine new constants a; ,; and v; .
Determine ,,R* = R" +f%, * w; fort=1 to T, - no with m =t +ts- 1. The final result of the

operation is a new schedule with ts; - ts; + no, te; < te; and T; - T; - no.

Operation stretch left : O,

Let no = no; and ,ts= ts; - no. Determine , R%,, ngy = R'm+no) = £it * Wim+noy fort=1to T;
withm=t+ts - 1. For T, - T,+no, R ,n";, and ", determine new constants «; ,, and v; .
Determine ,,R*, = . R", + %, * w;, fort = 1to T, + no withm =t +ts; - 1. The final result of

the operation is a new schedule with ts; < ts; - no, te; < te; and T; - T; + no.

Operation stretch right : O*%,

Let no = no; and ts;=ts;. Determine R" = R" -f"% *w; fort=1toT,withm=t+ts-
1.ForT; - T;+no,R; n";and 6", determine new constants «; ,3; and y; . Determine
R =R+ 5 *w, fort=1to T, + no withm =t +ts; - 1. The final result of the operation

is a new schedule with ts; - ts; , te; - te; + no and T, ~ T, + no.

Summary of Part 2
After the final pseudo operation has been implemented and the final pseudo schedule has been

obtained ( see Figure 5.4 ), the values for ts; , te; and T, as determined after the final iteration will

be used as final values which are defined as follows:

ts’; = the final starting time of the project,
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the final finishing time of the project, and

T*, = te', - ts";+1 = the final duration of the project.
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Figure 5.4 : Final pseudo project schedule.

With project i being scheduled, its final nominal cash flow per month m R™ , , which is

determined from the equation for the eta profile and escalated with the applicable escalation factor
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per month, is also determined. This R™ is then used for the project’s detail optimisation which
is explained in Module 4, final micro scheduling. Analogous to the macro project scheduling,
R™ . will become the available budget according to which the phases and subprojects of the

project will be scheduled.

During the data input, a required date for the completion of a project is obtained. The question
will be asked if the user of the model would like to force the requirement to have the project
completed by a required date, i.e. that the completion date constraint for a specific project is
switched on. If one or more project completion dates are switched on, the next module, i.e.
Module 3, final macro constrained scheduling, is compulsory. If none of the required completion
dates are switched on, then start directly with Module 4: final micro scheduling. The final results
of the final macro free scheduling are used as a starting point for the final macro constrained
scheduling.

54  Module 3: Final macro constrained scheduling

Introduction

This section deals with the final macro constrained scheduling and can only be determined after
the macro free scheduling has been completed as explained in Module 2. The constrained
scheduling is required whenever one or more projects are constrained by a required completion
date, i.e. when a constraint is switched on. The aim is to establish an initial macro constrained
schedule (Part 1) with the corresponding nominal cash flow and then to further optimise it to a

final macro constrained schedule (Part 2).

Part1: Establishing initial constrained schedule at macro pseudo level

A free optimised schedule presents the starting time, finishing time , duration and cash flow profile
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information of each project, as well as the total nominal cash flow per month over the planning
horizon. All projects that have a required completion date must be investigated to see whether

the free completion times are within the time limitations of the constrained completion dates.

Projects which violate the required date constraints must be either shifted or shrunk to the left
until they satisfy the constraints. Any pseudo operation which moves the project’s finishing time
to the right, i.e. a later completion date, is excluded from the following evaluation process as the
implementation of these operations will violate the required completion date constraint. The

priority rule must also be checked.

Assumption : If for instance two projects x and y exist with required completion date constraints,
and if according to their priorities, te , < te ., then the required completion dates will be such that

r

te 'y < te',. If this is not the case, then the project priorities were allocated wrongly.

Let p be the first project of which the required completion date te', is a constraint. Then fori= 1
to p, identify the first project, and thereafter all subsequent projects, where te ; > te *, . This
project, identified as project i, can either be shifted or shrunk left. See Figure 5.5.

The question is, which one of the two pseudo operations shall have precedence. A holistic
approach is adopted when taking a decision is this regard. As this Part 1 deals with the
establishing of the initial constrained schedule and because of the fact that the final constrained
scheduling must still take place, as will be explained in Part 2 of this module, the shift left
operation will take precedence over the shrink left pseudo operation during the initial constrained
scheduling. Both of these pseudo operations come into effect during the final constrained
scheduling. This aspect in finding the pseudo operation that will take precedence during the initial

constrained scheduling, will be investigated in future research.
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Figure 5.5 : Establishing of initial constrained schedule.

Shift left

The maximum number of time units project i can be shified left is p~ = min { (ts;- 1), (te, -
te. 1) ), (te; - te'))} where (ts; - 1) prevents project i from starting before time 1, ( te;- te;_;,)
prevents project i from finishing before project i-1, and (te; - te’,) prevents project i from finishing
before te',. As before, if ( te; - te; ;) <0 then p*; =

Let ,ts; = ts; - no where ts, is the new starting time of project i after left shift and no is the

number of time units to left shift and no = p". As before, determine R" =% * Wi meno)and

i( m+ no)

R m=f" *w, fort=1to T, where m=t +ts, - i. As before, f’;, =, t>+p;t+7y,.
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If projects i < p is still violating the rule that te; < te’,, then continue with the shrink left pseudo

operation.
Shrink left

The maximum number of time units project i can be shrunk left is v, = min { ( te; - te;. 1)
(te;- te), (T;- Tmin ; )} where (te;- te;_,;,) prevents project i from finishing before project i-1,
(te;- te") prevents project i from finishing before te’, and (T, - Tmin ; ) prevents the duration of
project i from being reduced to a duration less than the minimum duration. If (te;- te; ;) <0

then v, =0.

Let ts, = ts; where ,ts, is the new starting time of project i after left shrink and no = v, is the
number of time units to left shrink. Determine R" ,=f",* w, ,fort=1to T, where m =t +ts; -
1 Asbefore, %, = a;t*+ Bt +v,. Then determine R”, =" * w,,fort=1to T, - no where

m=t+ts - 1. Asbefore, f;, =, t*+ B, t+ vy,

It is important to note that due to constraints and the priority rule, it may happen that te ;> te’;
after both of the above pseudo operations have been implemented. In this case the particular
project p will adopt te , as the required completion date, i.e. te ", = te .
See Figure 5.6 for a presentation of the change in nominal cash flow after the free optimised

schedule has been amended to form an initial constrained schedule.
Part 2: Further optimising of constrained schedule at macro pseudo level

This section is carried out the same way as paragraph 5.3 Module 2: final macro free scheduling,
except that the required completion date for a project and the priority rule cannot be violated.

Once this part has been completed, the final micro scheduling can commence.
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Figure 5.6 : Initial constrained scheduling.

Summary of Module 3

The final macro free schedule (Module 2) is now converted into a final macro constrained schedule
where any of the project completion dates are switched on. Projects that are switched on will be
finished before or on the required completion date as opposed to the other projects which will be
completed at dates as determined by the optimisation process, in this case the final macro

constrained scheduling process.
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55 Module 4 : Final micro scheduling

Introduction

This module deals with the design principles, preparation for and implementation of the final
micro scheduling of projects. The basic requirement in order to implement the final micro
scheduling, is that either the final free or constrained macro scheduling must be completed. The

original data that has been entered for each project will be used to execute the final scheduling.

Part 1 : Design principles of final micro scheduling

Introduction

A single project is scheduled during the initial pseudo macro scheduling. The nominal cash flows
of the pseudo project are obtained while minimising the sum of the squares of all differences in
project nominal cash flows and budget per month. This nominal cash flow of a pseudo project is
part of an optimised schedule. If the phases and subprojects can be so scheduled that the
difference between the nominal cash flow of the final schedule and the nominal pseudo cash flow
is zero, then the original objective of minimising the sum of the squares of all differences of

project nominal cash flows and budget per month will stay the same for all projects.
The objective for the micro scheduling is then to minimise the differences between final and

pseudo project nominal cash flow. The smaller this difference is, the closer the result will be to the

optimised macro schedule.

Micro scheduling rules

Chapter 4 described the various project scheduling sectors. This paragraph deals with the rules for
scheduling phases and subprojects of a project within these sectors.
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Sector 1 has been described as a combination of the concept and definition acquisition phases.
Only two scheduling possibilities exist, namély all subprojects start at the beginning of the sector
and then could end at different times, or all subprojecfs end at the end of the sector and then could
start at different times. It is possible that a subproject could start at the beginning and end at the
end of the sector. The start of the concept/definition phase of all subprojects does not have to
coincide with the beginning of sector one. The scheduling rule that the concept/definition phase
of all subprojects must end at the end of sector 1, i.e. right justified, is chosen here.

Sector 2 covers all subproject development and test and evaluation phases. It excludes the final
system integration, test and evaluation, and qualification. The scheduling rule which is chosen
here is that the last phase of all subprojects must end at the end of sector 2, i.e. right justified. The
reason is that it would be better to start later with the development of a subproject but end as close
as possible to the start of production, which take places in sector 4. The pre-production can be
entered in either sector 4 or sector 3, which is the system test and evaluation phase. In this way
the industry is being helped to prevent long durations of zero activity on the production line. The

start of the subprojects in sector 2 can be any time after the beginning of the sector.

Sector 3 covers the final system integration, test and evaluation, and qualification. This sector

starts immediately after the end of sector 2," i.e. left justified, and continues until completed.

Sector 4 is the production phase and can only be started after the completion of sector 3. To
minimise zero activity on the production lines, production of all subprojects starts immediately,
i.e. left justified, after the completion of sector 3. Sector 4 continues until the last production of

any subproject has been completed.

Gonguet [35] made use of the left justified principle whereby all activities were scheduled as early
. as possible. The same principle applies to the research problem, with a slight modification. In the
foregoing paragraphs the scheduling principles of right and left justified scheduling are used. At
the macro level projects were scheduled according to project priority rules. Now, at a micro level

and within a specific scheduling sector, subprojects are scheduled according to the left and right
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justified principles. The difference between the method used by Gonguet and that of the research
problem is that all subprojects of a project within a specific sector will either end at the end or start

at the beginning of the sector, depending on the sector which is under consideration.

Although the left and right justified rules have been chosen as set out above, other combinations
would be possible. These are not considered in this research, however as they do not fit in the

frame of reference of the research problem.

Summary of Part 1

Micro scheduling rules are established for each scheduling sector. The aim for sectors 1 and 2 will
be to schedule all phases within these sectors in such a way that the schedule of phases for each
subproject will be right justified, as opposed to sectors 3 and 4 where all phases will be left
justified.

Part 2 : Preparation for micro scheduling
Introduction

Before the implementation of the micro scheduling takes place, it is necessary to identify the
required data in order to do the final micro scheduling. Original data, such as supplier countries
and applied currencies, as well as exchange rates are used in the preparation (Part 2) and the
implementation (Part 3) processes. Data from the final pseudo (free or constrained) scheduling are
also needed in order to do the micro scheduling. Each project is individually optimised and does

not influence any of the other projects as the macro scheduling was applied to all projects.

The aim of Part 2 will be to determine all constants and variables for the micro optimisation

process and to search for all feasible combinations of phase schedules within a project that will
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reduce the accumulated difference between the actual cash flow of the project and that of the cash
flow of the pseudo project, which will be dealt with in Part 3.

Data from original phase data (already defined)

Data from the original phase data have already been defined as C; = supplier country of subproject
jof project i, V; = currency in which the value was estimated for subproject j of project i and X

= exchange rate which apply for subproject j of project i.

Rl = M, and Rf = MY, * X ) as explained in Module 1, Part 1 of this chapter. In the same
Part 1, 3Tminy,, §Tmax;, and dTavy have been determined Vi=1toP;,Vj=1to S;and Vk =
1to ¢; .

Data from final pseudo '( free or constraint) scheduling

At the end of the final pseudo scheduling, i.c. Module 2 and Module 3, the following information

has been determined:

te’, which is the end of schedule after final pseudo scheduling, -

I'", ¥V m=1 to te', the available monthly budget,

W, , Vy=1to N, which is the annual escalation for project i,

W, , V. m= 1 to tef, which is the monthly escalation for project,

Tmin, = minimum time in which project i can be completed,

Tmax; = maximum time in which project i can be completed,

Tmin, . = minimum time in which sector t of project i can be completed,
Tmax; ; = maximum time in which sector t of project i can be completed,

ts’; = the final starting time of each project i,
te”, = the final ending time of each project i,

Chapter 5 : Module 4 : Part 2 : Preparation for micro scheduling



128

T',= te’; - ts’; + 1, the final duration of project i,

o"; = selected profile for project i,

n’, = selected eta value for project i, and

R’; = total real rands for project i.
With T, R, 6";and n",, calculate profile constants i, , B; and v;,f", = t>+p;t+ v, and

o, =f ., *w, fort=1to T, wherem=t+ts’ - 1.
Determine sector variables and constants

<T". < Tmax .., for

it =" it = it

The aim is to determine T"; ., the final duration of sector t, with Tmin
t=1,..,4sothat YT =T, ie. equal to the final project duration as obtained from the final
pseudo schedule. All possible combinations where Y T;. =T ;. + T oy + T iompy T T iy = T
will be investigated in order to find the final schedule, as will be explained in the remaining part
of Module 4 of this chapter. When a specific T, ends up as the final schedule which is optimised,
then T, =T, fort=1to 4. |

The following procedure must be used to find all possible combinations:

Define T, as a variable for the duration of sector T. Then for T,=Tmin ,, to Tmax ;, and for T =

1 to 4, find each combination where = T, =T, . In each case where Z T, =T", define T, = T .

Out of all cases where T, . = T, , there will be one case where T*;, = T;, = T, the final
optimised value, which will be determined later on. The total number of combinations out of
which the cases can be sélected which must be investigated, could be a very large number. Let
d;. = Tmax,, - Tmin,  + 1 be the difference between the maximum and minimum duration of
sector T which is also the total number of different values T , ; can be. The total number of
combinations from which ¥ T ;. = T"; can be ‘selected = II(d,. ) for t=1to 4,ie. d,, * d;, *d;

* d, . This will be the éorrect method to follow. If a large number of projects are analysed and if
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computer time is a problem, then this method may not be followed and it would be quicker to

search for only a few combinations where Y T ;. =T, in order to save computer time.

The next method is proposed for the research problem to reduce the number of combinations and
will be explained by means of an example. As this is not the best solution, it provides a basis from
which future research can be conducted in order to find a method where all “suitable”

combinations can be investigated.

Letd,, = Tmax;. - Tmin,_+ 1 be the difference between the maximum and minimum duration

of sector T of project i and define D; =X d;.and Tmin; = X Tmin; fort=1, ..., 4.

Define d , . / D, the weight of the difference of sector t to the sum of the differences for all the
sectors which is indicating the relative value of sector T compared to the other sectors. Next, a
value T, , which is a weighted duration of each sector relative to the total duration T'; . Define
T =Tmin; +d;. /D * (T®, - Tmin ) which is a non-discrete value. The second term is the
weighted proportion of the excess of total project duration over the minimum project duration,
which is added to the sector’s minimum time to give the sector time T%, .. This gives a single
combination of Y T";, = T"; but in this case the sector duration T" . is a non-discrete value for t
=1 to 4 which is not allowed as the time units, which is in this case months, should be discrete
values. From this one combination, which is in non-discrete values, a small number of possible

combinations can be constructed but in discrete values.

The aim is now to find a number of discrete values for T, but which is close to the non-
discrete value of TV, . The reason why T, ; should be close to T", . is again to prevent too many
possible combinations. For the research problem, determine T, where [integer TV, ] < T ;; <
[integer (T, + D], fort=1.,4with ¥ T, =T, thusgiving T ; ., + T ; oy + T j (4 + T
i=gy = T7. If T;,> Tmax,, , then T;, = Tmax . It should be noted that in this case only two

values are investigated, i.e. one discrete below and above the non-discrete value T"; .. Other
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possible combinations can be investigated in future research. As before, there exists a combination
where ¥ T ;. = T"; which is the optimised schedule, thus resulting in T";. =T ;. , the final sector

durations.

Example:

Let T", = 120 as the final duration of project i.

Sector 1 Sector 2 Sector 3 Sector 4

Tmin, , ’ 20 40 9 30
Tmax 28 56 15 42
d..=Tmax,, - Tmin, + 1 9 17 7 13
D, = 9+17+7+13=46

Tmin; =20+ 40+ 9 +30=99

T%,,=Tmin, +d, /D;*(T",- Tmin) 24.109 47.761 12.196 35.935
Integer of TV, ; 24 47 12 35
Integer of (T%,. + 1) 25 48 13 36

If the number of possible combinations would be determined, this number would be

9*17*7*%13=13,923 compared to the fewer number of combinations = 2*2*2*2 = 16.

If for instance T, was determined where [integer T";.] - 1 <T ;. < [integer (T";; +2)],
for t=1 ..., 4, the boundaries for T ;. would have been:

(Integer of TV, ) -1 23 46 11 34
Integer of (T%, . +2) 26 49 14 37
This would give more combinations in a wider range to investigate and would be equal to 4*4*4*4

= 256.

Thus, as seen from the example, combinations will be formed where T;, + T;,+ T;+ T, =T ;=

120 for T;; =24 t0 25, T;,=47t0 48, T; = 12 to 13 and T,, 35 to 36. These combinations will
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be used as a basis from which follow-on calculations will be done. It can be seen that this method

reduces the number of combinations from the original possible number of combinations.

It is necessary to give some background before continuing with the mathematical formulation.
At this stage project i is scheduled with a total duration of T"; and having a starting time of ts;
and a finishing time of te*, . The duration of each sector is defined as T™;, where £ T", . = T", for
7= 1 to 4. Each project has a pseudo cash flow profile in the form of f*; = &"; t* + B";t +y" where
t is discrete values from 1 to T".. This cash flow profile runs across the sector boundaries. The aim
is now to determine sector constants for each combination, thus going from a project level to a
sector level. For each sector, the starting and ﬁnjshing times as well as the starting and finishing
slopes of the cash flow profile must be determined. These values will be used during the final
optimising process. The starting and finishing slopes of the cash flow profile in each sectdr, are
determined from f*,= a”;t* + B°;t +y. These slopes will again be used in Module 4, Part 3, the
implementation of the final micro schedule. Define 6, = df/dt = 2", t + B, as the slope of the
pseudo cash flow profile of project i at time t. For each sector define ts;; as the starting time, te;;
as the finishing time, Os;; as the starting slope and Oe,. as the finishing slope. The constants for

each sector can now be determined:

Sector 1

ts;c-p=ts; the starting time of sector 1

tel (T= 1) = tSl (1’ = 1) + T*i (‘E=1) - 1 the ﬁIliShjng time Of SCCtOI‘ 1

Os; -1y~ 20, + P, the starting slope of the cash flow profile in sector 1

Oe; .- 1y-2¢; Ti'i(r=,) + (3, the finishing slope of the cash flow profile in sector 1

The same definitions apply to the next three sectors.
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Sector 2

18 1= =t =1y T 1
€m0 = tSic=2) T Tiwy - 1
0Si(r=2)=2°‘i (T ie=n T+ B;

Be; (t=2y= 20} (T @t T @) T B;
Sector 3

tS; (=3 =t€ir=p T 1
1€ ron = tSic=3y t Tieg)- 1
05, =3~ 204 (T

eei(r=3)=2ai (T =) T T =y T T i(1=3) ) + B

nt T ie=2 T D+

i(t=

Sector 4

tS; (1 =4y “t€ir gy T 1
tei(t=4)=tsi(r=4)+Ti(t=4)- 1
08 -0)-20; (T ey * Tieogy + Tie-5y+ ) + B;

6ei(r=4)=2°‘i (T ic=n T T ic=2 T T ic=3 7T T i(1:=4)) + B

For a specific combination of T", for T =1 to 4, the starting and finishing times and slopes

are now known.

Determine subproject schedule constants per sector

This paragraph determines specific subproject constants per sector, namely the limitations of a

subproject within a sector. The following variables are defined:
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Tmin, as the minimum duration of subproject j in sector T
Tmax;, as the maximum duration of subproject j in sector t

teij.r

as the starting time of subproject j in sector ©

ts;. . as the finishing time of subproject j in sector T

i)t
RY; ; as the real value of subproject j in sector T
R’;. as the real value of project j in sector T

TO

i as the initial duration of subproject j in sector t

Sector 1

Sector 1 consists of only one phase per subproject. Let Tmin;,_;,= 6Tmin; -, and let
Tmax; - ;)= 6Tmax; , -, as obtained from earlier calculations. The finishing times of the sectors
have been determined in the previous paragraphs and are therefore known. The finishing time of
the subproject within the sector is then equal to the finishing time of the sector, i.e. te;j, -y, =

te; . - 1) - The initial duration of the sector is T° ;y and is set as Tmax;; . - ;, , the maximum

ij(=
duration subproject j will be in sector t. As all the subprojects in sector t will be right justified,
the starting time for subproject j in sector T is ts;; . _ ) = t€ -1y -T% oy + 1 which isa
backward scheduling. If the starting time of the subproject j in sector T, ts;; .-, is earlier (or <)
than the starting time of sector T, téi =1, then ts;;_; =ts;,-, . This is to prevent the
subproject from starting earlier than the sector. Also R~y = Rj4-;) and R _;) =

ZRrij(r= y Vi

Note : The above explanations also apply to the following sectors and will not be explained in

detail again. Only different aspects will be explained.
Sector 2, which consists of six phases per subproject.

As explained at the beginning of this chapter where the definitions of various parameters were
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given and explained, §Tminy, and dTmaxy, are the minimum and maximum durations for phase
k of subproject j of project i. The assumption was made that the final duration of a phase may be
any value from 8 Tminy, to §Tmax;, and that such a value will not change the scope of the work
and that the cost of the phase will not be affected as such, therefore allowing durations from

8Tminy, to §Tmax;, as feasible durations.

Tminy . _,, = Y. 8Tminy fork=2to 7

Tmax; -, = ), 0Tmaxy fork=2to 7

T, je=2) = TMAX;; (=g

t€;; c =2 = t€;(x = 2 (because of the scheduling rule that all the subprojects will be right justified)
1S o2y = tigemz) ~Tlijemay T 1 DUt if ts;; ) < t5;;_, then ts;;_, =15,

R 2= LR fork=2t0 7

R’; (=2~ ZRrij(r=2) vj

Sector 3, which consists of only one phase per subproject.

Tmin - 5, = 8Tming g,

Tmax; ;-3 = dTmax; -5

T =) = Tmaxy 5,

ts;; :=3) = 1S;c - 3 (because of the scheduling rule that all the subprojects will be left justified)
1€ c-3) = tSie=3) TT0ijcms) - 1 DUt if teg; _3 >te; 5 then te; . _5 =te;_y
Rija-3=Riji-y

R’ (x=3) " ZRrij(t=8) V]

Sector 4, which consists of only one phase per subproject.

Tminy . - 4 = 6Tminy -
Tmax; -, = Tmax; -,
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T ety = TMAX; (e
18 (c =4y = 1Si(: - 4) (because of the scheduling rule that all the subprojects will be left justified)
1€ cay = 1Sicc—ay TTjc gy - 1 DULE te;; _ gy > 1€y then te;j_y=te_y
Rije-9 = Riji-9 |
| R (=4 ZRrij (1=4) Vj

Subproject search ranges per sector

For each sector investigate all possible durations from the minimum to the maximum duration of
the sector in order to find a final starting and ﬁnal‘ﬁnishing time for each sector. Again, all possible
combinations must be investigated, which will be formed by the various durations of each sector.
The aim of this paragraph is to determine search ranges for each subproject in each sector. See
Figure 5.7 to follow the forming of the search ranges. The dotted range in the figure identifies the

search range of the sector.

In sectors 1 and 2 the subprojects will be right justified. The earliest starting time of the subproject
will be the finishing time of the sector minus the maximum duration of the subproject plus 1. This
date will be defined as the starting date of the search range. The latest starting time of the

subproject will be the finishing time of the sector minus the minimum duration of the project plus
1. This date will be defined as the ending (finishing) date of the search range.

In sectors 3 and 4, the subprojects will be left justified. The earliest finishing time of the subproject
will be the starting time of the sector plus the minimum_duration of the subproject minus 1. This
date will be defined as the starting date of the search range. The_latest finishing time of the

subproject will be the starting time of the sector plus the maximum duration of the project minus
1. This date will be defined as the ending (finishing) date of the search range.
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Sector 1

The starting time of the search range is sts;; ;- ) = t€; ;- ;, - Tmax; -, + 1 and the ending time

of the search range is ets;; ;- ) = t€; ;- ) - Tminy . _,, + L.

1€5i¢e=1)
StSijce—1y tSiice-1y e
\r - — —\\ - -
|—7i subproject j
search range
Right
justified
Sector 1
1Cie=2)
StSji¢e-2) e1Sc-2) 7
I subproject j
-
search range
Right
justified
Sector 2 J
1S5-3)
S S1€550:-3) 1€ c-3)
S —\‘
subproject j I‘—j
search range
Left
justified
REEs Sector 3
tSi—ay
i 2 St€i¢cma) et€icc—ay
\\\ /,’ *\\ /
subproject j F—1
search range
Left
justif