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Abstract

Physical Optics Based Methods for Scattering Analysis

MP. Richardson

Department of Electrical and Electronic Engineering,

University of Stellenbosch,

Private Bag X1, Matieland 7602, South Africa.

Thesis: MEng (Electronic)

November 2017

The physical optics (PO) approximation is often used in asymptotic, elec-
tromagnetic scattering analysis to calculate the induced current on a perfectly
conducting surface, represented by a mesh. The multiple re�ection physical
optics (MRPO) method is the recursive application of the PO approximation.
MRPO uses full, inter-segment visibility shadowing. Iterative physical optics
is similar, except the shadowing is relaxed. Only half-space visibility is used
for shadowing. The performance of these methods is investigated for a variety
of test cases.

The domain decomposition physical optics (DDPO) method is presented.
It decomposes the geometry into two parts, a cavity and external geometry.
The two geometries interact through an aperture, using equivalent sources.
Thus, the shadowing can be calculated for the individual geometries and not
as a whole. The equivalent sources and aperture interactions are validated.
The performance of DDPO is investigated for various, simple test cases.

All methods and results are presented in a two-dimensional, transverse
magnetic context.
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Opsomming

Fisiese Optika-gebaseerde Metodes vir

Verstrooiingsanalise

(�Physical Optics Based Methods for Scattering Analysis�)

MP. Richardson

Departement Elektriese en Elektroniese Ingenieurswese,

Universiteit van Stellenbosch,

Privaatsak X1, Matieland 7602, Suid Afrika.

Tesis: MIng (Elektronies)

November 2017

Die �siese optika (PO) benadering word dikwels gebruik in asimptotiese,
elektromagnetiese verstrooiingsanalise om die geïnduseerde stroom op 'n per-
fek geleidende oppervlak te bereken, wat deur 'n maas voorgestel word. Die
veelvoudige weerkaatsing �siese optika metode (MRPO) is die rekursiewe toe-
passing van die PO-benadering. MRPO gebruik volledige, inter-segment sig-
baarheidsbepaling. Iteratiewe �siese optika is soortgelyk, behalwe die sigbaar-
heidsbepaling is minder streng. Slegs halfspasie-sigbaarheid word gebruik. Die
uitvoering van hierdie metodes word ondersoek vir 'n verskeidenheid toetsge-
valle.

Die domein dekomposisie �siese optika (DDPO) metode word aangebied.
Dit breek die struktuur op in twee dele, 'n holte en eksterne gebied. Die twee
dele koppel deur middel van ekwivalente bronne op 'n gepaste stralingsvlak.
Die skaduweebepaling hoef slegs vir die afsonderlike dele gedoen te word. Ve-
ri�kasie van die ekwivalente bronne en stralingsvlak interaksies word gedoen.
Die prestasie van DDPO word ondersoek vir verskeie, eenvoudige toetsgevalle.

Alle metodes en resultate word in 'n tweedimensionele, transversale mag-
netiese konteks aangebied.
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Nomenclature

Constants

µ0 4π × 10−7 H ·m−1

ε0 8.854e−12 F ·m−1

c 1/
√
ε0µ0 m · s−1

Z0 µ0c Ω

Abbreviations

CEM Computational Electromagnetics

TM Transverse Magnetic

PEC Perfect Electric Conductor

EFIE Electric Field Integral Equation

MFIE Magnetic Field Integral Equation

MoM Method of Moments

RCS Radar Cross Section

PO Physical Optics

SRPO Single Re�ection Physical Optics

MRPO Multiple Re�ection Physical Optics

IPO Iterative Physical Optics

DDPO Domain Decomposition Physical Optics

De�nitions

f Frequency in Hertz (Hz)

k0 2π/f

λ0 c/f

φ Observation angle

I Identity matrix

δ MRPO Shadowing coe�cient

γ IPO Shadowing coe�cient

xi
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Chapter 1

Introduction

1.1 Introduction

A background is given on computational electromagnetic (CEM) methods for
electromagnetic scattering analysis. An overview of asymptotic methods is also
provided, with emphasis on physical optics (PO). Multiple re�ection physical
optics (MRPO) and iterative physical optics (IPO) are investigated throughout
the thesis.

The main contributions of the thesis are: (i) a detailed, numerical perfor-
mance assessment of MRPO and IPO; and (ii) the presentation of a domain
decomposition method for the MRPO, to reduce its computational cost for
certain applications.

1.2 CEM for Scattering Analysis

Electromagnetic scattering analysis is an important topic which has been fo-
cused on extensively in recent literature. Scattering analysis is important for
various applications such as radar cross section (RCS) calculations and an-
tenna re�ections. For electrically small structures, the method of moments
(MoM) can be used [1, 2]. For electrically large structures the method of mo-
ments is too expensive to use. Even using accelerated MoM formulations, such
as multi-level fast multi-pole method (MLFMM) [3], for structures upwards
in size of 100 wavelengths become impractical to run, depending on available
resources. A more suitable approach is to use asymptotic methods such as the
physical optics method [4].

1.3 Asymptotic Methods

Asymptotic methods are widely used for scattering analysis. They can be
placed into one of two groups � ray-based methods and current based meth-

1
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CHAPTER 1. INTRODUCTION 2

ods. The ray-based methods include two sub categories, ray-tracing and ray-
launching methods. Ray-tracing includes methods such as geometric optics
(GO) and uniform theory of di�raction (UTD) [4, 5]. Ray-launching includes
methods such as shooting-and-bouncing rays (SBR) [6]. The second group,
current methods, includes physical optics [4].

Ray-tracing methods model the re�ections and di�raction that occurs on
the propagation path from the source point to the observation point, and apply
canonical solutions.

The ray-launching methods use an accurate representation of the geometry
to track the specular re�ections of launched ray tubes. At the points where
the rays interact with the geometry or leave an enclosed surface, equivalent
sources are placed.

The PO approximation continues to �nd applications in scattering analysis
[7]. Physical optics relates the incident magnetic �eld to the induced surface
current at points that are in direct line of sight of each other [8, 9]. MRPO
is the PO approximation, with rigorous shadowing applied to the �eld due
to the currents on the surface, which calculates multiple internal re�ections
[10], this is where the runtime bottleneck ocurs. In [10] the formulation is
actually that of the MRPO and not IPO. In MRPO, the shadowing between
each pair of source and observation points is calculated. IPO is very similar to
the MRPO method. The shadowing for IPO is simpli�ed as geometry between
each pair of source and observation points is ignored [11, 12], which means the
IPO iteration cannot be interpreted as a physical re�ection. The IPO solves
the magnetic �eld integral equation (MFIE) iteratively with the shadowing
coe�cient included. The IPO is a Picard-type iterative solution to the MFIE
[13]. The bene�ts of IPO above MRPO is that dramatically less computational
e�ort is needed to determine the shadowing coe�cients. The convergence of
neither MRPO nor IPO, has been shown to be theoretically guaranteed.

1.4 Report Overview

Chapter 2 will give an in-depth formulation of the electric �eld integral equa-
tion (EFIE) and MFIE. The method of moments will be formulated and veri-
�ed. All of this will be done in the two-dimensional (2D), transverse magnetic
(TM) �eld context, which is the case considered throughout.

Chapter 3 will discuss the MRPO and IPO methods. Several IPO variants
are investigated. The numerical performance of the MRPO and IPO methods
is investigated in detail.

In Chapter 4, the domain decomposition physical optics (DDPO) will be
introduced. The DDPO formulation is presented in detail. The method will
then be evaluated against MRPO from chapter 3.

The last chapter presents a �nal discussion on the work done in the thesis
and gives a detailed conclusion to the report.
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Chapter 2

Method of Moments

2.1 Introduction

This chapter will present an in-depth review of the electric �eld integral equa-
tion (EFIE) and the magnetic �eld integral equation (MFIE). The 2D, TM
EFIE formulation is derived in [2] and is documented here as a basis for the
work to be presented later on. The derivations are all within the 2D, TM con-
text. This means that the structure and source have no variation in the z-axis
as it is a 2D problem, with E(ρ) = Ez(ρ)ẑ. Thus only the plane perpendicular
to the z-axis, xy plane, is considered. The EFIE will be the foundation for the
method of moments (MoM) described in section 2.3 for PEC structures. The
MFIE will be used in chapter 4 but follows on from the EFIE so it is derived
in this chapter. The chapter ends o� with the MoM implementation being
validated using FEKO.

2.2 Integral Equation Theory

This section will formulate the electric �eld integral equation and magnetic
�eld integral equation. Two-dimensional electromagnetic problems can use a
scalar Helmholtz equation as the governing equation, in case where only one
�eld component is present.

Consider the problem of an arbitrarily shaped structure in free space, as
shown in Figure 2.1. The region enclosed by the boundary, Γ0, will be referred
to as the interior region, Ω0. Everywhere else will be known as the exterior
region, Ω∞. This structure is in the presence of a source producing an incident
wave. The electric �eld satis�es the Helmholtz equation:

3
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CHAPTER 2. METHOD OF MOMENTS 4

Incident 
Wave

y

x

Figure 2.1: Two-dimensional structure in free space.

∇2Ez(ρ) + k2
0Ez(ρ) = Einc

z (ρ) (2.1)

In order to get the integral equation, the free-space Green's function G0(ρ,ρ′)
is introduced in (2.2) which satis�es the inhomogeneous Helmholtz equation,
where δ(ρ− ρ′) is the Dirac delta function.

G0(ρ,ρ′) =
1

4j
H

(2)
0 (k0|ρ− ρ′|) (2.2)

∇2G0(ρ,ρ′) + k2
0G0(ρ,ρ′) = −δ(ρ− ρ′) (2.3)

Where ρ and ρ′ are the source and observation points, H
(2)
0 is the zero-th

order Hankel function of the second kind. After some careful manipulation of
equations (2.1) and (2.3), shown in [2], the general EFIE is established.

Einc
z (ρ)+

˛
Γ0

[
Ez(ρ

′)
∂G0(ρ,ρ′)

∂n′
−G0(ρ,ρ′)

∂Ez(ρ
′)

∂n′

]
dΓ′ =

{
Ez(ρ), ρ ∈ Ω∞

0, ρ ∈ Ω0

(2.4)
For observation points in the xy-plane, Faraday's Law can be expressed as

follows:

H(ρ) = − 1

jωµ0

∇×E(ρ) (2.5)

Substituting (2.4) into (2.5), yields

H inc(ρ)− 1

jωµ0

˛
Γ0

[
∇×T1(ρ′)−∇×T2(ρ′)

]
dΓ′ =

{
H(ρ), ρ ∈ Ω∞

0, ρ ∈ Ω0

(2.6)
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CHAPTER 2. METHOD OF MOMENTS 5

where,

H inc(ρ) =− 1

jωµ0

∇× Einc
z (ρ)ẑ (2.7)

∇× T1(ρ′) = ∇× Ez(ρ′)
∂G0(ρ,ρ′)

∂n′
ẑ (2.8)

∇× T2(ρ′) = ∇×G0(ρ,ρ′)
∂Ez(ρ

′)

∂n′
ẑ (2.9)

It can be seen that (2.7) is trivial and results in H inc(ρ). The objective is
to rework (2.8) and (2.9) into expressions which can be directly implemented
to evaluate the magnetic �eld given a source distribution. Consider (2.9) next.
It is slightly more complicated and gives the result below

∇× T2(ρ′) = ∇G0(ρ,ρ′)× ∂Ez(ρ
′)

∂n′
ẑ

=
j

4

H
(2)
1 (k0|ρ− ρ′|)
|ρ− ρ′|

∂Ez(ρ
′)

∂n′
[(ρ− ρ′)× ẑ]

(2.10)

The second term, (2.8), is more complicated to derive. In the interest of
simplifying the notation, G0(ρ,ρ′) will be referred to as G0. The derivative of
G0 with respect to the unit normal in (2.8) can be expanded to give (2.11).
Substituting (2.11) into (2.8) results in (2.12).

Ez(ρ
′)
∂G0

∂n′
= Ez(ρ

′)(∇′G0 · n̂′)ẑ (2.11)

∇× T1(ρ′) = Ez(ρ
′)

[
∇× ∂G0

∂n′
ẑ

]
= Ez(ρ

′) [∇× (∇′G0 · n̂′)ẑ]

(2.12)

Using the vector identity below, (2.12) can be written as (2.14) [14].

∇× (ψA) = ∇ψ ×A+ ψ∇×A (2.13)

∇× T1(ρ′) = Ez(ρ
′) [∇× (∇′G0 · n̂′)ẑ]

= Ez(ρ
′) [∇(∇′G0 · n̂′)× ẑ + (∇′G0 · n̂′)∇× ẑ]

(2.14)

In (2.14), the last term falls away as ∇× ẑ = 0. Applying the vector identity
below to (2.14) will result in (2.16) [14].

∇(A ·B) = (A · ∇)B + (B · ∇)A+A

× (∇×B) +B × (∇×A)
(2.15)
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CHAPTER 2. METHOD OF MOMENTS 6

∇× T1(ρ′) = Ez(ρ
′) [∇(∇′G0 · n̂′)]× ẑ

= Ez(ρ
′)
[
(n̂′ · ∇)∇′G0 + (∇′G0 · ∇)n̂′ + n̂′

× (∇×∇′G0) +∇′G0 × (∇× n̂′)
]
× ẑ

(2.16)

The last three terms of (2.16) are equal zero. The term (∇′G0 · ∇)n̂′ equals
zero as the non-accented derivative of an accented co-ordinate function is zero.
The n̂′ × (∇ × ∇′G0) term equals zero as the curl of a gradient is zero. The
last term, ∇′G0 × (∇× n̂′), is zero because (∇× n̂′) = 0. Thus the equation
can be simpli�ed as shown below.

∇× T1(ρ′) = Ez(ρ
′) [(n̂′ · ∇)∇′G0]× ẑ

= Ez(ρ
′) [−(n̂′ · ∇′)∇′G0]× ẑ

= −Ez(ρ′) [n̂′ · ∇′∇′G0]× ẑ
(2.17)

Once (2.8) and (2.9) have been substituted back into (2.6), the general MFIE
can be represented as follows:

H inc(ρ) +
1

jωµ0

˛
Γ0

[
Ez(ρ

′) [n̂′ · ∇′∇′G0 × ẑ]

+∇G0 × [n̂′ ×H (ρ′)]
]
dΓ′ = H(ρ)

(2.18)

The rest of the derivation will consist of deriving the values for (2.17). It is
now rewritten in a format which is more suitable for practical implementation.
The double gradient of the Green's function will �rst be derived.

∇× T1(ρ′) = E(ρ′) [ẑ × (n̂′ · ∇′)∇′G0]

= E(ρ′)

[
ẑ ×

(
n̂′x

∂

∂x′
+ n̂′y

∂

∂y′

)(
∂G0

∂x′
x̂+

∂G0

∂y′
ŷ

)]
= E(ρ′)

[
ẑ ×

((
n̂′x
∂2G0

∂2x′
+ n̂′y

∂2G0

∂x′∂y′

)
x̂+

(
n̂′x

∂2G0

∂x′∂y′
+ n̂′y

∂2G0

∂2y′

)
ŷ

)]
(2.19)

Note that,

|ρ− ρ′| =
√

(x− x′)2 + (y − y′)2 (2.20)

Using the following template for the �rst partial derivative,
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CHAPTER 2. METHOD OF MOMENTS 7

∂G0

∂α′
= −jk0

4

(α′ − α)

|ρ− ρ′|
H

(2)
1 (k0|ρ− ρ′|), α ∈ x, y (2.21)

Using the following template for the second partial derivative,

∂2G0

∂2α′
= −jk

2
0

4

(α− α′)2

|ρ− ρ′|
H

(2)
1 (k0|ρ− ρ′|)

− jk0

4

(α− α′)2

|ρ− ρ′|3
H

(2)
0 (k0|ρ− ρ′|)

+
jk0

4|ρ− ρ′|
H

(2)
0 (k0|ρ− ρ′|), α ∈ x, y

(2.22)

The partial xy derivative can be derived as follows,

∂2G0

∂x′∂y′
= −jk

2
0

4

(x− x′)(y − y′)
|ρ− ρ′|

H
(2)
1 (k0|ρ− ρ′|)

− jk0

4

(x− x′)(y − y′)
|ρ− ρ′|3

H
(2)
0 (k0|ρ− ρ′|)

(2.23)

2.3 Formulation

This section will explain how the 2D EFIE, (2.4), derived in Section 2.2 is used
with MoM to calculate the scattering from a PEC structure. To solve (2.4)
the boundary, Γ0, can be divided up into small segments shown in Figure 2.2.

PEC

Incident 
Wave

y

x

Figure 2.2: Two-dimensional segmented structure in free space.
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Enforcing the boundary condition that the tangential electric �eld is zero
on the surface of the structure gives (2.24). Equation (2.25) is derived from
Faraday's law, (2.5), and n̂×H = J . After some careful manipulation of the
two equations, the result is (2.25). Substituting (2.24) and (2.25) into (2.4)
results in (2.26), which is the 2D EFIE for a PEC structure.

Ez(ρ
′) = 0, ρ′ ∈ Γ0 (2.24)

∂Ez(ρ
′)

∂n′
= jk0Z0Jz(ρ

′), ρ′ ∈ Γ0 (2.25)

Einc
z (ρ)− jk0Z0

ˆ
Γ0

Jz(ρ
′)G0(ρ,ρ′) dΓ′ = 0, ρ ∈ Γ0 (2.26)

The 2D EFIE for a PEC structure in (2.26) can be represented by

L (Jz(ρ
′)) = Einc

z (ρ) (2.27)

with

L (X) = jk0Z0

ˆ
Γ0

XG0(ρ,ρ′) dΓ′ (2.28)

In (2.27), L is the integral operator, Jz is the unknown current source and Einc
z

is the excitation source.
Basis functions are chosen to approximate the unknown function, which

is the unknown current for the case at hand. There are two types of basis
functions - entire domain and sub-sectional. Entire domain basis functions are
easy to formulate if the surface of the structure is regular, otherwise it can
be very di�cult. Sub-sectional basis functions are easier to formulate as the
structure surface can be divided into smaller segments.

Pulse basis functions will be used. The pulse basis function is a simple
approximation to the solution on each segment. The pulse basis function is
de�ned in equation (2.29), where sn is the n-th segment, shown in Figure 2.3
[15].

fn(ρ) =

{
1, ρ ∈ sn
0, elsewhere

(2.29)

Other basis functions include the piecewise linear basis functions which use
piecewise equations to model the current over two adjacent segments and piece-
wise sinusoidal basis functions, which use a sinusoidal to model the current over
two adjacent segments [15].

The unknown current is expanded into N weighted basis functions, N being
the number of segments Γ0 has been divided into.
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Figure 2.3: A segment, Sn, from a structure in free space.

Jz(ρ
′) =

N∑
n=1

Infn(ρ′) (2.30)

Where In is the unknown weighting coe�cients yet to be determined. Sub-
stitution of (2.30) into (2.27) and multiplying with a weighting function and
integrating over the whole domain again, results in the equation below.

N∑
n=1

InL(Jz(ρ
′)) = Einc

z (ρ) (2.31)

The method chosen for the weighting functions is point collocation. Other
methods include Galerkin's method. Point collocation is equivalent to enforc-
ing the boundary condition at the center of each segment [2]. The weighting
function is de�ned in (2.32), where ρm is the center of the m-th segment.

wm(ρ) = δ(ρ− ρm), m = 1, 2, ..., N (2.32)

Next, (2.31) is converted into a matrix equation by testing it with wm and
integrating over the entire solution domain, Γ0. This yields

N∑
n=1

In

ˆ
Γ0

wmL(Jz(ρ
′)) dΓ′ =

ˆ
Γ0

wmE
inc
z (ρ) dΓ′, m = 1, 2, ..., N (2.33)

This results in a set of linear equations which can be written in matrix form.

[A]{I} = {b} (2.34)

With A being the system matrix, of dimension N ×N , de�ned as

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 2. METHOD OF MOMENTS 10

Amn =

ˆ
Γ0

wmL(Jz(ρ
′)) dΓ′, m, n = 1, 2, ..., N (2.35)

and b being the source vector de�ned as

bm =

ˆ
Γ0

wmE
inc
z (ρ) dΓ′, m = 1, 2, ..., N (2.36)

Solving (2.26) will give the following system of equations using MoM, i.e. a
discretized, weighted residual approach.

N∑
n=1

AmnI = bm, m = 1, 2, ..., N (2.37)

The integral in (2.35) is evaluated using Gaussian quadrature of su�ciently
high order. When m = n, the small argument for the Hankel function is used
as shown below.

Amm =
k0Z0wn

4

[
1− 2j

π
ln

(
k0γwn

4e

)]
(2.38)

Once the surface current density is known, by solving the system of equations,
the �eld at any observation point can be computed using (2.39).

Ez(ρ) = Einc
z (ρ)− jk0Z0

ˆ
Γ0

Jz(ρ
′)G0(ρ,ρ′) dΓ′, ρ ∈ Ω∞ (2.39)

An important parameter in scattering is the measure of the re�ective strength
of a target [16]. This is usually represented by its echo area or radar cross
section (RCS) (σ). Bi-static RCS is the energy re�ected in any direction other
than the incident or opposite of the incident direction. For a 2D target, the
parameter is referred to as the scattering width (SW). Equation (2.40) is used
to calculate the bi-static SW [14].

σ2D = lim
ρ→∞

[
2πρ
|Escat(ρ)|2

|Einc(ρ)|2

]
(2.40)

2.4 Veri�cation

The derived MoM solution, (2.37), will be evaluated using two test cases shown
in Figure 2.4. A plane wave with an incident angle of 0◦ and an excitation
frequency of 300MHz will be used to illuminate the strucutres. The mesh size
for the MoM code is decreased from λ0

2
to λ0

64
in the test cases. This will show

the convergence of the MoM solution. The SW will be plotted against the
FEKO results for the same 2D structures [17].
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(a) Circular cylinder in free space.
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(b) Square cylinder in free space.

Figure 2.4: Validation structures.
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Figure 2.5: Circular cylinder bi-static SW.
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Figure 2.6: Square cylinder bi-static SW.

Figures 2.5 and 2.6 show the SW results for each of the structures. The
legend shows the method used together with the size of the mesh in brackets.
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For both the circular and square cylinders, when a coarse mesh is used, λ0
2
, the

results are not very accurate compared with the FEKO results. As the mesh
size decreases, the accuracy of the SW results increases. For both the circular
and square cylinder, the SW converges when a mesh size greater than λ0

4
is

used. Thus for the rest of the thesis a mesh size of λ0
10

will be used.

2.5 Conclusion

The results shown in Figures 2.5 and 2.6 demonstrate that MoM has been
implemented correctly. This implementation will be used as the benchmark
for evaluations in the rest of the thesis.
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Chapter 3

MRPO and IPO

3.1 Introduction

This chapter will give a brief overview of the physical optics (PO) approxima-
tion. Next, an in-depth description of the multiple re�ection physical optics
(MRPO) and the iterative physical optics (IPO) formulations will be presented.
Once the formulations have been discussed, the results for MRPO and IPO
will be evaluated against the MoM formulation from Chapter 2.

3.2 Physical Optics

Consider the 2D PEC structure with a closed surface Γ0 in Figure 3.1. When
the surface, Γ0, is divided into N segments, each of the segments will have
a positive and negative unit normal, n̂p and n̂n respectively. Note that n̂

represents the outward pointing normal vector. The positive and negative
normal vectors will be used later, when discussing open structures.

Incident 
Wave

y

x

PEC

Figure 3.1: PEC structure in free space.
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The PO approximation is as follows:

JPO(ρ) =

{
2n̂×H inc(ρ), visible

0, not visible
(3.1)

The induced surface current density due to the incident magnetic �eld can
be calculated using the �rst-order PO approximation (3.1) [4]. A segment is
visible if there are no obstructions, from Γ0, in the direct line-of-sight between
the segment and source.

According to image theory, in the case of the PEC half-space, the PO
approximation, (3.1), becomes exact. Therefore, the PO approximation will
become increasingly more accurate as the electrical size of the object increases.
This approximation does not support multiple re�ections, it is a single re�ec-
tion [14].

3.3 Multiple Re�ection Physical Optics

The incident current solution for MRPO can be obtained as [18]:

JPO(ρ) = 2δincn̂×H inc(ρ) (3.2)

where the incident shadowing coe�cient is

δincn =

{
1, if sn visible to source

0, if sn not visible to source
(3.3)

Equation (3.2) is known as the single re�ection physical optics (SRPO) solu-
tion. The discretized current solution can be obtained from (3.2)

JPO
(1) (ρ) = 2

N∑
n=1

δincn n̂×H inc(ρ) (3.4)

It is apparent that (3.2) can be applied successively. The current induced
on the �rst re�ection will become the source for the second re�ection and so
forth. This will need to take internal shadowing into account. The internal
shadowing will be represented by δ, which will be equal to unity for observation
and source points visible to each other and zero otherwise.

Using the MFIE, the radiated magnetic �eld due to the current at ρ can
be formally expressed as

H(J)(ρ) =

ˆ
Γ0

∇G0(ρ,ρ′)× J(ρ′) dΓ′ (3.5)

The current after the K-th re�ection can be calculated using [18, 10]

JPO
(K+1)(ρ) = JPO

(1) (ρ) + 2n̂×H
(
δJPO

(K)(ρ
′)
)

(ρ) (3.6)
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A segment is visible to another segment if there are no obstructions, from Γ0,
in the direct line-of-sight between the two segments. The discretized current
on each segment, N , is the total sum of the currents, induced by the magnetic
�eld, on the other,M , segments. This will give the discretized current solution
after K re�ections shown below.

JPO
(K+1) = JPO

(1) + 2
N∑
n=1

M∑
m=1

n̂×H
(
δmn
(
JPO

(K)

)
m

)
(3.7)

where

δmn =

{
1, if sn visible to sm

0, if sn not visible to sm
(3.8)

The MRPO implementation uses (3.7) in matrix form, which is shown
below. Where the p and n denote the positive and negative sides of each
segment. {

Ip(K+1)

In(K+1)

}
=

{
Ip(1)

In(1)

}
+
[
Cδ
]{Ip(K)

In(K)

}
(3.9)

Where an entry in the Cδ matrix will look as follows,

(Cδ)n,m = 2n̂×H(δmn J
PO
m ) (3.10)

The discretized MRPO formulation can be succinctly expressed as

IPO(K+1) = IPO(1) + CδI
PO
(K) (3.11)

3.4 Iterative Physical Optics

Iterative physical optics solves (3.11) using a di�erent shadowing coe�cient,
γ. This new shadowing coe�cient is more relaxed than the MRPO shadowing
coe�cient. The incident current solution for IPO can be obtained as [18]:

JPO
(1) (ρ) = 2γincn̂×H inc(ρ) (3.12)

where the incident shadowing coe�cient is

γincn =

{
1, if source in sn half space

0, if source not insn half space
(3.13)

To determine if the source is in sn's half space, the elemental plane and normal
vector, n̂n, must be pointing in opposite directions.

Applying (3.12) successively will give (3.14) which is the IPO current so-
lution after the K-th iteration.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 3. MRPO AND IPO 16

JPO
(K+1)(ρ) = JPO

(1) (ρ) + 2n̂×H
(
γJPO

(K)(ρ
′)
)

(ρ) (3.14)

where

γmn =

{
1, if sn in sm half space

0, if sn not in sm half space
(3.15)

To determine if sn is in sm's half space, let R′ = ρm − ρn, where ρm and
ρn are the centers of sm and sn. Thus sn is in sm half space if n̂m · R′ < 0.
This is known as the IPO shadowing rule. By de�nition the equivalent currents
radiate in free space regardless of which way they are facing [12].

The IPO formulation is the same as the MRPO formulation. The only
di�erence being the shadowing coe�cient. Thus the IPO can be written in the
same matrix form as (3.9){

Ip(K+1)

In(K+1)

}
=

{
Ip(1)

In(1)

}
+
[
Cγ
]{Ip(K)

In(K)

}
(3.16)

Where an entry in the Cγ matrix will look as follows

(Cγ)n,m = 2n̂×H(γmn J
PO
m ) (3.17)

The discretized IPO formulation can be succinctly expressed as

IPO(K+1) = IPO(1) + CγI
PO
(K) (3.18)

The iterations will run until convergence. If the convergence error, E , is less
than a predetermined value, the solution has converged. The error convergence
is de�ned below:

E =

∣∣∣IPO(K+1) − IPO(K)

∣∣∣
IPO(1)

, IPO(1) > 0 (3.19)

Practical solution of the IPO recursive matrix expression, has been divided
into 3 sub-categories: �xed-point, combined systems and relaxed. Each of
these categories will be discussed in more detail in the next sections.

3.4.1 Fixed Point Iterations

There are various ways to solve a linear system, Ax = b, iteratively. Methods
such as Jacobi, Gauss-Seidel, successive over relaxation (SOR) and symmetric
successive over relaxation (SSOR) are based on the splitting of the A matrix
to obtain a recursive iterative scheme [19]. The splitting of A is
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A = M −N (3.20)

The methods have the following form [20],

MxK+1 = NxK + b (3.21)

The IPO formulation, (3.18), can be converted to a �xed point problem as
follows,

MIPO(K+1) = NIPO(K) + IPO(1) (3.22)

The A matrix can be decomposed using the LDU decomposition such that
D is the identity matrix, L is the strict lower matrix and U is the strict upper
matrix [20].

A = D − L− U (3.23)

The splittings of the A matrix, M and N , are set to a combination of the
decomposed parts of the A matrix. For the IPO formulation, the A matrix is
given as follows,

A = (I + Cγ) (3.24)

The Jacobi, Gauss-Seidel, SOR and SSOR methods will be discussed in
detail next. The values of M and N will be given in terms of the LDU decom-
position.

3.4.1.1 Jacobi Iteration

The �rst method to be discussed is the Jacobi iteration. The Jacobi iteration
is only de�ned for systems that have a non-zero diagonal A matrix. The Jacobi
iteration splits the A matrix as follows,

M = D

N = L+ U
(3.25)

Thus the K-th iteration for the Jacobi iteration will be

x(K+1) = D−1(L+ U)x(K) +D−1b (3.26)

The Jacobi iteration does not make use of the most recent information
when calculating x(K+1). For example,

(
x(K)

)
1
is used in the calculation of(

x(K+1)

)
2
even though

(
x(K+1)

)
1
is known. Only once it has completed the

(K + 1)-th iteration does it update the values in the matrix [21, 20, 19].
The implementation of the Jacobi iteration for (3.18) is shown below.

IPO(K+1) = D−1(L+ U)IPO(K) +D−1IPO(1) (3.27)
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3.4.1.2 Gauss-Seidel Iteration

The Gauss-Seidel iteration is very similar to the Jacobi iteration. The di�er-
ence between the two iterations is that the Gauss-Seidel method updates the
n-th component immediately instead of at the end of the K-th iteration [19].

The Gauss-Seidel splits the A matrix up as follows,

M = D + L

N = U
(3.28)

Thus the K-th iteration for the Gauss-Seidel iteration will be

x(K+1) = (D + L)−1Ux(K) + (D + L)−1b (3.29)

The implementation of the Gauss-Seidel iteration for (3.18) is shown below.

IPO(K+1) = (D + L)−1UIPO(K) + (D + L)−1IPO(1) (3.30)

3.4.1.3 SOR Iteration

The successive over relaxation (SOR) iteration adds a relaxation parameter,
ω, to the Gauss-Seidel iteration. The SOR splits the A matrix up as follows,

M = D + ωL

N = (1− ω)D − ωU, with 0 6 ω 6 1
(3.31)

Thus the K-th iteration for the SOR iteration will be [19]

x(K+1) = ((D + ωL)−1((1− ω)D − ωU)x(K) + ((D + ωL)−1b (3.32)

The implementation of the SOR iteration for (3.18) is shown below.

IPO(K+1) = ((D + ωL)−1((1− ω)D − ωU)IPO(K) + ((D + ωL)−1IPO(1) (3.33)

3.4.1.4 SSOR Iteration

SOR can be thought of as the forward step in symmetric successive over re-
laxation (SSOR). The forward step is shown in (3.35) and the backward step
is shown in (3.36) [21, 20], with 0 6 ω 6 1. The SSOR splits the A matrix up
into two steps as follows,
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M 1
2

= D + ωL

N 1
2

= (1− ω)D − ωU
M1 = D + ωU

N1 = (1− ω)D − ωL

(3.34)

Thus the K-th iteration for the SSOR iteration will be [20]

x(K+ 1
2

) = ((D + ωL)−1((1− ω)D − ωU)x(K) + ((D + ωL)−1b (3.35)

x(K+1) = ((D + ωU)−1((1− ω)D − ωL)x(K+ 1
2

) + ((D + ωU)−1b (3.36)

This gives the recurrence,

x(K+1) = Gωx(K) + Fωb (3.37)

Substituting (3.35) into (3.36), Gω can be calculated to be

Gω = (D − ωL)−1(ωU + (1− ω)D)× (D − ωU)−1(ωL+ (1− ω)D) (3.38)

and Fω can be calculated to be

Fω = ω(2− ω)(D − ωU)−1D(D − ωL)−1 (3.39)

The implementation of the SSOR iteration for (3.18) is shown below.

IPO(K+1) = FωI
PO
(1) +GωI

PO
(K) (3.40)

3.4.2 Combined System Methods

Under the assumption that for su�ciently large K, IPO(K+1) = IPO(K) = IPO, one
obtains

IIPO = IPO(1) + CγI
PO (3.41)

with I being an identity matrix. This can be transformed into a linear equation
shown in (3.42).

(I − Cγ)IPO = IPO(1) (3.42)

Transforming (3.41) into (3.42) opens up many doors to di�erent types of
solvers to use. Many ways exist to solve the system of linear equations Ax = b.

The three methods, direct solution, generalized minimal residual method
(GMRES) and Jacobi minimal residual method (JMRES) will be discussed in
more detail next. The �rst method solves (3.42) by calculating the inverse of
(I − Cγ). The latter two methods solve (3.42) iteratively.
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3.4.2.1 Direct Solution

The most basic method is to take the inverse of A and multiply it by b to solve
for x shown below. This is known as the direct solution.

Ax = b (3.43)

x = A−1b (3.44)

The implementation of (3.44) can be represented in the formal notation
below

IPO = (I − Cγ)−1IPO(1) (3.45)

3.4.2.2 GMRES Iteration

The Generalized minimal residual method (GMRES) is a projection method
that is used to solve a linear system, Ax = b. GMRES is based on taking
K = Kn and L = AKn where Kn is the n-th Krylov subspace. The Krylov
subspaces are used to �nd an approximate solution, with minimal residual, r
[20, 19].

The n-th Krylov sequence can be de�ned below

K = K(A, b) = span{A0b, A1b, A2b, ..., An−1b} (3.46)

GMRES uses Arnoldi vectors to express the iterates of the solution by the
vector, xK ∈ Kn. This vector minimizes the residual, r.

The vectors A0b, A1b, A2b, ..., An−1b will be linearly independent for non-
singular A matrix. The Arnoldi iteration is used to �nd orthonormal vectors
q1, q2, ..., qn, which will be the basis for K. The xn vector can then be written
as xn = Qnyn, where Qn is and m× n matrix formed by the q1, q2, ..., qn.

The Arnoldi iteration process produces Hessenberg matrix, Hn, of the form
(n+ 1)× n, such that

AQn = Qn+1Hn (3.47)

With the columns of the Qn being orthonormal, the initial equation can be
made to equal

‖ Ax− b ‖=‖ Hnyn − βe1 ‖ (3.48)

With e = {1, 0, 0, ..., 0}T and β =‖ Ax0 − b ‖, x0 is the �rst trial vector. xn
can be found by minimizing the norm of the residual, which is a linear least
squares problem of size n.

rn = Hnyn − βe1 (3.49)

The algorithm described below is known as an unlimited GMRES. When
the restart value is equal to in�nity, all of the previous iterations are taken
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into account. For practicality, a restart value is usually used in GMRES to
avoid excessive amounts of computations and memory use.

Algorithm 1 Unlimited GMRES algorithm

r0 = b− Ax0

h1,0 = ||r0||2
k = 0
while (hk+1,k > 0) do

qk+1 = rk/hk+1,k

k = k + 1
rk = Aqk
for (i = 1 : k) do

hi,k = qTi rk
rk = rk − hi,kqi

end for

hk+1,k = ||rk||2
xk = x0 +Qkyk

end while

x = xk

3.4.2.3 JMRES Iteration

The Jacobi Minimal Residual method (JMRES) is based on the GMRES
method described in the previous section. It can be proven to be mathemat-
ically equivalent to GMRES but using a restart value of 2 instead of saving
all of the previous iteration history [11]. The JMRES algorithm is described
below in pseudocode,
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Algorithm 2 JMRES algorithm

1: r0 = b−Ax0

2: k = 0
3: while (hk+1,k > 0) do
4: k = k + 1
5: q1 = b− rk
6: q2 = Ark
7: H11 =< q1, q1 >
8: H12 =< q1, q2 >
9: H21 = H∗12

10: H22 =< q2, q2 >
11: v1 =< q1, b >
12: v2 =< q2, b >
13: [α] = [H]−1[v]
14: xk = α1xk−1 + α2rk−1

15: rk = b− α1q1 + α2q2

16: end while

17: x = xk

3.4.2.4 Other methods

Other iterative solvers for the combined system investigated included the con-
jugate gradient method, bi-conjugate gradient method and the bi-conjugate
gradient stabilized method. The GMRES algorithm was found to be much
more rapidly converging than the conjugate and bi-conjugate gradient meth-
ods [22]. Thus they have been ignored in this investigation.

3.4.3 Relaxed Method

The Relaxed Jacobi method mentioned in [12], uses the information from the
previous iteration to help the accuracy of the �nal solution. The Relaxed
Jacobi method has a general form shown below in equation (3.50).

IPO(K+1) = αIPO(1) + (1− α)IPO(K−1) + CγI
PO
(K), with 0 6 α 6 1 (3.50)
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3.5 MRPO and IPO Evaluation

In this section the methods discussed in Sections 3.3 and 3.4 will be evaluated
with the MoM from Chapter 2, used to generate full-wave, reference results.
The MRPO method will be evaluated in the �rst subsection followed by the
evaluation of the several IPO methods. The best performing IPO schemes
will then be compared against the MRPO in the next subsection. Modelling
both the internal and external currents in case of closed structures, versus
modelling only the external currents will be compared using the methods from
the section before. Lastly, the in�uence upon performance of the α parameter
for the Relaxed Jacobi method, (3.50), will be investigated.

3.5.1 MRPO Performance Assessment

The MRPO method will �rst be tested on a simple corner re�ector shown
below. The incident angle will be set to 0◦ with an excitation frequency of
1GHz. The results for increasing numbers of re�ections will be shown.

10 5 0 5 10 15 20
x-coordinate [ 0]

10

5

0

5

10

y-
co

or
di

na
te

 [
0]

Figure 3.2: Corner re�ector.
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(a) Solution history.
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(b) Final solution (K=5).

Figure 3.3: MRPO � Corner re�ector bi-static SW.

Figure 3.3a shows that the results converges to the �nal results even if many
re�ections have been selected. After 2 re�ections the solution converges to the
�nal solution.

The MRPO implementation (3.11) will be evaluated on the test cases in
Figure 3.4. The dimensions are indicated in wavelengths. There will be 3 sizes
for each test case, "small", "medium" and "large". These will be 1×, 2× and
3× the original size. The asymptotic behaviour is investigated as the electrical
size is increased.

The test cases are chosen to include connected and disjointed structures,
as well as open, almost closed and closed structures. Figure 3.4 shows that
the structures contain normals on both side. This indicates that the current
is being modelled on both sides on the geometry.

The incident plane wave angles for the line with angled edge, circle with a
40◦ opening and circle with a 180◦ opening is 0◦. The irregular octagon has
an incident plane wave angle of 45◦. The plane wave angles will remain the
same unless stated otherwise. The excitation frequency of the plane wave will
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be set to 1GHz. The number of re�ections, K, will be set to 10 except for the
circle with a 180◦ opening which will be set to 50.

The test cases in Figure 3.4 will also be used in the IPO evaluations, MRPO
and IPO evaluation and the α parameter investigation later in the chapter.

20 10 0 10 20 30
x-coordinate [ 0]

30

20

10

0

10

y-
co

or
di

na
te

 [
0]

(a) Line with angled edge.
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(b) Circle with a 40◦ opening.
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(c) Circle with a 180◦ opening
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(d) Irregular Octagon.

Figure 3.4: Test structures in free space.
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(c) Large structure.

Figure 3.5: MRPO � Line with angled edge bi-static SW.

The two main lobes at 0◦ and 180◦, in Figure 3.5, have been approximated
very well for all three of the structure sizes. MRPO approximates the solution
increasingly well, as the electrical size is increased. MRPO has approximated
the re�ection of the 45◦ angled plate well at 270◦.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 3. MRPO AND IPO 27

0 50 100 150 200 250 300 350
 [degrees]

40

20

0

20

40
2D

 [d
Bm

]
MoM MRPO

(a) Small structure.

0 50 100 150 200 250 300 350
 [degrees]

40

20

0

20

40

2D
 [d

Bm
]

MoM MRPO
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Figure 3.6: MRPO � Circle with a 40◦ opening bi-static SW.

MRPO approximates the forward scattering of the circle with a 40◦ opening
very well. Elsewhere, the scattering has not been approximated well. The
small opening of the structure will cause many internal re�ections to take
place. This simulation was run with 50 re�ection. Although these results are
not uniformly accurate, it can be observed that they improve around 0◦, as
the electrical size grows.
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(a) Small structure.
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Figure 3.7: MRPO � Circle with a 180◦ opening bi-static SW.

Again, the forward scattering has been approximated very well by MRPO
for all three structure sizes. The back scattering has also been approximated
well compared to the circle with 40◦ opening. Much less re�ections are needed
to model the internal currents.
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Figure 3.8: MRPO � Irregular octagon bi-static SW.

The main lobe at 225◦ has been approximated very well. MRPO has ap-
proximated the bi-static SW from the irregular octagon very well for all three
of the structure sizes. It can be seen from Figure 3.8 that as the structure size
increases so does the accuracy as stated in the PO approximation [14].
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3.5.2 IPO Performance Assessment

The IPO methods from Section 3.4 will be evaluated in this section. The
Gauss-Seidel, SOR and SSOR have not been added to the investigation as
they either performed the same or worse than the Jacobi method and added
unnecessary clutter to the graphs. The GMRES and JMRES converge to
the same solution with the GMRES method taking longer to converge. Thus
the GMRES has been left out of the assessment as well. The results for the
methods left out have been shown for the line with angled edge in Figure 3.9.
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(a) Fixed point iterations.
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(b) Combined system methods.

Figure 3.9: IPO � Line with angled edge bi-static SW for additional methods.

The same test cases, Figure 3.4, that were used for the MRPO evaluation
will be used for the IPO evaluation. The convergence error, (3.19), will be
plotted for all test cases. The α value in the Relaxed Jacobi method is set to
0.7. The investigation in Section 3.5.5 shows that this is a judicious choice for
the value of α.
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(b) Medium structure.
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Figure 3.10: IPO � Line with angled edge bi-static SW.
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(a) Small structure.

0 20 40 60 80 100
Iteration

100

80

60

40

20

0

Co
nv

er
ge

nc
e 

Er
ro

r [
dB

]

(b) Medium structure.
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Figure 3.11: IPO � Line with angled edge convergence error history.

The converged Jacobi and Relaxed Jacobi solutions approximated the line
with angled edge solution very well for all three structure sizes. The forward
and back scattering have been approximated well by Jacobi and Relaxed Ja-
cobi. The Relaxed Jacobi converged much faster than Jacobi. The main lobe
at 0◦ and 180◦ is not as well approximated by the JMRES method. The JM-
RES solution started to diverge for the small and large structure and was
stopped.
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(b) Medium structure.
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(c) Large structure.

Figure 3.12: IPO � Circle with a 40◦ opening bi-static SW.
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(a) Small structure.
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(b) Medium structure.
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(c) Large structure.

Figure 3.13: IPO � Circle with a 40◦ opening convergence error history.

Again, the Jacobi and Relaxed Jacobi approximated the solutions very well
with the JMRES not approximating the solution very well. Although JMRES
has converged much quicker than Jacobi and Relaxed Jacobi, the accuracy of
the �nal solution is not as well approximated as the other two results.
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(a) Small structure.
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(b) Medium structure.
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(c) Large structure.

Figure 3.14: IPO � Circle with a 180◦ opening bi-static SW.
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(a) Small structure.
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(b) Medium structure.
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(c) Large structure.

Figure 3.15: IPO � Circle with a 180◦ opening convergence error history.

All three of the methods give the same result for the circle with a 180◦

opening. The main lobes have been well approximated by the methods for
this structure. The JMRES method converged faster than both the Jacobi
and Relaxed Jacobi.
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(a) Small structure.

0 50 100 150 200 250 300 350
 [degrees]

40

20

0

20

40

2D
 [d

B]

MoM
Jacobi

Relaxed Jacobi
JMRES

(b) Medium structure.
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(c) Large structure.

Figure 3.16: IPO � Irregular octagon bi-static SW.
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(b) Medium structure.
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(c) Large structure.

Figure 3.17: IPO � Irregular octagon convergence error history.

Figure 3.16 shows that the JMRES method has not performed well for the
irregular octagon structure. The �nal solution for JMRES is not accurate. The
Jacobi method has also not performed well for this structure. The main lobes
of the scattered �eld have not been approximated well by JMRES and Jacobi.
The Relaxed Jacobi method has performed well here. The �nal approximation
for the main lobe is very accurate and converged in a reasonable time.

The Relaxed Jacobi method performs best in most cases but often takes
much longer to converge than the Jacobi and JMRES solutions.

3.5.3 MRPO and IPO Comparison

This section will compare MoM, MRPO, Relaxed Jacobi and JMRES. This
will give a better understanding as to how the MRPO performs against the
top IPO methods. The Jacobi method has been dropped as it is always inferior
to Relaxed Jacobi. Only the medium size test cases will be considered for the
comparison.
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(b) Bi-static SW (180◦ - 360◦).

0 50 100 150 200 250 300 350
 [degrees]

40

20

0

20

40

Er
ro

r [
dB

m
]

MoM
MRPO

Relaxed Jacobi
JMRES

(c) Bi-static SW error.
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(d) Convergence error history.

Figure 3.18: MRPO & IPO � Medium sized line with angled edge.
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(a) Bi-static SW (0◦ - 180◦).
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(b) Bi-static SW (180◦ - 360◦).
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(c) Bi-static SW Error.
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(d) Convergence error history.

Figure 3.19: MRPO & IPO � Medium sized circle with a 40◦ opening.
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(a) Bi-static SW (0◦ - 180◦).
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(b) Bi-static SW (180◦ - 360◦).
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(c) Bi-static SW Error.
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(d) Convergence error history.

Figure 3.20: MRPO & IPO � Medium sized circle with a 180◦ opening.
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(a) Bi-static SW (0◦ - 180◦).
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(b) Bi-static SW (180◦ - 360◦).
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(c) Bi-static SW Error.
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(d) Convergence error history.

Figure 3.21: MRPO & IPO � Medium sized irregular octagon.
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The JMRES method did not approximate the main lobes at 0◦ and 180◦ well
in Figure 3.18. The other two methods modelled the main lobes accurately
with the Relaxed Jacobi method performing better than MRPO.

Figure 3.19 shows that the JMRES method does not perform as well as the
other two methods. The Relaxed Jacobi and MRPO give very similar results
for the circle with a 40◦ opening.

Figure 3.20 shows that all three methods show similar results for this struc-
ture. JMRES has converged the fastest in this case.

The JMRES method has not performed well for the irregular octagon. The
MRPO and Relaxed Jacobi solutions are very similar, both approximate the
MoM solution very well.

MRPO is shown to be the most consistent method for the test cases. The
relaxed Jacobi method yields superior accuracy for cavities supporting many
internal re�ections. However, in a closed body with internal currents being
modelled, it can diverge, as seen in the irregular octagon case. This issue
will be investigated further in section 3.5.4. The direct method, JMRES, has
converged in each of the test cases. JMRES yielded less accurate results than
relaxed Jacobi and MRPO in all three of the test cases considered.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 3. MRPO AND IPO 44

3.5.4 General, Closed Body Results

This section investigates the modelling of currents on the inside of a closed
structure. The medium sized structures are used for this investigation. The
MRPO results will not be a�ected by not modelling the internal currents as it
uses a rigorous shadowing technique which sets the internal currents to zero.
The IPO on the other hand uses a more relaxed shadowing technique which
excites internal currents in a closed structure.
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(a) Irregular octagon cavity.
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(b) Irregular octagon solid.

Figure 3.22: (a) Shows both sides of the structure having normals, thus mod-
elling the external and internal current. (b) Shows only the external normals,
thus only modelling the external currents.

It can be seen in Figure 3.22 that the internal currents will be modelled in
Figure 3.22a and not in Figure 3.22b as there are no internal normals present.
Figure 3.22a is considered a cavity and Figure 3.22b is considered a solid. The
bi-static SW results for the structures above are shown below.

From Figure 3.23 it can be seen that the Jacobi and JMRES do not perform
well when the internal currents of the structure are modelled. The Relaxed
Jacobi and MRPO perform well as shown in previous sections. When only
the external currents are modelled, the Jacobi, Relaxed Jacobi and JMRES
all give the same result as illustrated in Figure 3.24. The MRPO does not
improve, since the shadowing for both the cavity and solid structure will be
exactly the same.
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(a) Bi-static SW (0◦ - 180◦).
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(b) Bi-static SW (180◦ - 360◦).
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(c) Bi-static SW error.

0 20 40 60 80 100
Iteration

25

20

15

10

5

0

5

10

Co
nv

er
ge

nc
e 

Er
ro

r [
dB

]

(d) Convergence error history.

Figure 3.23: Irregular octagon cavity bi-static SW (Includes internal currents).

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 3. MRPO AND IPO 46

0 20 40 60 80 100 120 140 160 180
 [degrees]

40

20

0

20

40

2D
 [d

Bm
]

MoM
MRPO
Jacobi

Relaxed Jacobi
JMRES

(a) Bi-static SW (0◦ - 180◦).
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(b) Bi-static SW (180◦ - 360◦).
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(c) Bi-static SW error.
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(d) Convergence error history.

Figure 3.24: Irregular octagon solid bi-static SW (Excludes internal currents).
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3.5.5 Relaxed Jacobi α Parameter Assessment

The α parameter in the Relaxed Jacobi iteration, (3.50), is investigated. Only
the large versions of the test cases from Figure 3.4 have been used. The α
parameter has been set at 0.5 and incremented by 0.1 up to 0.9.

In Figure 3.25 there is no variation between the results on the main lobes
at 0◦ and 180◦. Most of the variation is between the two main lobes. When α
is set to 0.9 the nulls are less dominant but when it is set to 0.7 it is closer to
the nulls of the MoM solution. For the line with angled edge, the higher the
α value the faster the convergence.

All of the results approximate the forward scattering exactly in Figure 3.26.
When α is set to 0.6 it approximates the back scattering very well compared
to the other values. Again, when the α value is set to 0.9 it converges the
fastest with 0.5 taking the longest to converge.

Figure 3.27 shows the forward and back scattering approximated exactly by
all the α values. There is a large di�erence between 80◦ and 160◦ and between
200◦ and 280◦ too. When α is set to 0.6 for the circle with a 180◦ opening, the
MoM result is closely approximated throughout. For this test structure, all of
the results converged relatively quickly.

It can be seen in Figure 3.28 that when the α value is set to 0.6 it approx-
imates the MoM solution very well overall. Setting α to any value larger than
0.7 causes the solution to diverge.

The α parameter is very structure dependent. From the given results, 0.7
has been chosen as the recommended value for α. This value has been used
throughout the thesis for the Relaxed Jacobi method.
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(d) Convergence error history.

Figure 3.25: Line with angled edge.
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(d) Convergence error history.

Figure 3.26: Circle with a 40◦ opening.
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(d) Convergence error history.

Figure 3.27: Circle with a 180◦ opening
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(d) Convergence error history.

Figure 3.28: Irregular octagon.
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3.6 Conclusion

The MRPO method performs very well on all of the test structures. It models
the true shadowing of the structure and thus requires some intuition when
selecting the number of re�ections to model. Too little re�ections and the
results will be incomplete, too many re�ections and the simulation will take
unnecessarily long. A disadvantage to the MRPO method is that the shadow-
ing matrix needs to be calculated, although there is an MLFMM solution to
dramatically decrease the computation time [18].

The IPO methods perform well. Most of the methods are less accurate
than MRPO. Relaxed Jacobi is the most accurate IPO iteration on the test
structures. The IPO has an advantage over the MRPO method in that the
shadowing matrix can be calculated much faster but accuracy is sacri�ced.

For closed body structures it is bene�cial to exclude the internal currents
for IPO as modelling the internal currents will cause the solution to take longer
to converge, resulting in a less accurate solution. The Relaxed Jacobi method
remains accurate with or without modelling internal currents.

The α parameter is very structure dependent. For the implementation of
the IPO methods in the previous sections, α was set to 0.7 throughout.
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Chapter 4

Domain Decomposition PO

4.1 Introduction

This chapter presents the Domain Decomposition Physical Optics (DDPO)
method. A surface of equivalent sources is used to decouple two regions. Re-
�ections between the two regions communicate via these sources such that the
full MRPO is approximated. This will reduce the complexity and computation
time signi�cantly.

The �rst section gives a detailed formulation of DDPO. The second sec-
tion will provide validation results to verify that the formulation is working
correctly. The third section will provide results on a simple test case for the
DDPO method.

4.2 Formulation

Consider the problem of modelling the bi-static RCS of the airplane in Figure
4.1, where it can be seen that solving this problem using a PO technique would
be relatively simple for most parts of the model. The engine inlet however, in
Figure 4.2, is extremely complicated and is where the bottleneck will occur.

53
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Figure 4.1: Boeing 747-400 CAD model [23].

Figure 4.2: Jet engine inlet CAD model [24].

One way to solve a problem such as this is to model the engine inlet sep-
arately and replace it on the airplane with equivalent sources. This method
works well but does not take into account any re�ections from the airplane
into the inlet or vice versa, since the two geometries are e�ectively solved
separately. The airplane and inlet are decoupled.

DDPO uses a very similar technique, however, full coupling is taken into
account between the two regions. An aperture of equivalent sources is placed
in front of the inlet, dividing the problem into two regions. This is how the
airplane and inlet geometries will communicate with each other, via the equiv-
alent sources. This means that the shadowing coe�cients can be calculated
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separately for each structure, saving computation time, while still taking cou-
pling into account.

The general MFIE formulated in Chapter 2 is used in the DDPO formu-
lation. The aperture will contain both electric and magnetic currents. Thus,
using equation (2.18), the magnetic �eld radiated from the aperture can be
calculated. Once the radiated magnetic �eld is known, the PO approximation
can be used to determine the surface currents of a structure.

The DDPO performs MRPO inside the cavity and on the external geom-
etry. Using the aperture to interact between the two geometries is the only
di�erence between the two methods.

Figure 4.3 shows the process of calculating the currents in the cavity and
on the external geometry due to multiple re�ections with full interactions, but
in a decomposed manner.
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Figure 4.3: DDPO current calculation �ow chart.
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The �gures below will help to explain the DDPO method graphically with
references to the �ow chart. For the rest of the formulation the current induced
on the external geometry surface, Γext, will be referred to as J ext. The current
induced on the internal surface of the cavity, Γcav, will be referred to as J cav.
The electric and magnetic currents on the outside surface of the aperture, Γ1,
will be referred to as Japt(1) andM apt(1) and the currents on the inside surface
of the aperture, Γ2, will be referred to as Japt(2) andM apt(2). For the purpose
of simpli�cation, the external currents of the cavity will not be considered
for the formulation, though such currents are included as part of the external
solution for all the results, following standard MRPO theory. The aperture is
represented by the green dotted line.

DDPO uses the same rigorous shadowing as MRPO. The shadowing co-
e�cients δext and δcav will be used. The shadowing coe�cient δcav is the
inter-segment visibility of the surface Γcav ∪ Γ2 while δ

ext is the inter-segment
visibility of the surface Γext ∪ Γ1.

Figure 4.4 shows the structure with no currents induced on the surface.
The incident �eld is not yet applied. Thus all of the electric and magnetic
currents will be equal to zero. An aperture has been placed in front of the
cavity, this is step 1 from the �ow chart.

Incident 
Wave

Electric Currents

Magnetic Currents

Figure 4.4: DDPO Initial currents.

Figure 4.5 shows the incident currents induced on the surface of the aper-
ture and external geometry, this is step 2 of the �ow chart. The shadowing
coe�cient, δinc, has been de�ned in (3.3), as for the structure with the cavity
closed up. Note that the aperture has both electric and magnetic currents,
while the external geometry only has electric currents. The currents can be
described as follows:

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 4. DOMAIN DECOMPOSITION PO 58

J ext
(1) (ρ′) = 2δincn̂ext ×H inc(ρ′) (4.1)

J
apt(1)
(1) (ρ′) = δincn̂2 ×H inc(ρ′) (4.2)

M
apt(1)
(1) (ρ′) = δincEinc

z (ρ′)ẑ × n̂2 (4.3)

Incident 
Wave

Electric Currents

Magnetic Currents

Figure 4.5: DDPO Incident currents.

Next, the MFIE, (2.18), from Chapter 2 is used in step 3 of the �ow chart
to calculate the magnetic �eld radiated from the aperture into the cavity. The
PO approximation is then used to calculate the induced electric currents. At
this stage it is the decomposed version of the MRPO solution, withK = 1. The
induced incident currents have been calculated on both the external geometry
and the cavity.

J cav
(1) (ρ′) = 2

ˆ
Γ1

n̂cav ×H(δcav(J
apt(1)
(1) ,M

apt(1)
(1) ))(ρ) dΓ′1 (4.4)

where,

H(J ,M )(ρ) =

ˆ
Γ0

[[
n̂×M (ρ′)

][
n̂′ · ∇′∇′G0(ρ,ρ′)× ẑ

]
+∇G0(ρ,ρ′)× J(ρ′)

]
dΓ′

(4.5)
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Incident 
Wave

Electric Currents

Magnetic Currents

Figure 4.6: DDPO First re�ection currents.

Step 5 involves calculating the self re�ections inside the cavity. This is
known as a half step, as re�ections from the external geometry have not been
taken into account.

J cav
(K+ 1

2
)
(ρ′) = 2

ˆ
Γcav

n̂cav ×H(δcavJ cav
(K))(ρ) dΓ′cav (4.6)

The self re�ections of the external geometry are calculated in step 6, as follows:

J ext
(K+ 1

2
)
(ρ′) = 2

ˆ
Γext

n̂ext ×H(δextJ ext
(K))(ρ) dΓ′ext (4.7)

The electric currents in the cavity radiate and are used to set up currents,
Japt(2) and M apt(2), on the inside aperture.

J
apt(2)
(K+1)(ρ

′) =

ˆ
Γcav

n̂1 ×H(δcavJ cav
(K))(ρ) dΓ′cav (4.8)

M
apt(2)
(K+1)(ρ

′) =

ˆ
Γcav

E(δcavJ cav
(K))(ρ)× n̂1 dΓ′cav (4.9)

where,

H(J)(ρ) =

ˆ
Γ0

∇G0(ρ,ρ′)× J(ρ′) dΓ′ (4.10)

E(J)(ρ) =

ˆ
Γ0

J(ρ′)G0(ρ,ρ′) dΓ′ (4.11)

In step 7 of the �ow chart, the currents, Japt(2) andM apt(2), radiate and induce
currents on the external geometry.
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J ext
(K+1)(ρ

′) = J ext
(1) (ρ′) + J ext

(K+ 1
2

)

+ 2

ˆ
Γ2

n̂ext ×H(δext(J
apt(2)
(K+1),M

apt(2)
(K+1)))(ρ) dΓ′2

(4.12)

The incident currents, J
apt(1)
(1) and M

apt(1)
(1) , are summed together with the

currents set up on the outside aperture from J ext
(K).

J
apt(1)
(K+1)(ρ

′) = J
apt(1)
(1) (ρ) +

ˆ
Γext

n̂2 ×H(δextJ ext
(K))(ρ) dΓ′ext (4.13)

M
apt(1)
(K+1)(ρ

′) = M
apt(1)
(1) (ρ) +

ˆ
Γext

E(δextJ ext
(K))(ρ)× n̂2 dΓ′ext (4.14)

The currents, J
apt(1)
(K+1) and M

apt(1)
(K+1), induce surface currents in the cavity

which are summed together with J cav
(K+ 1

2
)
, from step 5 of the �ow chart.

J cav
(K+1)(ρ

′) = J cav
(1) (ρ′) + J cav

(K+ 1
2

)
(ρ′)

+ 2

ˆ
Γ1

n̂cav ×H(δcav(J
apt(1)
(K+1),M

apt(1)
(K+1)))(ρ) dΓ′1

(4.15)

Incident 
Wave

Electric Currents

Magnetic Currents

Figure 4.7: DDPO Second re�ection currents.

From (4.6) to (4.15) is the recursion step of DDPO starting with K = 1.
This step will be run until the number of re�ections modelled is su�cient to
account for all the re�ections in the geometry.
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4.3 Computational Cost

The MRPO shadowing determines the inter-segment visibility for each segment
in the structure. The MRPO shadowing algorithm is able to determine the
full MRPO shadowing matrix in O(N2) operations, with N being the number
of segments in the geometry, using an angular bu�er scheme similar in concept
to the one presented in [25].

For the structure shown in Figure 4.7, the cavity has N segments and the
external geometry has M segments. The standard MRPO shadowing matrix
for this structure will take O((N + M)2) time to compute. Whereas when
DDPO is used and the structure is divided into two regions, the shadowing
matrix takes O(N2 +M2) time to compute. This will reduce the computation
time by O(2NM).

4.4 Validation

This section will validate the di�erent components of the DDPO. The �rst
test will validate that �elds generated by the equivalent aperture sources tend
towards the true �elds. The second test will validate that the interaction
between two geometries through the aperture works correctly. The aperture
is represented by the green dotted line.

4.4.1 Aperture Source Accuracy

The �rst test will evaluate how the PO current induced by aperture sources,
converge as the electrical size of the aperture is increased. Figure 4.8 shows the
geometry used for the test. The size of the aperture and geometry is increased
from 5λ to 500λ. For the benchmark incident currents, Einc and H inc will
only illuminate half of the geometry (red solid line). The other half will have
zero incident current. The Einc and H inc induce the electric and magnetic
currents on the aperture (dotted green line). The aperture will replace the
incident plane wave and illuminate the geometry with the equivalent sources.
The equivalent sources radiate a 45◦ incident beam which is expected to pre-
dominantly illuminate only half of the structure as the incident �eld has an
incident angle of 45◦.
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(f) 500λ.

Figure 4.8: Horizontal line with aperture for equivalent source tests.

The results for the current convergence test are shown in Figure 4.9.
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Figure 4.9: Equivalent source tests. The black line represents the current
induced, on the line segment surface with half the geometry in shadow, due
to the incident source. The blue line represents the current induced from the
aperture.

From the results above it can be seen that the current solution does con-
verge as the size of the aperture increases. The PO shadowing boundary is
approximated very well as the size of the aperture increases. The current so-
lution and PO shadowing boundary are not well approximated for the smaller
geometries, 5λ and 10λ. As the aperture will always be �nite in length, the
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results will never be perfect as an in�nite surface is needed to reproduce the
�elds exactly [14].

4.4.2 Aperture Source Interaction

In this section, the full DDPO is employed. The e�ect of increasing the aper-
ture size on accuracy, is studied. A simple corner re�ector, illuminated by a
0◦ plane wave, is used. The re�ector has been split into two geometries, an
upper and lower re�ector.
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Figure 4.10: 10λ Re�ector with varying aperture sizes.
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Figure 4.11: 10λ Re�ector aperture test.

Figure 4.10 shows the test structures used for the results in Figure 4.11.
The results in Figure 4.11 illustrate the bi-static SW for a larger (10λ) re�ector.
It can be seen in Figure 4.11, that the DDPO results approximate the MRPO
solution well. Taking the aperture to be the extent of the geometries (10λ), as
would be done in case of a practical situation of a cavity aperture, the results
still correspond well. The DDPO results are never perfect as the aperture is
�nite and only an in�nitely large �at sheet can reproduce a �eld exactly (as
per the equivalence theorem [14]).
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Figure 4.12: 20λ Re�ector with varying aperture sizes.
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Figure 4.13: 20λ Re�ector aperture test.

Figure 4.12 shows the test structures used for the results in Figure 4.13. The
results in Figure 4.13 illustrate the bi-static RCS for a larger (20λ) re�ector.
The DDPO results approximate the MRPO solution well.

4.5 Evaluation

Firstly, a simple square cavity will be used to compare the single re�ection
DDPO and SRPO, after which the multiple re�ection DDPO will be compared
to the MRPO. Once it can be seen that DDPO works for the simple square
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cavity, external geometry will be added to add external re�ections. The test
structures will be illuminated by a 45◦ plane wave. The aperture is represented
by the green dotted line.

4.5.1 Square Cavity

The simple square cavity is illustrated in Figure 4.14. The green dotted line
indicates the aperture. The single and multiple re�ection results are shown in
Figure 4.15.

5 0 5 10 15 20 25
x-coordinate [ 0]

0

5

10

15

20

y-
co

or
di

na
te

 [
0]

Figure 4.14: Open square cavity with aperture.
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(a) Single re�ection (K=1) bi-static SW.
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(b) Multiple re�ections (K=5) bi-static SW.

Figure 4.15: Open square cavity with aperture bi-static SW.

The results in Figure 4.15a correspond fairly well with the SRPO, espe-
cially in the main lobes. Of course, since this geometry supports multiple
physical re�ections, the results do not approximate the MoM solution well.
The results in Figure 4.15b show a good correspondence between MRPO and
DDPO results.

4.5.2 Square Cavity with External Geometry

The simple square cavity with the external geometry is shown in Figure 4.16.
The test structure sizes vary from 5λ to 50λ and are shown in Figure 4.16.
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(b) 10λ Aperture.
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(d) 50λ Aperture.

Figure 4.16: Square cavity with external geometry.
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Figure 4.17: Square cavity with external geometry bi-static SW.
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From the results in Figure 4.17, it can be seen that the DDPO method is
able to model re�ections successfully between the two geometries via the aper-
ture sources. The main lobes are in the same locations as the MRPO results.
Since only an in�nitely-sized aperture will guarantee exact correspondence,
di�erences are expected.

4.6 Conclusion

The DDPO method will be very useful for large structures which contain com-
plicated cavities. By allowing the cavity and external geometry to only interact
via the aperture, the amount of computation time can be reduced.

The results in the validation section show that the aperture can act as a
reasonable equivalent source. The interaction between the geometries via the
aperture provides good results.

The practical test of having a cavity and some external geometry is simple
but allows the concept of including other re�ections into the cavity to be
tested. The results correspond mostly well with the MRPO, though notable
di�erences are apparent. The DDPO method was able to model the re�ections
between the two geometries.
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Conclusion

This thesis investigated mesh-based PO methods of electromagnetic scattering
analysis, in a 2D, TM context. The formulation of the MoM in Chapter 2
served as the basis from which the MFIE and EFIE were derived. These were
required later in the investigation. The MoM was formulated �rst since it
provided necessary reference results throughout. The PO chapter provided a
detailed break down of MRPO and IPO variants and the relative performance
of the PO-based methods was assessed. The e�ect of modelling the internal and
external currents versus only modelling the external current was investigated
upon the accuracy of the PO. The Relaxed Jacobi method was altered to
be more general instead of having a set value as in [12]. The α parameter
was varied to investigate di�erent solutions. In the �nal chapter, DDPO was
introduced. A surface of equivalent sources was used to interact between two
di�erent geometries. This way the re�ections from the geometries are able to
communicate via the equivalent sources. The MFIE from Chapter 2 was used
extensively here. Various tests were performed to show that the equivalent
sources and aperture interact correctly.

The comparative study of the PO-based methods in Chapter 3 showed
that MRPO typically corresponded quite well with the MoM solutions and was
consistent. The Jacobi and Relaxed Jacobi methods gave good results for open
structures. For the closed structure, Jacobi did not converge and performed
poorly. Relaxed Jacobi was able to converge and the results approximated the
MoM solution fairly well. Relaxed Jacobi was the most consistent IPO method.
JMRES was not always able to approximate the forward scattering well and
performed poorly in most of the test cases. The IPO methods performed
better when the internal currents for a closed structure were not modelled.
However, the Relaxed Jacobi was unchanged when the internal currents were
not modelled. The IPO methods were not as reliable as MRPO.

In the DDPO chapter, it was demonstrated that re�ections can be success-
fully transferred via the aperture. The structure can be broken up into two
geometries. The bene�t of this being that the shadowing matrix for the entire
geometry does not need to be computed, thus lowering the computational cost.

73
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The DDPO results corresponded well with the MRPO results. The DDPO so-
lution does not match the MRPO solution exactly, which is expected due to
the fact that �nite-sized apertures are used for the equivalent sources.

Future recommendations would be to implement the PO investigation and
DDPO in 3D. Real-world problems are seldom only in two dimensions. How-
ever, this did allow for ideas to be explored more easily, since it is simpler.
The MLFMM acceleration in [18] can be incorporated into the DDPO. This
will have a dramatic e�ect on the computational cost of the shadowing ma-
trix. The DDPO has been limited to only one aperture per structure, which
again will not necessarily be su�cient for real-world problems. To simplify
the structure and decrease the computation time, multiple apertures should
be considered. In the case of the airplane in Figure 4.1, an aperture could be
placed on each of the engines. This would greatly simplify the problem.
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