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Abstract

Impact and Cause of Sensitivity Ripple in Radio
Astronomy Reflector Antennas

W.J. Cerfonteyn
Department of Electrical and Electronic Engineering,

University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.

Thesis: PhD (Electronic)
December 2023

This dissertation presents a study on the impact and cause of the frequency 
ripple in receiving sensitivity of electrically small reflector a ntennas. Knowl-
edge of the shape and spectral content of the ripple is important in some radio 
astronomy applications. Although no alternative to high fidelity s ampling of 
the antenna response, using appropriate computational electromagnetic simu-
lations, was found to accurately characterize the ripple response, the different 
physical causes of the ripple, and their relative impact on the final response, is 
comprehensively considered. For next-generation telescopes using wide-band 
room temperature low-noise amplifiers ( LNA), a s opposed t o e xtremely cold 
cryogenic systems, it is shown that the ripple may, in many cases, be reliably 
ignored during the initial design phase of the system - even for electrically 
very small systems. It is further illustrated how the ripple characteristics vary 
as a function of antenna pointing angle, and how, in some cases, the spillover 
energy onto the hot ground may dominate the effect. To date, such character-
izations have been ignored in the literature, and focus has mainly been on the 
behaviour of the antenna main beam - which normally points at a relatively 
cold sky.

The dissertation describes that the cause of the frequency ripple in receiving 
sensitivity is due to non-ideal effects. The sensitivity r ipple i s influenced only 
by the ripple in the antenna noise temperature (ANT), and the ripple in the 
aperture efficiency (AE), while the antenna and LNA are well ma tched. Fur-
thermore, the ripple of the ANT and AE is determined only by the radiation 
intensity ripple, which is caused by stray radiation, due to non-ideal effects,
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ABSTRACT iii

interfering with the radiation pattern of the full reflector system. Non-ideal
radiation or effects occur, when the reflector does not operate ideally, which
occurs when the reflector is not infinitely large. The extent of the non-ideal
radiation is correlated to the electrical size of the reflector, and thus electri-
cally small reflectors start to diverge more from the ideal radiation proposed
by geometric optics.

Furthermore, it is highlighted that the ANT is a function of all directions, and
thus the sensitivity is also. This results in certain directions or regions being
significantly more important than others for the ANT calculation, in a specific
pointing angle. In these regions, the ripple in the radiation pattern is observed
in the ripple of the ANT, as expected. Heatmaps are constructed to illuminate
these important angles which can be used to gain insight into which non-ideal
effects dominate the ripple contribution, and prove the strong dependence of
the ANT ripple on the pointing angle. Besides being a function of all direc-
tions, the ANT is also a function of many physical parameters. Some of these
parameters and their effect on the ANT is investigated.

During the design of radio telescope projects, such as the ngVLA, state-of-the-
art estimations for ANT and AE are used. The accuracy of these approxima-
tions for ANT and AE are investigated, and characterised. These strategies
used for rapid approximation are fast, however, often neglect modeling the rip-
ple. This is because precise calculation of the ripple is often expensive in terms
of computation and storage, and usually not necessary during the optimisation
phase. The modeling efficiency of these techniques is interrogated, which is a
key component in the effective designing of reflectors for radio astronomy.

Physical Optics (PO) simulation strategies are often used in larger radio tele-
scope designs, compared to Method of Moments (MoM). For smaller designs,
the accuracy between these techniques becomes important to consider. MoM
accounts for more non-ideal effects, compared to PO, and as such models the
ripple more accurately. In small designs, the Physical Theory of Diffraction
(PTD) can be used in conjunction with PO, to more accurately model the
influence of non-ideal effects. There is a breakpoint in frequency, where the
ripple modeled with MoM and PO (with PTD) will converge, as the electric
size of the reflector increases. These techniques are compared and analysed, to
characterise their impact for use in modeling the ripple of the ANT in smaller
designs.

Finally in the conclusion, future work is considered, where possible ripple
prediction methods are discussed. One of these methods uses a combination
of techniques (including Validated Exponential Analysis or VEXPA) to re-
cover a unique signal composition, from a sampling rate under the Nyquist
rate. Besides this method, the viability of geometric arguments, or applying
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a preprocessed ripple, is considered for ripple prediction. The exclusive use of
far-fields in the sensitivity calculation, without considering the near-field, is
also discussed, with suggestions to aid the investigation of its effect.
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Opsomming

Gevolg en Oorsprong van Sensitititeit Riffel i n Radio
Astronomie Reflektor Antennas

W.J. Cerfonteyn
Departement Elektriese en Elektroniese Ingenieurswese,

Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.

Tesis: PhD (Elektronies)
December 2023

Hierdie proefskrif bied ’n studie aan oor die impak en oorsaak van die frekwensie-
rimpeling in die ontvangsensitiwiteit van elektriese klein weerkaatsantennas. 
Kennis van die vorm en spektrale inhoud van die rimpeling is belangrik in 
sommige radiosterrekunde toepassings. Alhoewel daar geen alternatief vir ho-
ëtrou simulasie van die antenna-weergawe, wat gebruik maak van toepaslike 
berekende elektromagnetiese simulasies, gevind was om die rimpelweergawe 
akkuraat te karakteriseer nie, word die verskillende fisiese o orsake v an die 
rimpeling, en hul relatiewe impak op die finale g edrag, o mvattend oorweeg. 
Vir die volgende generasie teleskope wat breëband kamertemperatuur laeruis 
versterkers (LNA) gebruik, in teenstelling met uiters koue kryogeniese stel-
sels, word getoon dat die rimpeling in baie gevalle betroubaar geïgnoreer kan 
word tydens die aanvanklike ontwerpfase van die stelsel - selfs vir elektries baie 
klein stelsels. Dit word verder geïllustreer hoe die rimpeleienskappe verskil as 
’n funksie van die antenna se wyshoek, en hoe, in sommige gevalle, die oor-
spoelenergie na die warm grond die effek kan o orheers. Tot op h ede i s sulke 
karakteriserings in die literatuur geïgnoreer, en fokus was hoofsaaklik op die ge-
drag van die antenna hoofbundel - wat normaalweg na ’n relatief koue lug wys.

Die proefskrif beskryf dat die oorsaak van die frekwensie-rimpeling in ontvang-
sensitiwiteit te wyte is aan nie-ideale effekte. Die sensitiwiteitsrimpeling word 
slegs beïnvloed deur die rimpeling in die antenna ruistemperatuur (ANT), en 
die rimpeling in die stralingsvlak benuttingsgraad (AE), terwyl die antenna en 
LNA goed aangepas is. Verder word die rimpeling van die ANT en AE slegs 
bepaal deur die stralingsintensiteitrimpeling, wat veroorsaak word deur ver-
strooiing, as gevolg van nie-ideale effekte, wat inmeng met die stralingspatroon
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van die volle weerkaatser stelsel. Nie-ideale stralingseffekte vind plaas wanneer
die weerkaatser nie ideaal werk nie, wat plaasvind wanneer die weerkaatser nie
oneindig groot is nie. Die omvang van die nie-ideale straling is gekorreleer met
die elektriese grootte van die reflektor, en dus begin elektries klein weerkaat-
sers meer afwyk van die ideale straling wat deur geometriese optika voorspel
word.

Verder word dit uitgelig dat die ANT ’n funksie van alle rigtings is, en dus is
die sensitiwiteit ook. Dit lei daartoe dat sekere rigtings, of gebiede, aansien-
lik belangriker is as ander vir die ANT-berekening, vir ’n spesifieke wyshoek.
In hierdie gebiede word die rimpeling in die stralingspatroon waargeneem in
die rimpeling van die ANT, soos verwag. Hittekaarte word gekonstrueer om
hierdie belangrike hoeke uit te wys wat gebruik kan word om insig te verkry
in watter nie-ideale effekte die rimpelbydrae oorheers, en om die sterk afhank-
likheid van die ANT-rimpeling op die wyshoek toe te lig. Behalwe dat dit
’n funksie van alle rigtings is, is die ANT ook ’n funksie van heelwat fisiese
parameters. Sommige van hierdie parameters en hul effek op die ANT word
ondersoek.

Tydens die ontwerp van radioteleskope, soos die ngVLA, word innoverende
afskattingstegnieke van ANT en AE gebruik. Die akkuraatheid van hierdie
benaderings vir ANT en AE word ondersoek en gekarakteriseer. Hierdie stra-
tegieë wat vir benadering gebruik word is vinnig, maar ignoreer tipies die
modellering van die rimpeling. Dit is omdat presiese berekening van die rim-
peling normaalweg duur is in terme van berekeningstyd, en gewoonlik nie nodig
is tydens die optimeringsfase nie. Die modelleringsdoeltreffendheid van hierdie
tegnieke word ondersoek, wat ’n sleutelkomponent is in die effektiewe ontwerp
van weerkaatsers vir radiosterrekunde.

Fisiese Optika (PO) simulasiestrategieë word dikwels vir die analise van groter
weerkaatsantennas gebruik, in teenstelling met die moment metode (MoM)
wat vir kleiner stelsels verkies word. Vir kleiner ontwerpe word die akkuraat-
heid van hierdie tegnieke belangrik om te oorweeg. MoM neem meer nie-ideale
effekte in ag, in vergelyking met PO, en modelleer die rimpel dus meer akku-
raat. In klein ontwerpe kan die Fisiese Teorie van Diffraksie (PTD) saam met
PO gebruik word om die invloed van nie-ideale effekte meer akkuraat te mo-
delleer. Daar is ’n breekpunt in frekwensie, waar die rimpeling gemodelleer
met MoM en PO (met PTD) sal konvergeer, soos die elektriese grootte van die
reflektor toeneem. Hierdie tegnieke word vergelyk en ontleed om hul impak te
karakteriseer vir gebruik in die modellering van die rimpeling van die ANT in
kleiner ontwerpe.

Laastens in die slothoofstuk, word toekomstige werk oorweeg, waar moontlike
rimpelvoorspellingsmetodes bespreek word. Een van hierdie metodes gebruik
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’n kombinasie van tegnieke (insluitend Gevalideerde Eksponensiële Analise of
VEXPA) om ’n unieke seinsamestelling te voorspel vanaf ’n stel monsters wat
geneem word stadiger as die Nyquist-tempo. Benewens hierdie metode, word
die lewensvatbaarheid van meetkundige argumente, of die toepassing van ’n
voorafverwerkte rimpeling, oorweeg vir rimpelvoorspelling. Die eksklusiewe
gebruik van ver-velde in die sensitiwiteitsberekening, sonder om die naby-veld
in ag te neem, word ook bespreek, met voorstelle om die ondersoek na die effek
daarvan moontlik te maak.
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Chapter 1

Introduction

Reflector antenna systems are often used in radio astronomy. This is because
reflectors are highly directive antennas, which allows for high sensitivity. In
many radio astronomy projects they are used in an array format, to increase
the sensitivity and resolution of the system. Sensitivity is a primary figure
of merit for radio astronomy, and often times have a frequency ripple which
is ignored in the design of the reflector system. Modeling this ripple is both
computationally expensive and requires more storage, however, not modeling
the ripple leads to a decrease in accuracy. This dissertation studies the cause,
effect, and implications of this sensitivity frequency ripple to provide future
designers of reflector systems for radio astronomy with some guidelines on how
the effectively include, or ignore, the ripple effects in their designs.

1.1 Radio astronomy
The universe consists of many celestial objects which radiate electromagnetic
energy. This energy is detectable on Earth and can come from any direction
in any polarisation, and at different frequencies.

Astronomy is the study of the universe, while radio astronomy is a subset
of astronomy and is about detecting emissions from celestial objects at ra-
dio frequencies and using this information to characterize the universe. These
emissions are noise-like, mostly incoherent and broad-band [2]. They are stud-
ied to determine and analyse their sources, which include stars, galaxies, radio
galaxies, quasars, pulsars, and masers [3]. The first detection of radio emissions
happened in 1933, when Karl Jansky detected them from the milky way while
working at Bell Telephone laboratories. He is considered one of the founding
fathers of radio astronomy.

Detection of these emissions require some physical instrument, namely an an-

1
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CHAPTER 1. INTRODUCTION 2

tenna. These antennas are typically large parabolic reflector antennas. Gen-
erally different reflectors need to be developed for different radio astronomy
projects to be able to detect emissions at different frequencies. The aperture
of a reflector is the projected area of its surface, onto a plane normal to the di-
rection that the reflector receives or radiates the most energy. This aperture is
the collecting area the reflector has available, to receive or radiate energy from.

These emissions tend to be very small signals. To allow these signals to be
detectable, a large collecting area is required. This can be achieved by creating
a single very large antenna. An example of this is Arecibo, which was a 305
m diameter spherical reflector radio telescope, and was the main instrument
in the Arecibo Observatory [4]. Diameter refers to the diameter of the pro-
jected aperture area. It was constructed near Arecibo, in Puerto Rico, at the
Arecibo Observatory in a natural sinkhole. In 2020 the Arecibo telescope was
decommissioned, and a partial collapse of the telescope also occurred, with no
plans to rebuild the telescope. Another example is FAST [5], which is a 500 m
diameter spherical reflector. It is located in the Dawodang depression, which
is a natural basin in Pingtang County, Guizhou, southwest China.

Creating a single large antenna is a difficult and expensive engineering feat.
With the advent of faster computers, data transfer techniques, interferome-
try and aperture synthesis techniques (which will be discussed soon), a large
collecting area can be formed by combining data from multiple telescopes, to
virtually form a single very large telescope. This became a popular design
choice, as very large telescopes could be formed without the mechanical dif-
ficulty of physically building one. A collection of antennas working together
is called an array. Array design is fundamentally plausible as a single large
parabolic reflector can be dissected into many smaller parabolic reflectors with
the same focus point as shown in Fig. 1.1. Note that this figure does not rep-
resent how array designs are commonly physically realised, it simply presents
a fundamental argument to why array designs can work.

Array design does have drawbacks. Each antenna element in the array requires
its own electronics back-end, and the back-end correlator scale squarely with
the number of elements. For single element radio telescopes, the cost scaling
associated with the reflectors, feeds, and back-end in arrays does not occur.
This makes them notably cheaper to operate than arrays and still viable in
radio astronomy [6].

Many modern array radio telescope designs use interferometry and aperture
synthesis [7]. Interferometry is a method which uses the interference char-
acteristics of signals, to combine them from multiple antennas [8]. Consider
a 2-element interferometer, which has a single baseline connecting them. A
baseline is the vector connecting two antennas that are both a part of the
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CHAPTER 1. INTRODUCTION 3

Figure 1.1: Array design is fundamentally plausible as a single large parabolic
reflector can be dissected into many smaller parabolic reflectors with the same focus
point

same larger array. By using interferometry, these two antennas can obtain an
angular resolution similar to an antenna with an aperture the size of the base-
line. The angular resolution is the ability of the interferometer to observe fine
detail, or small objects, in the sky [9]. Large baselines allows efficient imaging
at high resolutions [10]. However, since there are only two antennas collecting
energy, the collection area is small, which leads to low sensitivity. Sensitivity
will be discussed soon.

Two antennas that are synchronously connected as an interferometer, and sep-
arated by a large distance, gives rise to the formation of fringes, or grating
lobes. Fringes or grating lobes are images of the signal received from the an-
tennas. This is because of the spacing requirement for arrays which states that
in a uniform array, the element can be at most a half wavelength spaced apart,
to suppress grating lobes. This requirement in turn is due to the Nyquist sam-
pling rate, which states that for a certain aperture, a certain amount of samples
(antennas) are required to avoid aliasing (grating lobes). It is interesting to
note that when using reflectors, the baselines will naturally be large. This is
because the electric size of reflectors are much larger than half a wavelength, in
any sensible case, and they are placed even further apart. The baseline length
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is exacerbated at high frequencies, in wideband situations, which increases the
electric size of the reflectors even more, and places them even further apart.

In aperture synthesis, antennas are placed at varying baselines between the
original two antennas [11]. The combination of fringes generated from these
different baseline antennas, suppress the total fringes in the system. This re-
sults in the original received signal being dominant. This technique also allows
large collecting areas to be formed, because there are many antennas, which
gives rise to a more sensitive system [12]. Aperture synthesis, or synthesis
imaging, is thus a type of interferometry that mixes signals from a collection
of antennas to generate pictures or information having the same angular res-
olution as an instrument the size of the entire collection.

Interferometry can be used to tune the system to observe fine details in [10]
by choosing large baselines. It can also be used to give sensitivity to larger
objects in space, by choosing shorter baselines, but smaller objects can then
not be observed [9].

The rotation of the Earth also rotates these baselines, giving sensitivity in dif-
ferent directions on the sky. If many long and short baselines are available, and
they rotate with the Earth, a detailed image of various scales and resolutions
can be formed. Aperture synthesis has led to radio interferometers becoming
true imaging devices, with resolution far in excess of that available to optical
telescopes [11].

Sensitivity is a primary figure of merit (FoM) for radio astronomy. It can be
described as the minimum detectable signal that can be observed on a given
collecting area. Maximizing sensitivity is preferred, as this allows smaller sig-
nals to be detected. A certain collecting area can have a varying sensitivity,
depending on how effective the area is being used. Optimising the elements in
the array indirectly optimises the array as well. Engineers often optimise the
reflectors to optimally use the collecting area, to maximize sensitivity.

Arrays can be designed with a large number of elements or antennas, N , with
small element diameters, D, to reach the same collecting area compared to
using fewer elements with a larger diameter. This big-N-small-D strategy is
used in radio astronomy to obtain a large collecting area. There are several
radio astronomy projects already using this principle, including the Square
Kilometer Array, or the SKA. The SKA, has the goal of reaching a combined
collecting area of about a square kilometre [13]. The project will have 64
MeerKAT (precursor) dishes with a 13.5 m diameter and 133 reflectors with
a 15 m diameter for the SKA mid-frequency (SKA1-mid) telescope array [14].
The SKA1-mid is the part of the SKA that will be built in South-Africa, with
the SKA1-low and SKA1-survey being built in Australia. The SKA can be
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interpreted as a compromise between the number of elements, N , and their
aperture, D, compared to other arrays such as the Deep Synoptic Array 2000-
antenna (DSA-2000) which also use this principle. As technology continued
to improve, projects with even more and smaller elements were developed like
the DSA-2000, as the computational and data transfer burden could now be
handled. The DSA-2000 has a much larger number of elements with a much
smaller diameter compared to the SKA with 2000 elements with a 5 m diam-
eter [15].

In this dissertation for comparative reference, the SKA reflector antennas can
be seen as ’medium’ sized and the DSA-2000 reflector antennas as ’small’, for
the L-band (0.7 - 2.0 GHz) frequency range.

1.2 Purpose of this study
Smaller reflector designs may be desirable, however, the decrease in the elec-
trical size of a reflector presents new engineering challenges. These challenges
need to be investigated to be able to effectively design small antennas.

One of the reasons why smaller reflector designs are desired is their faster sur-
vey speed. Survey speed is heavily dependent on the size of the antenna beam
[16]. An antenna that has a wide beam enables a faster surveying speed than
one that has a narrow beam. The width of an antennas beam is generally
dependant on how large the antenna is, or particularly how large its aperture
is. Smaller reflectors have wider beams compared to larger reflectors.

With 2000 5 m dishes, the DSA-2000 has comparable sensitivity to SKA1-mid,
but has notably faster survey speed [17]. Survey speed is an important met-
ric for the DSA-2000 and perhaps future projects. The demand for effective
smaller dish designs are thus high, which makes the effective design of these
reflectors a priority.

Another reason why certain projects prefer using smaller reflectors is, that they
are notably more cost effective compared to larger ones. Small 5 m reflectors
can be manufactured using single piece manufacturing, to create a single-piece
reflector, which is not possible for larger 13.5 m and 15 m dishes. This reduces
capital cost investment notably, as the per unit cost is much less.
One of the challenges in small reflector design is the effect of the low noise
amplifier (LNA) temperature on the sensitivity. LNAs are part of the receiver
back-end of a reflector system in radio astronomy [18]. Historically LNAs did
not have acceptable performance in ambient temperature, making cryogeni-
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cally cooling them a requirement for high sensitivity systems [19].

The operational costs of large radio astronomy array projects can be 10% of
capital costs per annum. A major cost factor for operational costs involved
are cryogenic cooling of components, because it requires a substantial amount
of power and maintenance. Many current systems require cryogenic cooling
to keep the physical temperature low, which reduces the noise temperature
significantly [20]. This is because the gain of the LNA is typically provided by
several indium phosphide (InP) high electron mobility transistors (HEMTs),
which according to the Pospieszalski noise model, shows that the standard
four noise parameters can be expressed in terms of HEMT equivalent circuit
parameters and two frequency-independent noise temperatures. The first pa-
rameter Tg, associated with the gate-source resistance rgs, scales linearly with
temperature [21].

Projects with smaller reflectors generally have significantly more elements. In-
stalling a cryostat and maintaining it for many elements is a notably larger
operational and capital investment cost [22].

With the advancement in ambient temperature LNA technology, due to im-
provement by Dr. Sander Weinreb in the field of ambient LNAs [15], the
DSA-2000 has elected to use them. Ambient temperature LNAs do not re-
quire cryostats and as such the capital cost investment is lower [23]. Since
cryocooling is also not required, the operational costs are also lower. The unit
cost for the DSA-2000 antenna/receiver package is lower than $20, 000, includ-
ing hardware and labour. This is significantly lower than the per unit cost of
the SKA.

Generally non-cryocooled LNAs have worse performance than cryocooled LNAs.
The impact of the receiver or LNA temperature on the sensitivity has to be
investigated to quantify and analyse the impact of using non-cryogenically
cooled LNAs.

Regarding the radiation pattern of smaller reflector antennas, diffraction ef-
fects start to play a larger role as the size of the antennas decrease. These
effects are non-ideal behaviour, which deviate from the intended electrical de-
sign of a reflector, that become more pronounced as reflector electrical size
decreases. Non-ideal effects will be described in detail in Chapter 2 and Chap-
ter 3. The expected result from these effects is to cause a ripple behaviour
on the sensitivity over frequency. Another challenge in small reflector design
might be this ripple becoming a large contributor to the sensitivity, as it is
generally negligible and ignored in larger systems.

The effectivity of simplified calculation techniques [24], for use in the calcu-
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lation of sensitivity for smaller reflector designs, also need to be investigated.
These techniques will be discussed in detail in Chapter 4, but in short they
use simplifications, which leads to fast approximations with relatively high
accuracy, for use in electrically medium or large reflectors. These modern
sensitivity calculations simplify diffraction effects. This is in part due to the
computational burden to accurately characterise it over the entire band, but
also because larger reflectors have less pronounced edge diffraction effects,
which is why simplifying the effects still provides accurate enough results.
Smaller reflectors have a larger circumference to surface area ratio, and thus
have larger diffraction effects. For electrically small reflectors it is expected
that the sensitivity will have a larger ripple over frequency than for electrically
larger reflectors. The modern sensitivity calculation techniques are sufficient
to design large and medium sized reflectors, however, these techniques might
become inadequate when decreasing the electrical size of the reflectors. A ma-
jor part of the design of these reflectors for radio astronomy is the quick and
accurate calculation of the sensitivity.

It is possible to not use simplifications and simply perform a very dense analy-
sis over frequency to capture the ripple, however, this will require significantly
more time to simulate and design small reflectors, to the point of being possi-
bly being unviable. In this dissertation, the terms analyse and simulate will be
used interchangeably. This is because computational electromagnetic (CEM)
design tools are used to analyse the electric behaviour of antennas, by simu-
lating its behaviour. If the omission of the ripple during the design of smaller
reflector systems is notable to the accuracy of simulating the electrical be-
haviour of the reflector system, then these simplifications will not be viable to
design small reflectors. If these techniques can not be readily used for smaller
reflector design, methods to quickly and accurately identify and predict the
ripple will be necessarily to update these techniques to be viable for small
reflector design.

Another challenge is that small reflectors might not be accurately charac-
terised electrically with the use of the asymptotic Physical Optics (PO) anal-
ysis method, which is often times used for larger reflector design, as reflector
electric size becomes very small. Full wave analysis methods such as Methods
of Moments (MoM), which is generally not used for larger reflector designs,
as it is not notably more accurate and significantly slower, might become a
relevant design technique for smaller reflector designs.

The primary purpose of this PhD research project is to investigate the ripple
over frequency of the sensitivity for electrically small reflectors. The causes of
the ripple is investigated. The prominence of the ripple is also interrogated, to
determine the viability of using these simplifications in the design of electri-
cally small reflectors. With the advances in LNA technology, the viability of
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the modern non-cryocooled LNAs are also essential to review, by considering
the impact of the LNA temperature on the sensitivity ripple. Finally, the via-
bility of analysis techniques for use in electrically small reflectors is analysed.

1.3 Contributions
1. Characterisation of the causes of the ripple on the sensitivity for electri-

cally small reflector designs. A thorough analysis into the origin of the
ripple could perhaps aid in the prediction of the ripple or the mitigation
of it. Possible ripple prediction techniques are also discussed.

2. Characterisation of the impact of the ripple on the sensitivity for elec-
trically small reflector designs, and the viability of using simplifications
to calculate the sensitivity for small reflector designs.

3. Characterisation of the impact of the receiver or LNA temperature on
the ripple of the sensitivity. With the advent of low temperature non-
cryocooled LNAs, the impact of the LNA temperature on the sensitivity
ripple could indicate for which LNA temperatures it is important to
model the ripple.

1.4 Dissertation layout
Following this basic high-level introduction, Chapter 2 will discuss reflectors,
including the rise of non-ideal effects with smaller reflectors. Analysis tech-
nique ability to identify non-ideal effects are discussed.

Non-ideal effects are then described in detail in Chapter 3, followed by the
interference process through which non-ideal effects influence the radiation
pattern of the reflector system to inject a ripple on it over frequency.

The effect of the radiation pattern on the antenna noise temperature (ANT)
ripple is discussed in Chapter 4, followed by an investigation into the angle
dependency of the ANT.

The cause of the ripple in the sensitivity is then investigated in Chapter 5,
followed by the impact of the ANT and aperture efficiency ripple on the sen-
sitivity.

Finally the conclusion is given in Chapter 6.
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Chapter 2

Characterisation of reflector
systems

2.1 Introduction
A reflector antenna is a large metal surface, which approaches a perfect elec-
trical conducting (PEC) surface, so that it optimally scatters or reflects most
of the energy incident on it. Any reflector system consist of one or multiple
reflector antennas and a feed. The feed receives or radiates energy. The reflec-
tor antenna is designed to redirect a large amount of energy to the feed in the
receiving case, or radiate a large amount of energy from the feed in specific
directions in the transmitting case. This translates to reflectors having a rel-
atively high directivity, which is generally why reflectors are used over other
antenna types. To achieve this, they are often relatively large constructions
compared to other types of antennas. This is especially useful in radio astron-
omy as a larger collecting area leads to more sensitivity.

In this dissertation the electrical size is implied when referring to size. Elec-
trical size measures a reflector in wavelengths at a particular frequency, and is
thus a function of frequency. Higher frequencies will lead to a larger electrical
reflector size, for constant physical size, as the wavelength decreases. Reflector
antennas are often designed to operate over a certain frequency band and as
such will have an increasing electrical size as the frequency increases over the
band, while the physical size remains constant.

9
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CHAPTER 2. CHARACTERISATION OF REFLECTOR SYSTEMS 10

2.2 Geometric Optics design of reflector
antennas

Electromagnetic fields propagate as spherical waves, when not in close prox-
imity to a radiating source, and when in free space. A feed antenna, which
radiate electromagnetic energy, is an example of a radiating source. Geomet-
ric Optics (GO) is a simplification of the behaviour of electromagnetic waves
and it is relevant for electrically large structures. It assumes that electromag-
netic spherical waves travel in rays, or straight lines, in free space and can be
reflected. Ray tracing techniques traces the path a ray would propagate or
reflect in. These techniques can thus be used to determine the behaviour of
electromagnetic waves following the model proposed by GO.

Snell’s law states that for an incident ray reflected from a surface, the reflected
ray would have the same angle as the incident ray, relative to the tangent (or
normal) of the surface. This law is also relevant for GO analysis, where the
rays reflected from the surface of the reflector follow this law, θi = θr. The
electric field (E-field) and magnetic field (H-field) components, are orthogonal
to each other, and to the propagation direction s̄[·].

Consider a reflected GO field propagating along parallel rays towards the an-
tenna aperture, s̄p = z̄. The reflected E-field at a certain distance from a
radiating source can be calculated as follows,

Ep(s) = Ei(0)e
−jks, (2.1)

where s is the distance measured from the field source along the ray path, and
the wavenumber is defined as k. The e−jks term thus accounts for phase oscil-
lation for the E-field in the direction of propagation. The Ei(0) term assumes
no spatial attenuation present.

The GO method is discussed in detail in [25]. It explains the E-field amplitude
attenuation due to propagation effects, reflection coefficient and polarisation
orientation.

The incident field of the reflecting surface, as well as the scattering effects of
the surface due to this incident field, have to be known to calculate the full
reflector system radiation pattern. Additionally the electrical properties and
geometry of the reflecting surface have to be known too, however, the geometry
is generally chosen. Thus, the full radiated field of a reflector system can be
calculated as follows,

Etot = Ei + Ep, (2.2)
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where Ep is the electric field component that is caused by scattering or reflec-
tion effects, which reflects away from the reflector surface, Ei is the incident
electric field on the reflector surface, and Etot is the total radiated field of the
reflector system.

The electric field component, Ep, is unknown. Approximation methods are
often times used to calculate this quantity quickly and relatively accurately.
These approximation methods are asymptotic methods, which means they are
asymptotically accurate on electrically large structures, but become less accu-
rate for smaller systems. GO is such a method. When the reflected E-field
is calculated and the incident E-field is known, the total radiated field can be
calculated with GO by using (2.2)

For GO, the geometrical theory of diffraction (GTD) is a compensation tech-
nique, which uses ray tracing to include diffracted rays and describe diffracted
fields [26], to improve the GO method.

The ray trace simplification allows conic sections, or idealised geometric forms,
to be used for the design of reflector antennas which directs rays in a pre-
dictable manner in the ideal case. The ideal case refers to the perfect redi-
rection of energy according to one of these conic sections. Theoretically this
is realisable with an infinitely large conic section. A conic section is formed
from the resulting intersection curve between an intersecting plane and a cone.
Different curves can be formed depending on orientation of plane intersection.
These curves have names, such as the classical parabola, ellipse or hyperbola.
This process is shown in Fig. 2.1

These different curves direct rays in different ways, however, all of these curves
direct rays through two specific focus points. An example for an ellipse is shown
in Fig. 2.2 and an example for a parabola is shown in Fig. 2.3. Notice how
the one focus point for the parabola is at infinity, this has the implication of
directing the rays in parallel.

The reciprocity theorem in antenna literature state that the transmitting or
receiving of electromagnetic waves in antennas result in the same electrical
behaviour of the antenna. Thus, the ray orientation can be inverted. This also
applies to the feed. In this dissertation receiving and transmitting cases will
be used interchangeably.

In the case of the parabola the feed can be placed on the nearest focus point,
which will then collect incoming rays from a single direction as the parabola
collimates in one direction. In the ideal case it is a Dirac delta response over
angle, which creates a perfect narrow beam that can be completely controlled
to collect a large amount of radiation from a specific direction. This is useful
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Figure 2.1: Conic sections reflector cut

for radio astronomy, as extremely weak signals from specific sources in the
universe can then be detected and studied. In Fig. 2.4 this is shown.

These 2D conic designs can be used in their 3D forms to create physical reflec-
tors with the same geometric properties, as shown in Fig. 2.5 for the parabola
case. A 2D parabola is rotated around the symmetry axis of the 3D paraboloid
to form it. A section of this parabola, which represents the cross section of
the reflector design, is selected. A cutting plane is inserted from the one outer
edge to the other. The volume below the cutting plane is a 3D paraboloid,
representing the physical reflector antenna design. The reflector is symmetric
around its cross section. In this dissertation, reflector antennas will be pre-
sented in their cross section form.

The parabola geometry can be used as a single or primary reflector. A single
reflector refers to one reflector used as a reflector system, where a primary
reflector refers to the first reflector in a reflector system, where energy from
space is incident on it, in the receiving perspective. Most radio astronomy
projects use a parabola geometry as a single or primary reflector due to the
reasons mentioned earlier. A possible configuration from a single reflector is
shown in Fig. 2.6. This is a centre fed configuration where the feed is placed
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Figure 2.2: Ellipse focus points

in front of the reflector.

The ellipse is generally not used as a single or primary reflector, but is very
useful as subreflector in a dual reflector system. The ellipse directs energy over
an angle arc in the ideal case, instead of in a single direction. This is shown in
Fig. 2.7. In the ideal case, this allows the elliptically shaped subreflector to di-
rect all the energy from a feed onto a parabola shaped primary reflector, which
then radiates all the energy in a single direction (or reversed in the receiving
perspective), and is shown in Fig. 2.8. This is referred to as a highly directive
antenna system, as it receives (or transmits) most energy from (to) a specific
direction. This is the direction of maximum radiation intensity, and around it
is the main lobe, or main beam. Directions outside the mainlobe, is called the
sidelobes, and radiation to the back of the antenna is called the backlobe. This
type of reflector configuration is called the Gregorian dual reflector system and
many radio astronomy projects have preferred or highly considered this optics
configuration for high performance systems.

This definition of the Gregorian system is not standard, however, it is useful
for the discussion of the effect of non-ideal radiation on the radiation pat-
tern, which is later discussed in the dissertation. The standard definition of a
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Figure 2.3: Parabola focus points

Gregorian system states that the (non-infinite) focus of the parabola is posi-
tioned on the secondary focus of the ellipse. The overlapping of the two focus
points, allows the reflector system to achieve high transmission efficiency and
low spillover levels (which will be discussed in Chapter 3) over a wide fre-
quency band [27]. This is because the relative position of their focuses is
independent of frequency, allowing largely predictable energy transmission in
any electrically large situation. Theoretically, all of the energy of the parabola
is transferred to the ellipse through the shared focus, which is then transferred
to a feed. This leads to high transmission efficiency.

Additionally, both reflectors can be positioned outside of the aperture plane of
the other. This allows both reflectors to be designed electrically large, without
causing aperture blockage. It is also possible to design them rotationally, or ax-
ially, symmetric. In this case there is aperture blockage, however, it provides a
uniform phase distribution over the illuminated portion of the aperture, which
increases polarisation performance [28]. Rotationally symmetric dual reflectors
are usually designed for Cassegrain antennas, to reduce the subtended angle of
the feed, or feed taper angle, for use with deep primary reflectors. Offset dual
reflector systems are usually designed for Gregorian antennas, where the feed
taper angle is similar or larger compared to primary focus systems. A larger
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Figure 2.4: The parabola creates a Dirac delta response over angle in the ideal
case, which is theoretically realisable for an infinitely large parabola

taper angle requires a smaller feed. A smaller feed is usually lighter, easier to
mount, requires less physical support and can be easier to manufacture.

Using the design equations from [29], the offset Gregorian dual reflector an-
tenna system which has an unblocked aperture without supporting struts was
created, and is shown in Fig. 2.9 along the xz-symmetry plane. The design is
based on practical size dimensions satisfying the Mizugutch condition to reduce
cross polarisation [27]. The polarization characteristics of a reflector system is
influenced by the symmetry of the reflectors. The cross polarised component
over the aperture plane due to the asymmetrical reflector configuration can be
canceled by making effective use of a another asymmetrical reflector and by
properly arranging them with a primary radiator. The condition to cancel the
cross-polarized component in such a reflector system is expressed as follows,

tan(α) =
|1− e2|sin(β)

(1 + e2)cos(β)− 2e
, (2.3)

where alpha is the angle between the horn axis and the rotation axis of the
subreflector, beta is the angle between the rotation axis of the subreflector and
that of the paraboloidal main reflector, and e is the eccentricity of the subre-
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Figure 2.5: 3D paraboloid reflector antenna formed from 2D parabola conic section

flector. This condition is known as the Mizugutch condition. Offset technically
refers to the reflector system not being axially symmetric, and practically this
occurs when the feed is placed offset to this axis. The subreflector subtended
half-angle is denoted by θe and the projected aperture diameter by Dm. The
feed-up and feed-down pointing angle directions are denoted by +θp and −θp,
respectively. The feed-up pointing angle refers to the feed rotating up towards
the sky, where the feed-down tipping angle refers to the feed rotating down
towards the ground.

Reflector antennas in radio astronomy are usually highly directive. They are
commonly rotated, or tipped, so that they can observe radiation from different
directions, which originates from celestial objects that are scattered through-
out the universe. The tipping angle, or pointing angle, is defined as the angle
between zenith and the vector normal to the aperture plane of the reflector
system and is shown in Fig. 2.10. The reflector is not rotated in azimuth.
This is not necessary as the reflector system is symmetric around its shown
cross section.

In this dissertation, unless otherwise stated, an arbitrary relatively small off-
set Gregorian dual reflector antenna system is used as the standard reflector
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Figure 2.6: A single reflector configuration

configuration for analysing ANT, aperture efficiency (AE) and sensitivity. A
standard reflector was chosen, to serve as a constant throughout the analysis,
to make it more tractable. It is explicitly stated in cases where the reflector
design changes, and the effect it has. A relatively small reflector is chosen
to illustrate the implication of the non-ideal effects on the radiation pattern
based responses of the system, as non-ideal effects become less important for
larger reflectors. Any electrically small reflector could be chosen for the analy-
sis, including a single reflector. Although the influence of the non-ideal effects
in this case might be different, the analysis remains relevant for any electri-
cally small reflector. The reflector has maximum main and subreflector chord
lengths of 5 m and 2 m respectively, and features a main-reflector projected
aperture diameter of 4 m. Chord length refers to the length of the line drawn
from one cross section outer edge, to the other. Finally, a similar reflector was
used for the analysis of non-ideal effects in the AE calculation in [30], which
is discussed and compared in Chapter 5.
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Figure 2.7: Ellipse creates a square response over angle in the ideal case, which is
theoretically realisable for an infinitely large ellipse

2.3 Analysis techniques
The assumption thus far have been for idealised cases. In practise, however,
there are non-ideal effects that influence the radiation pattern generated from
a reflector system. These non-ideal effects will cause a parabola geometry for
example to radiate some energy in all directions, instead of just a single direc-
tion. Non-ideal effects become more pronounced as the reflector size decreases.
Non-ideal effects include diffraction effects, which will be discussed in detail in
the next chapter. GO does not take non-ideal effects into account, and is thus
commonly only useful for an initial design, as it is usually not accurate enough
for a comprehensive electrical analysis of the design. Techniques such as PO,
Physical theory of Diffraction (PTD) and MoM, account for these non-ideal
effects, and are commonly used to analyse antenna electric behaviour. Each of
these techniques account for various levels of non-ideal effects, and the tech-
nique chosen is thus dependent on the size of the reflector.
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Figure 2.8: Ellipse parabola interaction

2.3.1 Physical Optics and Physical Theory of
Diffraction

PO is an asymptotic current distribution approximation method. The PO
method require the discretization of a surface, to allow it to calculate the
current distribution on the surface. Without discretization, there is technically
infinite currents, which is computationally intractable. The discretization of a
surface can be realised through meshing the antenna geometry, and can be seen
in Fig. 2.11. It can also be achieved by creating a point cloud of the surface,
and will also be presented as shown in Fig. 2.11 for brevity, where the centre of
each element will be a point in the cloud. Meshing is the process of segmenting
the antenna into smaller sections. Combining all these sections forms the entire
antenna geometry again. Note that the mesh elements are usually edge-to-edge
packed, but they are seperated some distance from each other in Fig. 2.11,
for the purpose of illustration. Each of these mesh elements are numbered,
and have a surface current associated with it. Since the current distribution is
technically continuous, large discretized sections will result in a low resolution
and inaccurate representation of the current distribution. Smaller discretized
sections have to be balanced with the computational burden of solving more
currents.
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Figure 2.9: An arbitrary offset Gregorian dual reflector antenna is shown along
the xz-symmetry plane. The subreflector subtended half-angle is denoted by θe and
the projected aperture diameter by Dm. The feed-up and feed-down pointing angle
directions are denoted by +θp and −θp, respectively

The PO method can be solved using a point based method, or using a meshing
scheme. For mesh based PO, the current on each of the mesh elements can be
calculated with the use of a basis function. The Rao-Wilton-Glisson (RWG)
functions are a set of basis functions, and arbitrarily shaped surfaces can be
modeled by using them. This is because such surfaces can be modeled using
a tetrahedral mesh and the RWG can realise it. The RWG is a special set of
basis functions, and their normal components are continuous across all surface
edges. Each shared edge in the mesh has a single basis function associated
with it.

The PO method makes the assumption that the surface current on a tangential
infinitely large flat surface, is the same as the surface current at a specific
point on a perfectly conducting curved scatterer. An incident plane wave on
an infinitely large flat surface, generates a reflected plane wave. This can be
seen in Fig. 2.12. The surface current at any point on this surface is simply
[31],
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Figure 2.10: Offset Gregorian dual reflector, tipping in −θp to demonstrate the
definition of pointing or tipping angle for radio astronomy

J̄s = 2n̂×H i, (2.4)

with the incident magnetic field denoted as H i, and n̂ the unit vector normal
to any point on the surface. When using this assumption on a specific point
on the curved scatterer, then n̂ is the unit vector normal to any the specific
point on the curved scatterer. It is important to note that this PO current
calculation requires line-of-sight visibility to the source of the radiation.

From this, the Ep from (2.2), which is the electric field component that is
caused by scattering or reflection effects, can instead be treated as the scat-
tered electric field radiated by the current distribution from (2.4).

The surface current assumption becomes inaccurate at the edge of the reflec-
tor. This can be seen in Fig. 2.13. This is because the edge is a discontinuity,
without an approximate flat surface surrounding it. The current assumption
at the centre of the reflector is accurate, if the reflector is electrically large
enough, for the surrounding surface area to appear approximately flat.
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Figure 2.11: Both PO and MoM discretizes the surface of the antenna, to create a
finite number of currents to calculate, which is required for any numerical calculation
technique. The discretization of a surface can be realised through meshing or creating
a point cloud of the surface

For PO, the PTD is a compensation technique, that can be used to more ac-
curately calculate the radiation from the edges of a reflector surface. It is a
current approximation based method, and improves the accuracy by including
edge diffraction effects on the rim of the reflector surface. It instead assumes
that a plane wave illuminating an infinite, perfectly conducting half plane [32]
is the reason for the induced currents.

The surface current assumption used in PO, also omits certain interactions.
It assumes the current at each mesh element (or point) is only due to the in-
coming wave, however, this is not entirely correct. The current at each mesh
element (or point) radiates and could induce currents at mesh elements (or
points) over the reflector, which will change the currents at these mesh ele-
ments (or points). This can be seen in Fig. 2.16.

The PO described and used in this dissertation is single reflection PO (SRPO),
however, Multi-reflection PO (MRPO) also exist. The MRPO applies the PO
approximation to the field radiated by the present current solution towards
the scatterer itself, to account for successive internal reflections. The visibility
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Figure 2.12: An infinite flat surface generates a reflected plane wave, from an
incident plane wave

status between every pair of basis functions is required, taking into account all
geometry [33]. MRPO includes some non-ideal effects in its calculation, that
SRPO does not. This allows it to model some re-radiation and self-coupling
non-ideal effects. These effects will be discussed in more detail in Chapter 3.

In many cases the PO simulations are also performed in a sequential manner,
as seen in Fig. 2.15. The scattering of the subreflector, due to the energy radi-
ated from the feed, is calculated. Then, the scattering of the primary reflector,
due to the scattering from the subreflector and the feed radiation is calculated.
Finally, the total radiation pattern is calculated due to the scattering from the
primary reflector, the subreflector, and the radiation from the feed. In this
case, the effect of the primary reflector scattering, on the scattering of the sec-
ondary reflector is omitted. Technically this can be simulated, however, then
the scattering of the secondary reflector on the first has to be simulated again.
This process can then be repeated until convergence, which would make the
method extremely slow. In this dissertation, the PO calculation is performed
as shown in Fig. 2.15.

These assumptions allow the PO method (and even the GO method) to present
fast and relatively accurate estimations of the reflector system radiation pat-
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Figure 2.13: PO current calculation near the edges of a reflector is very inaccurate,
while PO current calculation near the centre is more accurate, if the reflector is
electrically large enough

tern, especially for electrically large reflector systems. With a reduction in
size, these assumptions become more inaccurate. The assumptions lead to an
incomplete description of the non-ideal effects. The field effects on the edge
of the scatterer, for example, are not comprehensively considered to account
for edge diffractions (which is a non-ideal effect and will be described in the
next chapter). Compensation techniques can, however, be used to improve the
initial approximations and their ability to account for non-ideal effects.

When the PO currents are calculated for a surface, then the radiated field can
be calculated with the radiation integral analysis procedure. In this procedure
the magnetic current sources J̄m, together with the electric current sources J̄e,
cause the surface current distribution J̄s. This surface current distribution, J̄s,
is then integrated to obtain the electric vector potential Āe and the magnetic
vector potential Ām as follows,

Āe =
µ

4π

∫∫
S

J̄e(r̄
′)
e−jkR

R
ds′, (2.5)
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Figure 2.14: Coupling between currents is not taken into account using PO, but is
when using MoM

Ām =
ε

4π

∫∫
S

J̄m(r̄
′)
e−jkR

R
ds′, (2.6)

with the permittivity as ε and the permeability as µ. The euclidean distance
is defined as R = |r̄ − r̄′|, with r̄ being an observational point in the far-field
and r̄′ being the source coordinates over the reflecting surface. The integral is
bounded by the surface limit S, and each prime variable, denoted with [·]', is
in reference to the integration over the scatterer surface. The scattered electric
field Ep can be calculated as follows,

Ep = −jω[Āe +
1

k2
∇∇ · Āe]−

1

ε
∇× Ām, (2.7)

with the angular frequency denoted as ω. From this, the entire radiated field
can be calculated as previously shown in (2.2). Next, the MoM will be dis-
cussed.
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Figure 2.15: A possible calculation process of a PO simulation to calculate the
total radiation pattern

2.3.2 Method of Moments

The MoM is a full-wave method, and not an asymptotic method like the PO.
This means that MoM calculates all the surface current interactions, and does
not use the same assumptions that PO uses, which allows it to be accurate for
all reflector sizes. The MoM calculates the integral form of Maxwell’s equa-
tions. It does this by creating a solvable matrix equation from the electric
field integral equation (EFIE), by first transforming it into a boundary value
problem. The EFIE can describes the electrical behaviour of the antenna sys-
tem by using a known current distribution, J (r ′), to calculate the electric field.

The EFIE can be described as follows [34],

E = −jωµ

∫
V

G(r , r ′) · J (r ′) dr ′, (2.8)

or as

E = L{J} = −jωµ

∫
V

G(r , r ′) · J (r ′) dr ′, (2.9)
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where L is the integral operator and G(r , r ′) is the dyadic homogeneous Green
function defined as,

G(r , r ′) =
1

4π

[
I +

∇∇
k2

]
e−jk|r−r ′|

|r − r ′|
. (2.10)

The EFIE has a unique solution in the case where the tangential field compo-
nents are required to be zero at the surface of the PEC antenna, (E tan = 0),
which is the case for the boundary condition of a perfect electrical conductor
(PEC). In this case an analytical solution is usually not possible, but a numer-
ical approximation is. The MoM is a numerical approximation and has shown
to be an accurate approximation of Maxwell‘s equations.

If the source (E inc) induces the current distribution J , then the scattered field
can effectively be calculated by (2.9).

The boundary condition of a perfect electrical conductor (PEC) also provides
a relation between the incident field and the scattered field as follows,

L{J s}tan = −E inc,tan. (2.11)

The induced current, and the incident field, can be used to solve the integral
equation, by using the formulation described in (2.9). The MoM also has to
mesh the antenna, to be able to solve it.

A sum of coefficients for the basis function, defined on the mesh, can be used
to approximate the induced current as shown below,

J =
M∑
n=1

αnf̄n. (2.12)

The basis function is denoted as f̄n, and the unknown coefficients as αn.
When using the RWG basis functions, with each shared edge in the mesh
having a single basis function associated with it, there are no artificial charge
densities along the edges and the total charge in the mesh is zero. This makes
modelling of the current densities easier. When using the approximation from
(2.11) in (2.9), it creates a solution with a single equation and M unknowns.
Note that the RWG functions are not used in all MoM solvers. While RWG is
used in this dissertation for illustration, higher order basis functions can also
be used.

The terms testing or weighting refers to the process of changing an integral
equation to a set of linear equations. Weighting or testing is defined as follows,
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M∑
n=1

αn

∫∫
S

wm(r) · L{fn} dS =

∫∫
S

wm(r) · E inc dS (2.13)

where the electric field is weighted and integrated over the testing function
(wm).

The integral equation can be tested using a Dirac delta function or a constant.
It can also be tested by using Galerkin testing. Galerkin testing is when the
basis function itself is used as the testing function. This form of testing con-
straints the boundary condition across the entire surface domain [35], unlike
point matching [36]. It is also computationally simple.

Thus, by using a RWG, Galerkin, EFIE-based MoM to solve the surface current
density, it generates a system of linear equations for a single antenna with M
number of DoFs as follows,


Z11 Z12 Z13 . . . Z1M

Z21 Z22 Z23 . . . Z2M

Z31 Z32 Z33 . . . Z3M
...

...
... . . . ...

ZM1 ZM2 ZM3 . . . ZMM





α1

α2

α3
...

αM


=



v1
v2
v3
...
vM


. (2.14)

Furthermore, the system can be segmented per array element as follows,


Z11 Z12 Z13 . . . Z1N

Z21 Z22 Z23 . . . Z2N

Z31 Z32 Z33 . . . Z3N
...

...
... . . . ...

ZN1 ZN2 ZN3 . . . ZNN





J1

J2

J3
...

JN


=



V1

V2

V3
...

VN ,


(2.15)

for an array of N disjoint antennas.

This formulation allows MoM to solve currents on each mesh element coupling
with each other, as shown in Fig. 2.16, which PO does not. It also calculates
scattering between the scatterers. MoM thus calculates for more non-ideal
effects, compared to PO.

2.4 Conclusion
In this chapter it was shown that reflectors are designed from idealised geo-
metric forms using Geometric Optics. Reflector antennas, however, do not be-
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Figure 2.16: Coupling between currents is not taken into account using PO, but is
when using MoM

have ideally and have non-ideal effects which cause extra radiation. When the
electrical size of the reflectors reduces, these non-ideal effects become larger.
Finally, the different analysis techniques and their ability to model non-ideal
effects are discussed. These non-ideal effects will have an impact on the radi-
ation pattern of the reflector system and will be discussed in detail next.
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Chapter 3

Interference effects in antenna
radiation patterns

Non-ideal effects influence the radiation pattern of the reflector system. This
chapter will describe and discuss non-ideal effects, the interference process
through which they influence the radiation pattern, and their influence on the
radiation system response of a reflector system.

3.1 Non-ideal effects
There are many types of non-ideal effects. These effects include diffraction,
spillover, self-coupling and re-radiation effects. Non-ideal effects, or radiation,
occur when an antenna does not operate ideally. A reflector antenna operates
ideally when it is infinitely large. Ideal radiation operates as described by
GO, with PO and MoM able to account for non-ideal effects. As the electrical
size of the reflector reduces, non-ideal effects become more pronounced. These
non-ideal effects, and the reason for their occurrence, will be discussed in detail
next.

3.1.1 Diffraction

Edge diffraction causes waves to bend around the edges of a metal surface,
which causes radiation to occur in the shadow region behind the surface, as
can be seen in Fig. 3.1. This effect occurs as surface currents induced on the
edges of the reflector radiate spherical waves in all directions as can be seen
in Fig. 3.2. This radiation behind the reflector is in contrast to the ideal GO
description.

30
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Figure 3.1: Diffraction occurring as waves travels over terminating metal surface

Edge diffraction effects become worse as the size of the reflector reduces. As the
reflector size reduces, the ratio of the circumference over the area increases, as
the area scales quadratically and the circumference linearly with radius. The
normal radiating area will direct the energy as proposed by GO, while the
radiation on the circumference will scatter the energy in all directions. As the
size decreases, the ratio of energy being scattered in all directions, instead of
being directed, will increase. This leads to more dominating non-ideal effects
in the total radiation pattern response of the reflector system. In this case the
frequency was adjusted to change the size of the reflector.

3.1.2 Spillover non-ideal effect

Spillover refers to radiation outside of the solid-angle of the ideal design as
proposed by GO. This occurs for the ellipse, and the radiating feed, which can
be seen in Fig. 3.3. Ideally, a feed would radiate similarly to the ideal ellipse
radiation to illuminate only the reflector surface, however, practically this is
impossible. Radiation from the back or sides of the feed is also non-ideal since
it causes radiation outside of the solid-angle.
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Figure 3.2: Electrically small reflector antennas scatter more energy in all direc-
tions, instead of in the designed direction, due to diffraction effects radiating energy
in all directions and being more dominant in the total radiated field

As the size of the reflector or feed decreases, the spillover energy will increase.
This is because the ability for the reflector or feed to radiate as desired reduces
as the electrical size decreases, causing more energy to radiate in unintended
directions.

3.1.3 Self-coupling non-ideal effect

The GO design, idealises a reflector surface scattering all the energy in a spe-
cific direction or set of directions, however, practically non-idealised radiation
occurs in the form of self-coupling. This idealisation is used in PO as well.
Self-coupling in this context refers to the reflector surface scattering energy
to other parts of the same surface, causing additional radiation, as seen in
Fig. 3.4. From Fig. 3.4, the radiation of one current influences the radiation
of other currents, as described in Chapter 2. The matrix solution of MoM
accounts for the influence of all currents, on all other currents. This non-ideal
effect includes mutual coupling, which involves currents on different surfaces
influencing each other.
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Figure 3.3: Spillover non-ideal radiation shown for ellipse and feed

The f/d ratio is a ratio used to design a parabolic reflector antenna and defines
how deep or shallow a reflector dish is. The distance from the closest focal
point of the reflector antenna where the feed would be positioned, to the apex
of the reflector, is the focal length f . The diameter of the projected aperture is
d. A smaller f/d ratio leads to a deeper dish, which is more curved. Increasing
the focal length, while keeping the diameter constant, will result in a shallower
and less curved dish as can be seen in Fig. 3.5. More coupling occurs for a
smaller f/d ratio as a reflector antenna has a larger curvature, and more of
the radiated energy is incident on the reflector surface, compared to a flatter
curvature. This can be seen in Fig. 3.6.

If the shape of the reflector antenna is kept constant (no change in f/d ra-
tio), with only its size increasing, it will lead to a less curved surface per unit
length compared to a smaller reflector as can be seen In Fig. 3.7. Thus, as
the reflector size increases, the non-ideal radiation from self-coupling decreases.

3.1.4 Re-radiation non-ideal effect

The re-radiation non-ideal effect occurs from reflections within the reflector
system, which also creates standing waves, and will be discussed next.
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Figure 3.4: Self-coupling causing secondary radiation in reflector systems

3.1.4.1 Standing waves

In Fig. 3.8 the formation of standing waves are shown. When energy travels
from one medium into the next, some or all of the energy can be reflected.
This depends on how similar the impedance, or how well matched, the second
medium is compared to the first, and in this case medium two is completely
mismatched. This mismatch causes all the energy to get reflected back into
medium one, with no energy entering medium two. The reflected wave moves
in the opposite direction of the incident wave over time. As they superimpose,
the resulting standing wave is formed. The standing wave does not propagate
in a direction, but oscillates in the orthogonal direction of the reflected and
incident waves’ propagation over time.

In reflector systems, medium one can be the region between the reflector and
the horn, where medium two can be the region between the horn and the
receiver. The reflection can happen inside the receiver or between the horn
and the receiver, when they are mismatched. In reality, many systems are
not completely mismatched and some of the incident energy will pass into the
second medium, which will result in the reflected energy being less and the
standing wave being smaller. A standing wave can also occur between the
primary reflector and secondary reflector. In the ideal case, no standing wave
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Figure 3.5: Deeper dishes, which are more curved, are generated by using a smaller
f/d ratio for reflectors

occurs and all the energy is received.

The standing wave forming between the feed and the reflector antenna (or
between different reflectors) is a near-field effect and can be seen in Fig. 3.9.
The near-field relates to field effects close to the reflector system, where the
far-field relates to field effects further away. The radiation pattern of a reflec-
tor system is usually calculated in the far-field. This is because it is expected
that the energy will be transmitted (or received) to a receiver (from a source)
far away, where the field effects close to the system is not important. While
the mutual coupling forms a standing wave in the near-field, the effect in the
far-field might not be a traditional standing wave. The effect, however, is sim-
ilar. A ripple over frequency will form, which is described in detail later.

3.1.4.2 Re-radiation

The formation of a standing wave is due to the reflection of energy from a
mismatch. Thus, when a standing wave exists, there is reflected energy. This
reflected energy from the receiver will re-radiate the reflector as shown in Fig.
3.10. Some of the initial energy radiated from the horn to illuminate the re-
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Figure 3.6: Larger curvature for reflector leads to more coupling, because more of
the radiating wave gets intercepted by the reflector surface, compared to a flatter
reflector

flector gets scattered back into the horn, as the reflector radiates. The receiver
will generally be mismatched to some degree, since there are too many effects
to match for, and energy will then be reflected back into the horn from the
receiver. The horn will then re-illuminate the reflector, which will cause the
reflector to re-radiate.

Reducing the size of the reflector antenna will have little direct effect on re-
radiation, as re-radiation is a non-ideal effect due to system mismatches. In-
directly, however, it could impact the re-radiation. A size increase will likely
improve the ability of the reflector antenna to direct energy, causing less en-
ergy to scatter in unwanted directions. If the feed is positioned outside of the
primary direction of radiation of the reflector system, as shown previously in
the Gregorian dual reflector system, less energy will scatter back into the horn
after radiation. This will reduce the amount of energy that can reflect and
cause less re-radiation.

These non-ideal effects impact the radiation pattern response of the reflector
system through the process of interference, which will be discussed next.
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Figure 3.7: Electrically larger reflector antennas have less curvature per unit length,
compared to smaller reflector antennas. This leads to a flatter surface per unit length
compared to smaller reflector antennas

3.2 Wave interference
Interference is the addition of signals or (electromagnetic) waves in space.
These terms will be used interchangeably. The effect happens when signals
occupy the same space, which results in the signals combining to form a single
signal at the collision location, which is the sum of the signals occupying the
space. The combined signal is a function of the individual signals’ phases and
amplitudes at the interfering location. Higher amplitudes and different relative
phases will result in a significantly different combined signal, compared to the
original interfering signals.

3.2.1 Interference first principles and relation to
reflector antenna radiation

Interference can be described with the addition of vectors in space. In Fig.
3.11 the process of adding vectors in a 2D space is shown, specifically in the
complex plane. This is because it is fully descriptive for the interference in-
teraction investigated in this dissertation, as electromagnetic waves and their
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Figure 3.8: The formation of standing waves

interaction can be fully described in the complex plane. In theory, these con-
cepts described here expands to vectors in any n-dimensional space.

The vectors V1 and V2 each represents an arbitrary vector in 2D space, with
relatively different phases and magnitudes. In this case, the vector V3 is the
sum of the vectors V1 and V2. To calculate the magnitude of V3 the Pythagoras
theorem is used, and the angle of V3 is obtained using trigonometry, as shown
below for quadrants one and two,

V3 = V1 + V2, (3.1)

where, each vector can be represented with Ane
j(wt+σn) as,

V1 = A1e
j(wt+σ1), (3.2)

V2 = A2e
j(wt+σ2), (3.3)

where j is the imaginary unit, w = 2πf the angular velocity, f is the frequency,
t is time, A is the magnitude, and σ is the phase shift. This results in,

V3 = A1e
j(wt+σ1) + A2e

j(wt+σ2), (3.4)
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Figure 3.9: Standing waves form and they are a near-field effect

which expands into,

V3 = A1e
jwtejσ1 + A2e

jwtejσ2 , (3.5)

and factorises into,

V3 = (A1e
jσ1 + A2e

jσ2)ejwt, (3.6)

which simplifies to,

V3 = A3e
j(wt+σ3), (3.7)

or,

V3 = A3e
jσ3ejwt, (3.8)

where A3 and σ3 is the magnitude and phase shift, respectively, of the combined
vector V3, with,
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Figure 3.10: How re-radiation occurs and that it is a far-field effect

ejσ3 = arccos
(
(ℜ(V3))

A3

)
, (3.9)

where ℜ is the real component and,

ℜ(V3) = ℜ(V2) + ℜ(V1), (3.10)

where the real component of V3 is thus simply the addition of the real com-
ponents of each of the vectors. Finally A3 expands to,

A3 = (ℜ(V2) + ℜ(V1))
2 + (ℑ(V1) + ℑ(V2))

2, (3.11)

where ℑ is the imaginary component.

In this dissertation time-harmonic electromagnetic fields or waves are assumed.
Electromagnetic waves propagate when the source currents vary quickly in
time. In the case of steady sinusoidal time variation for source currents, all
resulting waves must also be time-harmonic. A steady sinusoidal time varying
source current can be described as [32],
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Figure 3.11: Mathematical process of adding vectors

cos(wt+ ϕ) = ℜ(ej(wt+ϕ)), (3.12)

where ϕ is phase in radians. The instantaneous values of the electromagnetic
waves can be rewritten as,

E(x, y, z, t) = ℜ(E(x, y, z)ejwt), (3.13)

H(x, y, z, t) = ℜ(H(x, y, z)ejwt), (3.14)

because the waves are generally vector functions of space and time. The E
field is denoted by E, and the H field by H , but electromagnetic waves will be
discussed in more detail later in this chapter. The waves are time-harmonic
and can be expressed as time-harmonic vector fields of the form,

E = Ex(x, y, z)x̂+ Ey(x, y, z)ŷ + Ez(x, y, z)ẑ, (3.15)

where Ex(x, y, z)x̂, Ey(x, y, z)ŷ and Ez(x, y, z)ẑ are all complex functions.
Due to this, only the real part is used to describe the waves in this dissertation.

The Maxwell equations describing electromagnetic waves are linear, implying
electromagnetic waves are linear, in linear mediums such as free space. The in-
teraction between electromagnetic waves are thus also linear. The implication
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of this is that only waves with the same frequency can interact, or interfere.
While interference effects can only occur between waves with the same fre-
quency, these effects are often between waves with different phases.

Consider an arbitrary vector,

Vp = Ape
jσpejwt. (3.16)

If time increases from t1, to t2, the angle of the vector will increase, ejσpejwt2 >
ejσpejwt1 . As time progresses, the vector rotates around the origin of the coor-
dinate system at an angular rate of w. The value of the real component of the
vector will oscillate as the vector spins over time, which will produce a cosine
function waveform, and is shown in Fig. 3.12. An arbitrary cosine function,
Cp, can be described as,

Cp = ℜ(Aej(wt+σ0)), (3.17)
Cp = Acos(wt+ σ0). (3.18)

Finally, a higher angular velocity w (or faster spinning vector) will increase
the frequency f , as shown in Fig. 3.13.

In Fig. 3.14 a propagating plane wave is shown. The wave has an electric field
component, or E field, which is described in (3.19). It also has a magnetic
field component, or H field, as described in (3.20). The wave impedance in
freespace is η = 377 Ω, the wavenumber is k = 2π

λ
, and the wavelength is

λ = c
f
. The speed of light, or phase velocity, in freespace c = 2.99790× 108 m

s
.

Ex and Ey each denotes E fields in each direction respectively in the Cartesian
plane, with the unit vectors denoted as x̂ and ŷ. The direction of propagation
is z [32]. Furthermore, each wave component presents as a propagating cosine
function.

E = Ete
−jkz = [Exx̂+ Eyŷ]e

−jkz (3.19)

H =
1

η
ẑ ×E =

1

η
ẑ ×Ete

−jkz =
1

η
[−Eyx̂+ Exŷ]e

−jkz (3.20)

The region closest to the antenna is called the reactive near-field and is dom-
inated by reactive fields. The region just beyond the reactive fields, is the
radiating near-field region. The region beyond the radiating near-field, ex-
tending to infinity, is called the far-field. The near-field region is defined up
to a distance smaller than 2D2

λ
from the antenna, where λ is the wavelength,
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Figure 3.12: Link between vectors and cosine functions

and D is the circle with the smallest diameter, that can enclose the antenna
structure. For reflector antennas, however, it is usually acceptable to assume
D is the aperture diameter of the antenna. This assumption might become
less accurate for small offset systems.

The far-field region is dominated by radiating fields and is also independent
of the radial component of the field or distance from the antenna. This is
because reactive fields become negligible in the far-field. The region between
the near-field and the far-field is the transition region.

Due to the reciprocity theorem, radiation received from far away from the
antenna is also in the far-field. This is usually the case, which is why the
far-field radiation pattern is usually simulated and used in design. For the
work discussed in this dissertation, radiation is often from the sky which is far
away from the antenna and thus in the far-field. For this reason, the far-field
radiation pattern is preferred.

When electromagnetic waves propagate from a source, such as a reflector feed,
they start to imitate a plane wave when they have travelled far enough and
is in the far-field. This is shown in Fig. 3.15. The field variation along the
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Figure 3.13: Angular velocity of vector effect on wave

direction of propagation is assumed to be negligible in the far-field region.
Antennas thus generate plane waves, with components presenting as cosine
functions, in the far-field as shown in Fig. 3.16.

3.2.2 Wave phase effect on type of interference
occurring

Interference between waves can range from perfect constructive to perfect de-
structive interference, with general interference occurring between these ex-
tremes. In Fig. 3.17 perfect constructive interference is shown. This is the
case where the vectors or waves have exactly the same phases, resulting in a
wave with an amplitude which is the sum of each individual interfering wave.
In Fig. 3.18 perfect destructive interference is shown. This is the case where
the vectors or waves are completely out of phase, resulting in a wave with an
amplitude which is the difference of each individual interfering wave. In Fig.
3.19 general interference is shown. This is the general case where the vectors
or waves have different relative phases, resulting in a wave with an amplitude
which is the sum or difference of each individual interfering wave and with a
different phase compared to each individual interfering wave. All these vectors
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Figure 3.14: Plane waves linked to cosine function

or waves discussed here have the same angular velocity or frequency.

3.2.3 Interference source position effect

Non-co-located sources will cause phase interference effects due to the differ-
ent apparent path lengths that plane waves travel to a common observation
point. This type of radiation occurs for the feed of the reflector system, in
the ideal case, and will later be used in a ray tracing approach to explain the
ripple phenomenon on the radiation pattern. In this chapter, these types of
sources will be assumed. Fig. 3.20 shows the different cases. If the relative
path length differs between the waves, it will cause different individual phases
in the locations they interfere, which will cause different interference results.

3.2.4 Interference requires at least two sources

Multiple non-co-located (or co-located) sources can cause interference effects.
The simplest form of interference happens between two sources. A scatterer
can also be seen as a source of energy radiation, for the purpose of interference
analysis, as it scatters energy. A simple example of a situation that can cause
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Figure 3.15: Electromagnetic waves become plane waves after travelling far enough

interference is a single source radiating energy, and a scatterer reflecting it.
The interference happens because the scatterer redirects waves back into the
paths of radiation of the source.

Interference can also occur between two sources if they are co-located. If the
sources radiate waves with the same frequency and initial phase, then perfect
constructive interference will occur, while general interference will occur for
sources with different phases and amplitudes.

A symmetric single reflector is a good example of a physical configuration caus-
ing interference, by using a single source and a single scatterer, and supports
why interference occurs within reflector systems. For example, radiation from
the back of the feed can interfere with the scattered fields from the reflector.

Far-field interference is dependent on the angle of observation, and the in-
terference effects of importance in this dissertation is in the far-field. This
dependence is illustrated through Fig. 3.21, where the interference is caused
between the (red) diffracted wave, and the (blue) radiation as predicted by
GO. The path length difference between these rays determine the effect of
the interference, and changing the angle of observation will change these path
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Figure 3.16: Reflector generates plane waves in far-field

length differences.

As multiple sources will also cause interference, it also applies to multi reflec-
tor setups. Interference is a linear process that uses superposition, and thus
there will just be more interference occurring. All physical reflector systems
have non-co-located sources and will usually experience general interference.

3.2.5 Interference function of angle: Wave phase

As non-co-located sources will generally cause interference between waves with
different phases, Fig. 3.22 shows how interference is a function of phase, which
is a function of angle. The relative phases of the waves will be a function of
the angle between their propagation directions, and the joining line between
the non-co-located sources. It is possible for the waves to still have the same
phases, even if they do not come from co-located sources, if their individual
propagation axis’ are both orthogonal to a joining line between their sources.
This can be seen in Fig. 3.22. Their relative phases are also a function of the
frequency of the waves and the path length difference between the waves.
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Figure 3.17: Perfect constructive interference

3.2.6 Interference function of angle: Wave amplitude

While interference is a function of wave phase, it is also a function of wave
amplitude, which is generally a function of angle around a specified source.
Interfering waves will occur in all directions for a reflector system, as some
energy scatters or radiates in all directions, while most energy scatters or ra-
diates in the direction of maximum radiation of the reflector system.

The interference experienced will depend on the interfering waves. Different
non-ideal effects and their magnitudes are experienced in different directions.
The reflectors also radiate differently across angle, and this radiation interferes
with the non-ideal effect radiation. The resulting wave amplitude, due to these
interfering waves, will vary over angle and is thus strong function of direction.
Interference is thus a strong function of angle, which will become an important
concept in the next chapter.
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Figure 3.18: Perfect destructive interference

3.3 Effect of interference on radiation pattern
Assume the frequency of a wave were to increase by a factor n, then the wave-
length would shrink by a factor n, as shown in (3.21), and visually in Fig. 3.23.

λ

n
=

c

nf
(3.21)

When the wavelength decreases or the frequency increases by a factor n, it
effectively shifts the wave on its propagation axis z by a factor n, as each
position on the axis will now have a new phase value. This can be observed in
Fig. 3.23, and also mathematically below,

nk =
2π
λ
n

, (3.22)

nk =
n2π

λ
, (3.23)

Es = Ete
−j(nk)z = [Exx̂+ Eyŷ]e

−j(nk)z, (3.24)

Es = [Exx̂+ Eyŷ]e
−jk(nz). (3.25)

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 3. INTERFERENCE EFFECTS IN RADIATION PATTERNS 50

Figure 3.19: General interference

Conversely, shifting a wave in its propagation axis, leads to a different phase
value for each position on the axis. If two waves interfere with one wave rel-
atively shifted compared to the other, it will lead to a different interference
result depending on how much the wave is shifted, as the waves will probably
have different phase values where they interfere.

Consider two waves that interfere, with identical frequencies. The one wave
has a shorter propagation path compared to the other, as described visually
in Fig. 3.24. The first wave can be described as,

E1 = Et1e
−jkz. (3.26)

The second wave, E2, experiences a shift of a in the propagating axis, which
leads to a phase shift, and can be described as,

E2 = Et2e
−jk(z+a). (3.27)

The interference of the two waves create E3,

E3 = E1 +E2 = Et1e
−jkz +Et2e

−jk(z+a), (3.28)
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Figure 3.20: Possible interference effects for co- and non-co-located sources

which expands to,

E3 = Et1e
−jkz +Et2e

−jkze−jka, (3.29)

and can be rewritten as,

E3 = (Et1 +Et2e
−jka)e−jkz, (3.30)

or as,

E3 = M3e
−jkz, (3.31)

where the amplitude of E3 can be described as,

M3 = Et1 +Et2e
−jka. (3.32)

The phase term, e−jka, can be unpacked as shown in (3.33) below, which
translates to a spinning vector in the complex plane as k (or a) increases,
shown in Fig. 3.25,
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Figure 3.21: Far-field interference shown for a dual reflector system

e−jka = cos(−ka) + jsin(−ka) = cos(ka)− jsin(ka), (3.33)

where the real component of this vector is a cosine function. This cosine func-
tion is periodic, and thus the added phase shift of e−jka will also be periodic.
The component, e−jka, will cause M3 to oscillate over frequency, due to con-
structive and destructive interference of the terms in M3, as k is a function of
frequency. If a is larger, it will cause the vector e−jka to have a higher angular
velocity, or spin faster, as the frequency is steadily increased over a band. The
variation in M3 presents as a ripple over frequency, and can be seen in Fig.
3.26.

The relative position a between the two wave origins can be assumed constant,
in a specific direction, for this dissertation. This is because in the context of
reflector systems, the origin of each interfering wave is dependent on the posi-
tion of the components in the system, and the angle in which the interference
occurs. In this case, the interference direction was in the z-axis. The relative
position of the components to each other, do not change after they are con-
structed.
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Figure 3.22: Interference is a function of phase which is a function of angle. It
is possible for the waves to still have the same phases, even if they do not come
from co-located sources, if their individual propagation axis are both orthogonal to
a joining line between their sources

In Fig. 3.27 this ripple behaviour due to interference is shown practically for a
dual reflector setup, where non-ideal diffracted waves interfere with the ideal
radiation of the reflector system. As frequency increases, the electric path
length differences between the diffracted fields from the subreflector, and the
fields from the main reflector, cause general interference. The diffracted fields
are smaller than the fields from the main reflector, which will result in a small
ripple effect on the fields from the main reflector over frequency. Ripple, or
also known as chromatic aberration, effects will become more pronounced as
the electrical size of the reflector reduces as non-ideal effects become more
dominant.

3.3.1 Non-ideal interference specifics and analysis
techniques ability

Finally, the Fig. 3.29 shows how each non-ideal effect interferes with the radi-
ation response of the reflector system. Fig. 3.29a shows how interference from
edge diffraction occurs, due to waves generated from diffraction. Fig. 3.29b
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Figure 3.23: Wavelength reduces as frequency increases

shows how interference from feed spillover occurs. This includes interference
due to waves generated from the side or back radiation of feed. Fig. 3.29c
shows how interference from self-coupling occurs due to secondary waves in-
terfering. Fig. 3.29d shows how interference from re-radiation occurs.

Prime focus centre fed reflector systems will have larger re-radiation interfer-
ence, compared to offset systems, where the feed is not in front of the reflector.
This is due to the large amount of collimated energy in zenith re-radiating from
the horn, causing interference. In offset systems, sidelobe energy from the field
from the reflector will cause re-radiation causing a much smaller re-radiation
interference.

Similarly, in prime focus centre fed systems, back radiation from the feed will
interfere with the field from the primary reflector in zenith. When the system
is offset, energy radiated from the side of the feed will now interfere with the
field from the primary reflector in zenith. These, and many other interference
causing effects, are thus a function of geometry. In Fig. 3.28 shows the case
for back radiation, assuming the feed has larger back radiation compared to
side radiation.
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Figure 3.24: Waves with same frequency, but different path lengths interfering

PO (single-reflection PO) can not calculate coupling effects between the geo-
metric structures and re-radiation effects, due to the arguments made in Chap-
ter 2. It can calculate diffraction and spillover effects, with PTD enhancing
the ability of PO to calculate diffraction effects, as previously described. MoM
can calculate coupling effects such as re-radiation and self coupling between
the geometric structures, as well as, diffraction and spillover effects. MoM thus
accounts for more interference effects.

3.4 Conclusion
In this chapter it was shown how non-ideal effects use the process of inter-
ference to cause ripple behaviour in the radiation pattern response of the re-
flector system. Non-ideal effects become more pronounced as the electrical
size of the reflector reduces and can be categorised as diffraction, spill-over,
re-illumination and self-coupling effects. Interference between plane waves is
described and it is shown that reflectors generate plane waves in the far-field.
It is shown that the interference effects experienced by electromagnetic waves
between non-ideal radiation and ideal radiation, presents as the addition of
vectors, to cause the resultant wave, due to interference effects, to exhibit a
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Figure 3.25: Spinning vector in complex plane as k (or a) increases

ripple on its underlying base form. In the next chapter, the ANT and the
implication of the ripple on the radiation pattern will be discussed. The ANT
is influenced by many factors, and so its level of complexity is high, and will
be investigated next.
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Figure 3.26: Ripple caused by interference due to frequency increase
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Figure 3.27: Interference causing a ripple response, for dual reflector system
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Figure 3.28: Example of feed non-ideal radiation interference being a function of
geometry, in this case assuming the feed has a higher back radiation compared to
side radiation
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(a) (b)

(c) (d)

Figure 3.29: How non-ideal effects interfere. In (a) the interference of diffracted
fields on the radiation pattern of the reflector system is shown. In (b) the interference
from feed spillover is shown. In (c) the interference from secondary waves generated
from self-coupling is shown. In (d) the interference from fields generated from re-
radiation is shown
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Chapter 4

Characterization of antenna noise
temperature ripple

The previous chapter explained how non-ideal effects use the process of in-
terference to cause a ripple on the radiation pattern response of the reflector
system over frequency. In this chapter the effect of the ripple on the radiation
pattern on the antenna noise temperature (ANT) will be analysed.

4.1 Antenna noise temperature ripple analysis
The ANT, or radiometric noise temperature, is part of the sensitivity calcula-
tion which will be discussed in detail in the next chapter, at a given frequency
f as follows [1],

TA(f |̂r0) =

∫∫
4π
N(f,Ω|̂r0) sin θdΩ∫∫

4π
U(f,Ω) sin θdΩ

, (4.1)

where TA denotes the ANT and where,

N(f,Ω|̂r0) = Tb(f,Ω)U(f,Ω|̂r0). (4.2)

N(·) is a product of the background noise temperature (or surrounding bright-
ness temperature) Tb(·) with the total reflector antenna radiation intensity
U(·) [1], when the reflector system is pointing in the direction r̂0, at an operat-
ing frequency f in the spherical coordinate system Ω = (θ, ϕ). The background
noise temperature Tb(·), is a model of the radiation from the universe at a spe-
cific position on Earth, and will be discussed in more detail next.

The background noise temperature Tb(·), or apparent radiometric tempera-
ture distribution, is also known as the brightness temperature distribution
from the "scene" surrounding the antenna at a particular frequency [1]. There
are different source contributions to the brightness temperature distribution
surrounding the antennas, one is the emission from the gasses in the atmo-
sphere, the second is the apparent temperature of the background sky seen

61
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through the atmosphere and the other is the emission and scattering from the
ground. The ground emission occurs through blackbody radiation. Blackbody
radiation can be summarised as the spectrum of radiation emitted due to the
thermal temperature of any object. The ground scattering occurs due to the re-
flection (or scattering) of the sources from the sky interacting with the ground.

The background noise temperature contribution from the sky, and ground,
can be separated. The integrand N(·) can then also be separated into two
cases. For brevity, only the estimation of the integrand, under certain sim-
plified conditions, will be discussed. The full description can be found in [1].
These conditions include using unpolarised sources, and the assumption that
the ground is dry, with a relative permittivity of the ground ϵ2 ≈ 3.5. It also
requires that the far side lobes of the co-polar radiation antenna pattern are
significantly lower, at about -40 dB less, compared to the main beam maxi-
mum, and that it is comparable in value to the cross-polar pattern. Finally, it
also requires that the antenna is not pointing at the ground. In this case, the
reflection coefficient can be simplified to a single average reflection coefficient
for the ground, as the co-polar Γ∥(θ1) and cross-polar Γ⊥(θ1) reflection coeffi-
cients are similar [1]. These coefficients will be discussed in more detail soon.
This approximation for the integrand can be calculated as follows,

N(f,Ω|̂r0) =

{
U(f,Ω|̂r0)T

sky
b (f, θ), if 0 ≤ θ ≤ π

2

U(f,Ω|̂r0)[(1− Γ̃(θ1))Tgnd + Γ̃(θ1)T
sky
b (f, θ1)], if π

2
≤ θ ≤ π,

(4.3)
where θ1 = π−θ, Γ̃(θ1) is the average reflection coefficient for the ground, Tgnd

is the ground temperature, and it is normally assumed to be 300K. Finally,
T sky

b (f, θ) is the sky noise model, which is discussed soon.

The average reflection coefficient is defined as,

Γ̃(θ1) =
Γ∥(θ1) + Γ⊥(θ1)

2
, (4.4)

where,

Γ∥(θ1) =

∣∣∣∣∣cos(θ1)−
√
ϵ2 − sin2(θ1)

cos(θ1) +
√
ϵ2 − sin2(θ1)

∣∣∣∣∣
2

, (4.5)

Γ⊥(θ1) =

∣∣∣∣∣ϵ2cos(θ1)−
√

ϵ2 − sin2(θ1)

ϵ2cos(θ1) +
√
ϵ2 − sin2(θ1)

∣∣∣∣∣
2

. (4.6)

In Fig. 4.2 the sky noise model, sky brightness temperature, or model of the
surrounding scene brightness temperature is shown over frequency. This is only
for the sky region, thus above the horizon. It includes the temperature due to
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the cosmic microwave background (CMB) and the galactic emission (mostly
synchrotron emission), which follows a power law spectrum. Synchrotron emis-
sion is a type of non-thermal radiation, unlike blackbody radiation, which is
thermal radiation. Synchrotron emission occurs from charged particles rotat-
ing, at almost the speed of light, around magnetic field lines. These charged
particles are usually electrons, and they are constantly changing direction,
which in effect accelerates and emits photons with frequencies depending on
the speed of the electron at that moment [37]. The model also includes the
temperature due to atmospheric absorption. It is shown over various observa-
tions angles from zenith. It is important to note that these observation angles
are not related to the tipping angle of the reflector, and provides the surround-
ing scene brightness temperature over frequency for that angle. It is created
as described in [1].

In Fig. 4.2 it is shown that Galactic synchrotron radiation, which has an
average 1

f2.75 power law response, dominates the system noise temperature at
frequencies in the lower part of the bandwidth. With increasing frequency,
the noise contribution from extra-terrestrial sources is reduced and becomes
almost constant over frequency. It starts to rise again near the 20 GHz fre-
quency point and higher.

In Fig. 4.1 the background noise temperature from both the sky and ground
contribution can be seen, for various frequencies. From Fig. 4.1, the contri-
bution from the sky and ground is somewhat similar for frequencies below 5
GHz, with only a few kelvin difference. For higher frequencies, the sky region
becomes notably hotter, as expected from Fig. 4.2. Finally, the background
temperature converges over angle for all frequencies.

In Fig. 4.2, at 100 MHz the sky temperature is 1000 K, where the ground tem-
perature is generally much lower, as seen in Fig. 4.1. The sky noise model thus
has a higher kelvin value, than the ground temperature, at low frequencies.
This can also be described as the sky being hotter than the ground. At 1 GHz,
however, the ground temperature generally dominates the sky temperature of
under 100 K. The region contribution which dominates, is thus dependent on
the frequency.

The local peak at 22.235 GHz in Fig. 4.2 is due to an absorption line. For
brevity, a short description will be given on absorption lines and molecular
transitions, with a detailed description provided in [1]. An absorption line will
appear in a spectrum, if an absorbing material is placed between a source,
such as a star, and the observer, such as a radio telescope. The absorbing
material could be the outer layers of a star, a cloud of interstellar gas or a
cloud of dust. An absorption line occurs at the frequency where an element
absorbs a photon. According to quantum mechanics, an atom, element or
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Figure 4.1: The sky and ground contribution to the background noise temperature
over frequency. θ refers to the observation angle from zenith. The Cortes model is
used, as described in [1]

molecule can absorb photons with energies equal to the difference between two
energy states. As the frequency of a photon is directly linked to its energy,
this means only certain frequency photons are absorbed or emitted. The fre-
quencies where absorption lines exist are unique for each element. Absorptions
can occur due to molecular transitions. Transitions in a molecule can occur
in various states, including the rotational state. Rotational transitions occur
at various frequencies, including microwave. These transitions occur due to
the absorption (or emission) of photons, to enter a new rotational state, and
these absorptions lead to absorption lines. The peak in Fig. 4.2 at 22.235
GHz, is a water vapour absorption line. The peak at 118.75 GHz is an oxygen
absorption line. There are more absorption lines not shown, including a water
vapour absorption line at 183.31 GHz.

The sky brightness temperature can further be described through intensity.
The radiation field, of radiation propagating in a media such as the atmosphere,
can be described in terms of the specific intensity, Iv. The specific intensity
can further be described as the power per unit area, per unit frequency interval
at a specific frequency, and per unit solid angle, flowing in a given direction
[32].
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Figure 4.2: Sky noise model over frequency, or sky brightness temperature, over
frequency. θ refers to the observation angle from zenith. The Cortes model is used,
as described in [1]

Radiation emitted by molecules which propagates through the atmosphere, is
in part attenuated by atmospheric absorption, where the energy absorbed is
then re-emitted as thermal radiation. The radiation will be attenuated more,
as it travels through the atmosphere for longer. The specific intensity, Iv, can
be defined as,

Iv = Iv(so)e
−τv(0,so) +

∫
so

ka(f, s)Bv(T )e
−τv(0,s)ds, (4.7)

when received from a specific direction in the atmosphere. In (4.7), the back-
ground intensity is defined as Iv(so), at a specific distance so. The atmospheric
absorption coefficient is defined as ka(f, s). The absorption coefficient is a
macroscopic parameter that represents the interaction of the incident electro-
magnetic radiation with the constituent molecules of the atmosphere. The
source in the medium is defined as Bv(T ), where T is the temperature in
Kelvin. When the medium is isothermal, which means it has a constant tem-
perature, then the source, Bv(T ), corresponds to the Planck’s function,

Bv(T ) =
2hf 3

c2
1

e
hf
kT − 1

, (4.8)
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where h is the Planck’s constant, k is the Boltzmann constant, f is the fre-
quency, and c is the speed of light. The opacity of the medium, or the optical
depth, is defined by τv, and can be calculated as,

τv(so, s) =

∫ s

so

ka(f, ξ)dξ. (4.9)

The Planck’s function can be approximated as,

Bv(T ) ≈
2kT

λ2
, (4.10)

in the microwave frequency range, with hf ≪ kT , which is known as the
Rayleigh-Jeans approximation. The Rayleigh-Jeans approximation is accept-
able for radio astronomy at almost all frequencies - certainly for frequencies
under 10 GHz. The Planck’s function (specific intensity) approximation has a
linear dependence on the physical temperature, and this allows the definition
of the sky brightness temperature, T sky

b , as follows,

T sky
b =

λ2

2k
Iv, (4.11)

where the brightness temperature is defined as the physical temperature an
equivalent blackbody source would require, to be able to generate the intensity
Iv. This definition allows (4.7), to be rewritten in terms of,

T sky
b (f) = Tbc(f)

−τv(0,so) +

∫
so

ka(f, s)T (s)e
−τv(0,s)ds, (4.12)

where Tbc(f) is the brightness temperature due to cosmic emission.
.
The reflector antenna radiation intensity U(f,Ω) is a function of the radiation
pattern of the reflector system. The radiation intensity can be defined as,

U(f,Ω) =
1

2η
|G(f,Ω)|2, (4.13)

where G(·) is the complex far-field function or the radiation field function.
The radiation pattern is a graphical representation of the far-field function
|G(·)| [32]. When referring to the radiation pattern in the ANT, the radiation
intensity is implied. The complex far-field function relates to the electric field
through,

E(f,Ω) =
e−jkr

r
G(f,Ω), (4.14)

when the radiated fields are observed in the far-field, at a specific point r [32].
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4.2 Ripple properties, Reflector types and
geometry used in analysis

To illustrate the details of the ANT calculation, and the effects of interference
ripple on the result, the following generic example is considered. The analysis
performed for ANT, aperture efficiency (AE) and sensitivity in this disserta-
tion is done using an ideal Gaussian feed. The feed has a 12 dB edge taper at
the subreflector subtended half-angle, of 45°, to illuminate the reflector system.
A physical feed, is not required to demonstrate the concepts introduced and
discussed in this chapter. Any specific physical feed will only lead to slightly
different results, however, these results will still be a function of the concepts
described in this chapter.

The analysis is done at θp ∈ [0°,−40°,−80°] pointing angles. This covers a
generous portion of the sky from zenith close to the horizon, in a resolution
that can highlight the different ripples observed for each angle, which will be
discussed later.

Furthermore, the analysis is also performed over a 3:1, L-band [0.7− 2.1] GHz
frequency band. It is useful to perform the analysis at a low frequency band, as
electrically small reflectors are important at low frequencies. The creation of
electrically large reflectors at low frequencies, would likely require large phys-
ical structures, and thus it is more likely that an electrically small reflector
will be preferred. Furthermore, the frequency in this band is low enough to
allow the observation of the Milky Way radiation (galactic emission), without
absorption lines in the band. It is high enough, however, to not allow the sky
noise temperature to completely dominate, while the receiver noise tempera-
ture has a negligible impact.

The simulations performed for the ANT, AE and sensitivity are done using
PO with the PTD added. Henceforth PO simulations will imply the inclusion
of PTD. PO calculates only a subset of the non-ideal effects calculated by
MoM, however, PO is used in this dissertation to describe the basic principles,
concepts and primary effects of ripple in the sensitivity. For more detail in
specific situations, or when the inclusion of the effect of mutual coupling is
desired, MoM can be used.

The reflector setup used is an offset Gregorian dual reflector system, with max-
imum chord lengths of 5 m and 2 m for the primary reflector and subreflector,
respectively. The primary reflector has a projected aperture diameter of 4 m.

The background model used is the Cortes model, as described earlier.
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Finally, the validation set of AE, ANT and sensitivity υ is used to generate
the fine models for the ANT, AE and sensitivity. A validation set is the data
used for verification of the validity of any model or set compared to it, whereas
a fine model is a highly accurate representation of the relevant quantity. A
coarse model is a fast approximation of the relevant quantity, and often times
not highly accurate. The number of equally spaced radiation pattern sam-
ples across the frequency band required for the validation set, is discussed
next. While this setup is standard for most of the analysis, some parts are al-
tered in some tests. In these cases it will be explicitly described what changed.

In order to characterize the frequency ripple of interest here, the Fast Fourier
transform (FFT) is used extensively in this dissertation. The FFT is useful to
extract the frequency components of a signal, but its ability is limited by the
sample rate of the signal. Recall that Nyquist sampling is required to avoid
aliasing when calculating an FFT of a broadband signal, implying a sampling
rate Fs of Fs > 2ff is required to accurately capture the fastest frequency
component ff in the broadband signal. The FFT creates images of the fre-
quency components in the upper half of the Fourier band, which is why only
the lower half of the band is used to identify the frequency components in the
signal. When 2ff > Fs > ff , under sampling occurs as all of the frequency
components of a signal can not be captured, which shifts (image) components
from the lower half of the band into the upper half, and visa versa. Aliasing
can start to occur when under sampling a signal. Aliasing is an effect where
calculated frequency components from the FFT interfere, distorting the out-
put of the transform and misidentifying frequency components.

The reflector system used is shown in Fig. 4.3. One of the longest possible
path length differences could be described by the difference between the feed
radiating to the leftmost edge of the subreflector in Fig. 4.3, compared to
the feed radiating to the leftmost edge of the subreflector, then to the right-
most edge of the primary reflector, and then back to the leftmost edge of the
subreflector. This path length difference is 13.13 m. The ripple period is ap-
proximated as Rp ≈ c

(L∆)(106)
[38], where c is the speed of light, and L∆ is the

path length difference between interfering waves. The ripple period decreases,
as the path length difference increases. The path length difference of 13.13 m,
leads to a ripple period of Rp ≈ c

L∆
≈ c

13.13
≈ 22.83 MHz, which leads to,
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Rp =
2Sp

106
MHz, (4.15)

Sp =
Rp(10

6)

2
, (4.16)

Sp =
(22.83)(106)

2
, (4.17)

Sp = 11.42× 106
Hz

sample
, (4.18)

where Sp is the bandwidth per sample. Using (4.18), the number of samples
required can be calculated through,

Sp =
BW

NS
, (4.19)

NS =
BW

Sp
, (4.20)

NS =
(1.4)(109)

(11.42)(106)
, (4.21)

NS = 122.60 samples, (4.22)

where the number of frequency samples is NS, and the bandwidth is described
as BW. While 123 samples would be enough to capture one of the smallest
ripple periods, Rp ≈ 22.83 MHz, a conservative 201 equally spaced radiation
pattern samples across the frequency band is chosen instead for the validation
set. The validation set samples are generated through PO augmented by PTD
analysis of the full reflector system, using the commercial solver GRASP [39].
This densely sampled set is used to capture the ripple on the ANT, AE and
sensitivity which will be discussed in detail later.

The 201 samples over the 1.4 GHz band allows for,

Sp =
(1.4)(109)

201
, (4.23)

bandwidth per sample, which allows ripple periods of up to,

Rp =
2Sp

106
= 13.93 MHz (4.24)

to be captured without under sampling and aliasing. For Rp = 13.93 MHz,
L∆ ≈ c

(13.93)(106)
≈ 21.52 m. Thus Rp = 13.93 MHz, allows for L∆ ≤ 21.52 m.

It is thus expected that the limit of L∆ ≤ 21.52 m will allow most, if not all,
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Figure 4.3: The standard reflector used in the dissertation

possible ripple periods in the ANT, AE and sensitivity to be captured.

Modern antenna design usually requires an initial antenna design, followed by
an optimisation phase. The optimisation phase is a phase of rapid design it-
eration, which includes iterative simulations, to tweak the antenna design for
better performance. It is usually not possible to have a perfect initial antenna
design, as it is too complicated to choose the correct values for all the design
parameters. It is often also too computationally expensive to test all the pos-
sible values in the optimisation phase, for each design parameter, to find the
optimal design. Optimisation strategies are often developed in an attempt to
find the optimal design parameters, without explicitly testing each possible
value. These strategies usually sacrifice some measure of accuracy for each
design iteration, to allow them to be completed much faster, and are often
necessary to optimise in a reasonable time frame.

Such strategies exist for the ANT, AE and sensitivity as well. They include
fast, and relatively accurate, calculations of the ANT, AE and sensitivity,
respectively. These fast approximations are known as the low-fidelity data.
Conversely, the high-fidelity data, or fine model, represent the very accurate,
and usually slowly calculated, data. While the high-fidelity data set enables
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many relevant ripples to be captured, it is prohibitively large and would not
be practical in the calculation of ANT, AE and sensitivity during the optimi-
sation phase, as it will require too much computation time and resources.

In Fig. 4.4 the ANT response fine model, in specific pointing angles for the
reflector, is shown as the solid lines. The high sample rate exposes the rela-
tively fast oscillation, or ripple, over frequency of the ANT. The dashed lines
are coarse models, low order approximations, or low-fidelity approximations.
In this case the coarse models are generated using the strategy in [24], which
details the entire process, however, a condensed description will be provided
next to convey the limitations of the strategy.

Figure 4.4: The high-fidelity approximation is compared to the low-fidelity ap-
proximation, for the ANT, over three pointing angles. The solid lines display the
high-fidelity approximation from (4.1). The dashed lines display the low-fidelity ap-
proximation, which excludes the ripple

4.2.1 Strategies for rapid ANT approximation

The strategy in [24], uses a masking technique to accelerate the calculation of
the ANT by using approximations. In Fig. 4.5 an approximation is shown.
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The masking strategy assumes that the feed radiates most energy onto the
subreflector as seen in Fig. 4.5a. The subreflector then radiates most energy
onto the primary reflector as seen in Fig. 4.5b. Finally the primary reflector
radiates most energy into the sky into the direction of maximum radiation
intensity of the reflector system as seen in Fig. 4.5c.

(a) (b)

(c)

Figure 4.5: Feed radiate most energy onto the subreflector. Subreflector radiate
most energy onto the primary reflector. Primary reflector radiate most energy in the
direction of maximum radiation intensity

By using this assumption, it can be predicted where most of the energy will
radiate without including the reflecting surfaces, as shown in Fig. 4.6. In
Fig. 4.6a it can be predicted that most of the radiation from the subreflector
will reflect from the primary reflector into the direction of maximum radiation
intensity. This means that the primary reflector can be excluded from the
simulation and the ANT (which would have included the primary reflector)
can be relatively accurately predicted. This can be extended to exclude the
subreflector as shown in Fig. 4.6b, and it can be predicted that most of the
feed energy will be reflected from the subreflector, onto the primary reflector
and then into the direction of maximum radiation intensity. The subreflec-
tor can thus also be excluded, and only the feed pattern can be simulated to
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relatively accurately predict the ANT. Excluding the primary and secondary
reflector simulations significantly decreases the computation time required to
calculate the ANT.

(a) (b)

Figure 4.6: Most subreflector energy is predicted to be scattered into the direction
of maximum radiation intensity. Most feed energy is predicted to be scattered into
the direction of maximum radiation intensity

This approach, however, is not perfect and as the reflector size reduces, the
assumptions will become less reliable and the strategy less accurate. Diffrac-
tion effects are also not taken into account. To compensate for diffraction
effects, the strategy then uses simulations. It requires the simulation of the
far-field radiation pattern of the full reflector system (which includes the pri-
mary reflector), at up to three frequencies, uniformly separated over the band.
Usually only the lowest frequency is simulated. It also requires the simulation
of the far-field radiation pattern of the reflector system, excluding the primary
reflector, at three frequencies uniformly separated over the band. Finally the
feed pattern (which is the reflector system, excluding the subreflector and the
primary reflector) needs to be simulated at a high sample rate over the band,
similar to the fine model or validation set resolution.

Using the simulated data, the strategy then adjusts the background noise
temperature, in the direction of the main beam, to change the ANT over fre-
quency. It is adjusted until the ANT at the simulated frequencies, match the
ANT calculated through the simulated data. Rays are launched in each di-
rection from the feed, and where these rays hit reflectors, they are reflected.
The background noise temperature is adjusted in the final direction of these
rays. This compensates for extensions, such as a subreflector extension, and
for radiation directly on the primary reflector. An account of the mathematics
to correct the approximated temperature, using simulated data, is provided in
subsection 4.4.10. In this subsection, the impact of the strategy on the ANT
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is investigated.

Part of the success of this strategy is due to the power law base form of the
ANT, which is mostly due to the galactic emission which follows a power law
spectrum, as mentioned earlier. The base form refers to the form of the ANT,
without its ripple included. This allows the ANT to be relatively accurately
predicted, from only a few simulated frequencies, as a power law requires only
a few points to be accurately described. The power law, however, is more ac-
curately described if a few frequencies are simulated, instead of only one. The
ANT can thus be predicted from simulating the radiation pattern of the full
reflector system at a single frequency, however, using three will increase the
accuracy of the predicted ANT. While the prediction of the power law base of
the ANT is relatively accurate, it does not include the ripple in the ANT. The
ripple is thus not modeled using this strategy.

Coarse models generated from this strategy, by using only one full system sim-
ulation, is considered the standard case in this dissertation. The ripple can
now be obtained or isolated by taking the difference between the high-fidelity
approximation (fine model) of the ANT, and a low-fidelity approximation (low
order) of the ANT that is calculated by using the strategy in [24].

4.2.2 Fourier Transform application

An FFT is applied on the isolated ripple of each tipping angle, to extract the
frequency components and compare them. Ripple isolation protects the FFT
results from being dominated by slow varying components, potentially obscur-
ing the ripple information. The FFT application and results are discussed in
detail next.

The FFT in this dissertation is performed over frequency, instead of time. By
simply interpreting the function or signal which is a function of frequency, as
a function of time instead, the result from the FFT can be interpreted as the
frequency of the periodic terms that constitute the response of the frequency
signal, instead of the time signal. Thus, no mathematical change has to be
done and the transform can be applied in exactly the same manner.

The FFT is performed on the isolated ripple of the signal. This is useful,
because the ripple is only a small oscillation on the signal. If the FFT of the
original signal is calculated, it will be dominated by other frequency compo-
nents, which will obscure the ripple component information. The output of
the transform in this dissertation shows the period, that is required for each
term to oscillate, naturally implying that peaks with a smaller period will
correspond to the high frequency terms that are associated with the ripple
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component. In some cases, the logarithm with base 10 is taken of the period,
to highlight the dominant ripple component. The dominant ripple will always
be located at the highest magnitude in the FFT. In the case of the logarithm,
it will be displayed on the x-axis. Period is easier to interpret as seen in Fig.
4.7. In Fig. 4.7b, the FFT of the ANT ripple displays the period of the
frequency components. The marked period on the peak, corresponds to the
distance between the two marked frequencies in Fig. 4.7a. These two marked
frequencies, roughly displays the distance between two ripple peaks. It is thus
intuitive to interpret the marked period of Fig. 4.7b. In Fig. 4.7c, the FFT of
the ANT ripple is shown in frequency, instead of period. It is less intuitive to
interpret the relation of this marked frequency, in regards to the ripple in the
ANT. Notice that the period format of the FFT, displays high (fast) frequency
components to the left, and low (slow) frequency components to the right of
the graph.

(a) (b)

(c)

Figure 4.7: Period is easier to interpret compared to frequency for FFT. In (a) the
ANT is shown, and in (b) the FFT of the ANT ripple, showing the period of the
ripple. In (c) the FFT of the ANT ripple is shown in frequency, instead of period

A rectangular window is used implicitly before the FFT is performed, how-
ever, the effect of applying a hamming window on the signal before the FFT is
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also investigated. Hamming windows often improve the accuracy of the FFT,
in many cases. The FFT process is designed to extract the frequency com-
ponents of periodic signals, however, in many cases the provided signals are
not periodic. In these cases, there exist discontinuities at the start and end
of the signal. These discontinuities present as high-frequency components in
the FFT, which are not part of the original signal, and can have much higher
frequencies than the Nyquist frequency, which causes aliasing to occur. This
effect is known as spectral leakage. The hamming window reduces spectral
leakage, by suppressing the discontinuities.

In Fig. 4.8 a hamming window is applied on an arbitrary isolated ANT ripple.
In Fig. 4.8a the ripple of the original signal is shown accompanied by the
same ripple with a hamming window applied to it. In Fig. 4.8b the FFTs of
both these ripples are shown. While it is apparent that the hamming window
produces a more clear transform, the dominant frequency components are the
same in both transforms. Due to this, the importance of choosing the ideal
window is neglected in this dissertation. The hamming window, however, is
applied in many cases.

(a) (b)

Figure 4.8: A hamming window is applied on an arbitrary isolated ANT ripple. In
(a) the ripple of the original signal is shown accompanied by the same ripple with a
hamming window applied to it. In (b) the FFTs of both these ripples are shown

The ripple is isolated either as described above, through subtracting a fine
model from a low order approximation created through some strategy, or by
subtracting a fine model from a specific power law fitted through it. The latter
approach is determined through an algorithm which uses an iterative power
law fitting processes, combined with analysing the impact of each fit, to de-
termine the best fit and extract the ripple effectively. The benefit of using the
low order approximation approach, is that the approximation accuracy can be
tested, along with identifying the ripple (and general frequency) components
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it does not model. The benefit of using the iterative power law, is that a more
distinct and defined ripple can be isolated more confidently.

In both cases a coarse model, without ripple, is generated. The iterative power
law technique will be discussed soon. It is expected that a power law will fit
the ANT well, due to its base form resembling a power law. This implies
that the ripple on the signal can effectively be isolated by using a power law.
Polynomial fitting is also more prone to rapidly oscillate, compared to power
laws, which can cause it to extract the ripple as well as the base form and
possibly inject ripple components. This will be discussed in more detail soon.
For these reasons, Polynomial fitting is thus not used to isolate the ripple in
many cases.

4.2.3 Iterative power law ripple extraction

While a 1st-order power law is sufficient to extract some ripple from a sig-
nal, the iterative n-order power law technique was developed to increase the
confidence that the extracted ripple is indeed the ripple of the signal, and to
analyse the impact on the extracted components, due to the power law fitting.
A 1st-order power law can be described as follows,

Order 1: c0x
c2 + c1, (4.25)

where each c represents an unknown constant or coefficient to be determined
through the fitting process, and x is the independent variable representing the
frequency in this case.

The iterative power law technique is described in Fig. 4.9. It starts by fit-
ting a 1st-order power law through the fine model, or signal. Two FFTs are
calculated, one for the fitted power law and the other for the provided signal.
These two FFTs are then divided by each other, to produce a quotient over
frequency. These quotients are produced as follows,

Qn =
FFT(TA(f |̂r0))

FFT(Pn)
(4.26)

where Qn denotes the quotient for an n order fit, FFT denotes the FFT oper-
ation or function, TA is the ANT as discussed earlier, and Pn is the power law
for an n order fit.

An example of a signal with a 3rd order power law fit is shown in Fig. 4.10,
their FFTs in Fig. 4.11, and the quotient graph in Fig. 4.12. The signal is
normalised in both magnitude and frequency to enhance numerical stability
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Figure 4.9: A flow chart describing the iterative power law algorithm

and fitting accuracy, when performing the power law fitting. The normalisation
is performed by independently scaling both axes to a maximum value of one.
This is done for each axis, by divided their values by the maximum value for
that axis. The process is then partially repeated. Another power law is then
fitted. This power law is a single order higher than the previously fitted power
law, thus a (n+ 1) order power law instead of a n order power law, described
as follows,

Order 2: c0x
(c3x1+c2) + c1, (4.27)

Order 3: c0x
(c4x2+c3x1+c2) + c1, (4.28)

Order 4: c0x
(c5x3+c4x2+c3x1+c2) + c1, (4.29)

Order n: c0x
(
∑n−1

i=1 c(i+2)x
i+c2) + c1, (4.30)

Order n+1: c0x
(
∑n

i=1 c(i+2)x
i+c2) + c1. (4.31)

An FFT is then calculated for this power law. This FFT is again divided by
the FFT of the provided signal, to produce another quotient over frequency.
The process is then partially repeated again, for a higher order power law. It
repeats up to a 19-th order power law, each time providing another quotient
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Figure 4.10: A signal plotted with a 3rd order power law fit

over frequency.

In Fig. 4.13 the quotient is shown for orders one, two and three. Notice that
the 3rd order power law quotient mostly remains closer to one, from the right
(∼1500 MHz) to the left at about ∼250 MHz, compared to the others. This
will be explained shortly, but informs that this power law thus suppresses the
slow components present in the original signal better than the others.

These quotients gives insight into how well the power law fits the signal. The
power law would fit the signal perfectly if the quotient is a constant value of
one over the entire band. It is expected that a power law will not perfectly fit
the signal, and will model the underlying power law, without the ripple. This
is because the ripple does not have a power law baseform.

This assumption stems from the general slow (or non-existent) oscillation of
power laws as shown in Fig. 4.14, where a third order polynomial is compared
to a third order power law, when both are used to fit an ANT calculation.
This is due to the predominance of slow Fourier components, as shown in its
FFT in Fig. 4.11. From Fig. 4.14, polynomials tend to be more oscillatory,
compared to power laws. The polynomial is calculated as follows,
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Figure 4.11: FFT of signal and a 3rd order power law fit

Order 1: a1x+ a0, (4.32)
Order 2: a2x

2 + a1x+ a0, (4.33)

Order n:
n∑

i=0

a(i)x
i. (4.34)

In this case, both functions do not manage to fit the ripple of the ANT.

In Fig. 4.15 a 15th order of both is used, and compared. Notice that the 15th
order polynomial fits the ripple of the ANT, where the power law does not.
This is not desired. While it is intended that this process remove the slow
varying components of the signal, it should not remove the ripple, which is
why polynomial fitting is generally not used for ANT ripple extraction. From
this even a 15th order power law will struggle to model the ripple in most
cases. This reduces the risk notably of the ripple being modeled out. This
behaviour of power laws allows it to generally characterise slower variation
more effectively, compared to fast variation.
There is also the risk of ripple, or frequency component, injection. This oc-
curs when the power law has some frequency components which are stronger,
than in the signal it fits. These components are called artifact components.

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 4. CHARACTERIZATION OF ANT RIPPLE 81

Figure 4.12: An example of the quotient graph for a 3rd order power law fit

Any value on the quotient graphs below 1 technically represents an artifact
component. These components will be stronger after the subtraction. This
could lead to these components becoming dominant in the subtracted result,
even though they do not exist in the original signal. This is only a concern if
the injected components are notable, compared to the dominant components
in the signal, which is usually not the case. It is also generally unlikely, as the
power law does not usually oscillate fast enough.

There is also the risk of insufficient frequency component suppression. This
occurs when the power law does not have the same strong slow frequency
components that the original signal has, which is then not removed in the
subtraction. This results in the subtracted signal still having undesired slow
components present, which can dominate and obscure the ripple components.
Any value on the quotient graphs above 1 technically represents a component
that is not fully suppressed. Insufficient suppression is also only a concern, if
the slow components are still notable in the subtracted signal.

Both of these risks are, however, considered in the algorithm. The peaks above
and below the quotient graph for each power law is compared against the prob-
able ripple components in the signal. The probable ripple components have

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 4. CHARACTERIZATION OF ANT RIPPLE 82

Figure 4.13: The quotient is shown for orders one, two and three

to be estimated, as the ripple that has to be extracted is not known. This
is because the ripple is obscured by multiple other components. To deter-
mine the probable ripple components, the components that appear frequently
across each subtracted result is collected. Any injection or lack of suppression
that any power law might have on the subtracted result, will probably not be
repeated by most of the other fits, as their form changes due to their order
changing. The components that remain frequently unsuppressed, across all
the different order power law fits, are thus probably ripple components.

The collected quotient graph peaks, for each power law fit, represent the dom-
inant lack of component suppression, and dominant component injection. The
peaks above the quotient is for the former, and below for the latter. This
collection of peaks is then processed, for each power law, to determine a power
law score. The purpose of the power law score is to determine the best power
law fit, for low component injection and high slow component suppression.
The power law order that provides the lowest score is considered the best for
ripple extraction.

The power law score is determined as follow,

Sn = LnZn + InXn, (4.35)
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Figure 4.14: A third order polynomial fit is compared to a third order power law
fit, when both are used to fit the ANT

where the n denotes the current power law order, Sn is the score, Ln is the
suppression coefficient, Zn is a collection of the dominant insufficient suppres-
sion, near each probable ripple component. The injection coefficient is In, and
Xn is a collection of the dominant component injection, near each probable
ripple component. The purpose of the coefficients is to decide the relevance of
the quantity.

As mentioned earlier, only probable ripple components are considered. If other
dominant components are found in the final result, where a chosen power law
order is subtracted from the signal, then these components are removed. This
is acceptable, as these components are probably injected components and not
ripple components.

The coefficient values are separated into a ripple and non-ripple region. The
separation between these regions is predicted by calculating the distance be-
tween the quotient graph suppression peaks, and choosing the separation point
at the peak where an outlier distance occurs. This can be seen in Fig. 4.16.
A suppression peak is a local peak, where all the marked values are suppres-
sion peaks. The distance between each peak pair, is their period difference.
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Figure 4.15: A 15th order polynomial fit is compared to a 15th order power law
fit, when both are used to fit the ANT

The separation point is the discontinuity, in the region separation plot. The
distance between each successive peak pair, from the left, is calculated. The
outlier distance is calculated as the first suppression peak pair that has a
value larger than double the average distance. The outlier peak is the right-
most marked value. Only the suppression peaks is used, as the ripple will
likely occur when the power law can not suppress the fast ripple components
of the signal. The ripple region will likely occur where the power law rapidly
struggles to suppress the fast components, which is why the region is defined
at the peak where an outlier distance occurs.

It is also worth mentioning that although only probable ripple components are
analysed, some of these predicted components might be outside of the ripple
region, although it is unlikely. If this occurs, the component is either a slower
ripple component or it is a slow component which the various power law fits
struggle to suppress.

The coefficient Ln = 5 and In = 10, in the non-ripple region. It is unlikely
that this case will occur, but if a non-ripple region component exists, it will
be insufficiently suppressed by most power law fits. If a power law manages
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Figure 4.16: The predicted ripple region and non-ripple region separation, is dis-
played. The separation is predicted at the peak where an outlier distance occurs

to suppress it, then this component is probably not a real ripple component,
as a power law fit will struggle to suppress a ripple component. In this case it
is likely a difficult to suppress slow component, and the power law that sup-
presses it will be the best. Additionally, if a power law injects this component,
then it is very likely to not be a ripple component. For these reasons, the
coefficients are assigned high values in this range.

The coefficient Ln = −1 is assigned a negative value in the ripple region. This
is because the lack of suppression of ripple components in this region is desired.
It is assigned a lower value, as the lack of suppression of ripple will likely occur
in all fits, and the contribution would dominate if assigned a higher value.
The coefficient Ln = 4 in the ripple region, as injection of ripple is strongly
discouraged. These coefficients are relative to each other, and can be chosen
arbitrarily to prioritise the desired output of the fit.

The result of the iterative power law used on an example fine model of the
ANT is shown in Fig. 4.17. The signal and the chosen power law is shown
in Fig. 4.17a, followed by their quotient in Fig. 4.17b. The subtracted result
is shown in Fig. 4.17c, where the power law is subtracted from the signal.
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Finally, the FFT of the subtracted result is shown in Fig. 4.17d. The chosen
order for the power law is one. Even though the third order power law sup-
presses the slow components more than a first order power law, the first order
power law in this case extracts the ripple components more effectively. This is
because these slow components are known not to be ripple components, and
can be removed if dominant.

(a) (b)

(c) (d)

Figure 4.17: The iterative process result shown when used on an example fine
model of the ANT. In (a) the signal and the chosen power law is shown. In (b) their
quotient. In (c) the subtracted result, where the power law is subtracted from the
signal. In (d) the FFT of the subtracted result is shown

4.2.4 Characterisation of ripple in the ANT: Direction
impact

At this point the ANT has been described, including the terms necessary to
calculate it. The tools to allow ripple extraction from the ANT, have also
been developed and explained. The ANT ripple will be investigated and char-
acterised next.
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In Fig. 4.18 a normalised FFT of the ANT ripple at each pointing angle is
shown on linear-log scale to highlight the frequency components of the ripple.
From the FFT, it is shown that the ANT ripple feature many dominant fre-
quency components across the observed pointing angles.

These different ripples, at different pointing angles, can be attributed to the
background noise temperature effectively changing in each direction, when the
reflector system rotates. In reality, the radiation pattern will rotate when the
reflector system rotates, however, the background noise temperature can in-
stead be rotated, with the radiation pattern remaining unchanged, to produce
the same result.

The radiation pattern has a different ripple in each direction. This occurs
because the interference effects, causing the ripple, is different in each direction.
In some directions it might be mostly due to diffraction effects, and in others
due to spillover effects, etc. It also occurs because the path length difference
between interfering fields will change in each direction. Interference effects was
discussed in detail, in Chapter 3. Recall that the ANT integral is calculated
over the entire 4π steradian sphere, and is thus influenced by radiation pattern
and background noise temperature in all directions, as shown again below,

TA(f |̂r0) =

∫∫
4π
N(f,Ω|̂r0) sin θdΩ∫∫

4π
U(f,Ω) sin θdΩ

, (4.36)

N(f,Ω|̂r0) = Tb(f,Ω)U(f,Ω|̂r0). (4.37)

In the ANT integral, the radiation pattern is multiplied with the background
noise temperature. As the background noise temperature changes, the radia-
tion pattern in each direction will be multiplied with a different background
noise temperature value. Since the radiation pattern has a different ripple in
each direction, the ripple in each direction will be weighed differently, as the
background noise temperature changes. This changes the total answer in the
ANT, as the integral is calculated, to lead to different ripples behaviour for
each pointing angle. Since the ripple in each direction are weighed differently,
certain directions contribute more to the ANT calculation, and are thus more
important. These directions will change, depending on the pointing angle.

The ANT is normalised to the total radiated power, as seen in the denomina-
tor of (4.1). The denominator is a constant scalar over frequency, and as such
only scales the result of the numerator of the ANT. This multiplicative scaling
has a slight impact on the ripple, because the change in the numerator at each
frequency, is a function of the numerator at each frequency.

The ANT is shown in Fig. 4.19a, followed by its numerator in Fig. 4.19b. It
is plotted for a -80° tipping angle. In Fig. 4.19c the ripple of the ANT and its
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Figure 4.18: A normalised FFT of the ANT ripple at each pointing angle is shown
on linear-log scale to highlight the frequency components of the ripple

numerator is shown. In Fig. 4.19d the FFT of the ripple is shown for the ANT
and its numerator. From Fig. 4.19 a slight change can be seen in the ripple,
however, it does not change the frequency of the dominant ripple components.
Furthermore, the denominator is not a source of ripple in the ANT calculation,
as it is a scalar.

4.2.5 Characterisation of ripple in the ANT: ANT
ripple origin

To investigate where the ripple comes from, recall that the numerator of (4.1)
requires a product, MTbUS(f,Ω|̂r0) = N(f,Ω|̂r0) sin θ, of the background noise
temperature, the radiation pattern of the full reflector system and a sinus func-
tion. The sinus function is not a function of frequency, so it can not contribute
to a frequency ripple in the ANT. Also recall that the model of the surround-
ing scene brightness temperature from Fig. 4.2 (figure repeated again in Fig.
4.20 below), which is used to generate the background noise temperature, has
Galactic synchrotron radiation. This radiation dominates the system noise
temperature at frequencies in the lower part of the bandwidth, and has an
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(a) (b)

(c) (d)

Figure 4.19: The ANT is shown in (a), followed by its numerator in (b). It is
plotted for a -80° tipping angle. In (c) the ripple of the ANT and its numerator is
shown. In (d) the FFT of the ripple is shown for the ANT and its numerator

average 1
f2.75 power law response, which does not include a ripple.

The only remaining part that can possibly contribute to the ripple is the
radiation pattern of the full reflector system, which does have a ripple over
frequency, as explained in Chapter 3. There is another mechanism, instead of
interference, that adds ripple over frequency. In Fig. 4.21 this mechanism is
shown and the reason why it leads to a ripple over frequency for the radiation
pattern of a full reflector system. When the frequency increases, the electrical
size of the reflector increases. This increase in size leads to a higher effective
aperture diameter which leads to a narrower main beam. As the main beam
narrows, the sidelobes moves closer to the direction of maximum radiation in-
tensity. The sidelobes also become smaller. as more energy is radiated in the
main beam, which will become larger. If a specific direction is chosen, and the
radiation pattern is observed over frequency, a ripple is seen. This is because
for one frequency the sidelobe at the observed angle might be at a peak, and
as the frequency increases and the sidelobes moves in, the directivity at the
observed angle will oscillate from a seeing a peak to a null and back to a peak
continuously. Additionally, this directivity will also decrease for the observed
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Figure 4.20: Sky brightness temperature over frequency

angle over frequency, as more and more energy is added into the main beam
and the sidelobes becomes smaller, which relates to the ripple reducing over
frequency.

Important to note, is that the direction of maximum radiation intensity does
not experience this ripple. This is especially profound when discussing AE
ripple, and the prediction of this ripple, in the next chapter. The AE ripple
is calculated only from the direction of maximum radiation intensity, and as
such, is not influenced by the ripple mechanism mentioned above. This makes
the prediction of the AE ripple easier than the ANT ripple prediction.

The radiation pattern is the cause of the ripple in the ANT over frequency,
however, it can also be observed that the ripple in the ANT is a function
of tipping angle as seen in Fig. 4.4. This implies the ripple in the ANT is
not simply the ripple in the radiation pattern. The origin of this tipping angle
dependency, and the impact it has on the ripple of the ANT, is discussed soon.

Non-ideal effects that interfere with the radiation pattern from the reflector
system, will radiate in all directions causing interference in all directions. The
entire full system radiation pattern in all directions thus contributes to the
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Figure 4.21: A full reflector system radiation pattern implicitly has a ripple over
frequency

ripple in the ANT. The contribution to the ANT calculation (and ripple) from
the mainlobe of the radiation pattern will be significantly higher than the
contributions due to the sidelobes, assuming a uniform background noise tem-
perature over angle. Fig. 4.22 shows why the ripple contribution for the ANT
is larger for the main beam compared to the sidelobes’ contribution. This is
because the main lobe of the radiation pattern of a reflector system has sig-
nificantly more energy compared to the sidelobes.

Interference is an additive process. The relative energy added from a specific
non-ideal effect interfering in the main lobe, will be less, compared to the rel-
ative power added in the sidelobes. The ripple effect caused in the radiation
pattern by this non-ideal effect will thus be smaller in the main lobe, compared
to the sidelobes. Fig. 4.23 shows how the relative energy added to zenith, or
the main beam, from interference is less than that added to the sidelobes.
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Figure 4.22: Ripple contribution for the ANT is larger for the main beam, com-
pared to the sidelobes

4.3 Antenna noise temperature ripple as a
function of tipping angle

4.3.1 True-View Projections

True-View projections are used in this chapter to investigate important an-
gles regarding ripple contribution to the ANT, and thus a quick overview of
true-view projections will be given to allow the reader to interpret their results.

Spherical projections usually attempt to project the full 4π steradian sphere
onto a 2-D plane or grid. This can not be done by directly projecting onto the
plane, as duplicate values will be created as shown in Fig. 4.24. The dupli-
cation is a result of the sphere not being a one-to-one function, with multiple
combinations of range elements resulting in the same domain answer. The pro-
jection is thus an implicit function of the range elements, from which multiple
combinations can lead to the same projection.

Instead different spherical projection strategies have been developed. Exam-
ples include the stereographic projection, the Mercator projection or the true-
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Figure 4.23: The relative energy added by interference effects is less in zenith,
or the main beam, than it is in the sidelobes. This is because the main beam has
much more energy than the sidelobes, yet the interference effect energy added will
be relatively similar. This results in a smaller ripple over frequency for the far-field
in the direction zenith, compared to the sidelobe directions

view projection among others. All spherical projections cause distortions in
the projection, as it is impossible to project a sphere onto a 2D plane with-
out distortion, and the different types of projection strategies distort different
parts of the projection. The true-view coordinate system is a polar (circle)
representation of the polar spherical (θ,ϕ) coordinate system [40], and not a
rectangular 2D plot such as the popular Mercator projection generally used
to project Earth onto a 2D plane. The true-view projection is often used in
antenna design to project the far-field radiation pattern sphere onto a 2D grid.
The benefit of a true-view projection is that it does not notably distort the
projected data to the centre of the 2D grid, which is in the θ = 0° direction.
The projection does, however, distort more outside of this direction. The high-
est distortion occurs in the θ = 180° direction.

The centre of the 2D grid is usually the projected main beam for an antenna
system. The main beam is thus centered in the θ = 0° direction. The main
beam is the cone in which most of the power is radiated from the antenna
system, and thus is the most important to correctly display. Most of the
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distortion from the true-view projection occurs when the backlobe is projected,
which is in the θ = 180° direction. The backlobe is thus the radiation in the
opposite direction of the main beam, and contains significantly less power than
the main beam. A distorted backlobe is relatively insignificant. This makes
the true-view projection a good choice for radiation pattern projections and
the true-view projection is used extensively in this dissertation for its benefits
[40]. A true-view projection casts the two orthogonal components of the grid
as described in the following (4.38) for the y-axis,

Figure 4.24: Directly projecting sphere to plane causes duplicate values

Yg = θsin(ϕ)° (4.38)

and the following transform (4.39) for the x-axis,

Xg = θcos(ϕ)° (4.39)

to map the sphere onto a 2-D plane.

An ideal Gaussian pattern is used to demonstrate the projection. An ideal
Gaussian pattern is an idealised feed pattern, which has no sidelobes. It is
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useful, as it can be used to approximate a physical feed [41]. The Gaussian
pattern can be defined by,

UgndB(θ) = TdB

(
θ

Tθ

)2

, (4.40)

where UgndB is the normalised radiation intensity in dB, TdB is the feed edge
taper in dB, and Tθ is the feed edge taper angle in radians. The normalised
radiation intensity in dB, is defined to have the value of the edge taper, at
the edge taper angle. In Fig. 4.25a, the edge taper is chosen as TdB = −12
dB, and the taper angle as Tθ = 45°, which is converted to radians in the
calculation. Furthermore, the normalised radiation pattern in dB is shown
in Fig. 4.25b, and its true-view plot in Fig. 4.25c. The pattern is indepen-
dent of frequency and ϕ. Any arbitrary scalar can be added to the normalised
radiation intensity in dB, to tailor the response outside of a normalised version.

The centre of the true-view plot will be directly up or in the z-direction. The
edge of the true-view plot will be directly down, or in -z. It can seen that the
direction of maximum radiation intensity, in the z direction, is also the bright-
est region in the true-view plot. A region in this context can be described as
a cluster of angles around a specific direction.

4.3.2 Analysis of ANT calculation terms

Recall that to fully calculate the ANT as seen in (4.1), the integral of the prod-
uct, MTbUS, of multiple terms have to be calculated, and the ANT has to be
normalised. These terms include the radiation pattern or radiation intensity
U(f,Ω|̂r0), the background noise temperature Tb(f,Ω) and the sin function
sin θ. It is not necessary to consider the normalisation of the ANT, in regards
to the investigation of angle dependence of the ANT, as it simply scales the
ANT.

Assume the antenna is pointing to a 0° tipping angle. In Fig. 4.26 the terms
required to calculate the ANT in this case is shown, including MTbUS. Ev-
ery figure presents information on a true-view grid with HEALPix resolution
reduction. HEALPix is discussed soon in the HEALPix subsection. It is cal-
culated for f = 0.7 GHz. The normalisation factor is excluded.

The primary and subreflector projected positions are also shown on each true-
view plot. The projection is realised by projecting the rim coordinates of each
reflector, from spherical coordinates, to true-view coordinates. The projection
for the primary reflector is performed from the primary focus, in the classical
conic section case. The projection of the subreflector is performed from the
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(a) (b)

(c)

Figure 4.25: The radiation pattern of an ideal Gaussian feed, with a -12 dB edge
taper. In (a) the normalised radiation intensity is shown to have a -12 dB edge
taper, at 45° angle. The normalised radiation pattern is shown in 3D in (b), and in
true-view in (c)

feed position, or the secondary focus in the classical system. The reflectors
are projected from these positions, as the feed is the dominant approximated
beam focus associated with the SR, and the primary focus is the dominant
approximated beam focus associated with the primary reflector [42]. By using
this approach, it can be seen where the radiation energy is concentrated, and
its origin. This presentation can be useful in the identification of the non-ideal
effect, which dominantly influences the radiation pattern, and will be discussed
more in the final section of this chapter, before the conclusion. Thus, the pro-
jected subreflector is located in the area near the centre, enclosed by the black
border. The projected primary reflector is located in the area near the edge,
enclosed by the black border.

In Fig. 4.26a the radiation intensity of the full reflector system is shown, with
most energy in the direction of maximum radiation intensity, as expected. In
Fig. 4.26b the background noise temperature is shown. The background noise
temperature has a distinct colour, or temperature, transition at around the
90° angle in either axis. This is expected, as this angle marks the transition
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between the sky region and the ground region at the horizon of Earth. In this
case, the sky region is in the blue area near the centre. The ground region
is in the remaining yellow area. Since the background noise temperature is
calculated in L-band, the sky region is much colder than the ground. If the
background noise temperature was calculated at a low frequency of 100 MHz,
then the sky region would be much hotter (1000K) compared to the ground
(300K). In Fig. 4.26c, the sinus function can be seen, which oscillates into
peaks and valleys over angle. Finally, in Fig. 4.26d MTbUS from these terms
is shown. Thus, the product of the radiation intensity (Fig. 4.26a), the back-
ground noise temperature (Fig. 4.26b), and the sinus function (Fig. 4.26c).

(a) (b)

(c) (d)

Figure 4.26: Each term required to evaluate the integral of the ANT, excluding
the normalisation, is shown. MTbUS from these terms is also shown. In (a) the
radiation intensity of the full reflector system is shown. In (b) the background
noise temperature is shown. In (c) the sinus function is shown. In (d) MTbUS from
the factors is shown. Each figure is presented on a true-view grid with HEALPix
resolution reduction. The primary and subreflector positions are also shown on the
true-view grid. This is shown for 0.7 GHz
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4.3.3 HEALPix

HEALPix was created in order to have a mathematical structure which allows
a suitable discretization of functions on a sphere, at high and varying resolu-
tions. The purpose of this was to enable efficient statistical and astrophysical
analysis of full sky data sets. This is because these data sets are large and
cumbersome to analyse. The data sets are created through satellite missions
which measure the cosmic microwave background (CMB) anisotropy, and is
then used to create data sets, at various frequencies, which are used to synthe-
sise full-sky maps of the microwave sky. The synthesise is accurate to a few
arcminutes for angular resolution [43].

HEALPix can create this structure due to three properties. The first is be-
cause the sphere is hierarchically tessellated into curvilinear quadrilaterals, as
shown in Fig. 4.27. Each shape used in the tessellation is known as a pixel.
The lowest resolution consist of only 12 pixels. Increasing the resolution of the
tessellation (or HEALPix projection) results in each pixel divided into four
new pixels. This resolution increase is shown in Fig. 4.28. The resolution is
increased from the base level, resulting in 12 pixels, to a level higher, result-
ing in 48 pixels. The second property, is that each pixel has approximately
the same area, at a specific resolution. The final property is that the pixels
are distributed on lines of constant latitude, which is critical for all harmonic
analysis applications involving spherical harmonics.

The true-view projections used in this dissertation, is projected from a sphere.
Spheres in this dissertation, and in most EM simulation software, is defined on
the standard theta-phi grid. HEALPix can be applied to spheres, to change
the non-uniform resolution of the sphere, to an approximate uniform area grid
instead. This is useful for various presentations, which will later be described
in more detail. In the context of this dissertation, when HEALPix is applied to
a sphere, its true-view projection will display pixels or polygons. Each pixel,
or polygon, consists of a cluster of similar angles, instead of individual angles.
The terms pixel, polygon, or angle, are used interchangeably in this chapter,
as they imply a similar direction.

The angular variation of the functions described in true-view is generally slower
over most of the grid, compared to the fast variation found at the horizon of
the background noise temperature, or around the main beam of the radiation
pattern. Due to this, the application of HEALPix can be used to reduce the
number of angles, to increase the speed of the analysis, with a smaller sacrifice
to accuracy, in the slower angular variation regions. While using HEALPix
in the fast variation regions might lead to a larger sacrifice to accuracy, these
regions are far smaller, compared to the slower regions, and the impact is thus
less severe. The HEALPix projection, or averaging, will refer to the applica-
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Figure 4.27: Sphere hierarchically tessellated into curvilinear quadrilateral, using
HEALPix

tion of HEALPix on the applicable sphere.

The speed increase is especially notable due to only requiring fitting each pixel,
by using a power law for example, instead of fitting each angle. The speed in-
crease is important, as fitting each angle can take multiple days (or a week) to
calculate, with the HEALPix projection increasing the speed by more than x30
times. The HEALPix averaging reduces the number of angles, by grouping an-
gle clusters into an attempted equispaced polygon grid. HEALPix pixelisation
is especially useful for the poles of a sphere, since they have many duplicate
values for phi at θ = 0° and θ = 180°. HEALPix packs the poles as a single
pixel, eliminating the duplicate information.

4.3.4 Ripple contribution approximation through
true-view regions

The ripple contribution to the ANT ripple, from each angle in the radiation
pattern, can be approximated through true-view plots. This is possible, be-
cause the integral of MTbUS, can be calculated by the summation of MTbUS
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Figure 4.28: Resolution increase from the base level seen in the left image, to a
higher resolution seen in the right image

over the entire projection. This is discussed in detail in Appendix A. Further-
more, in Appendix A it is proven that the angular resolution used for the full
radiation pattern, in this dissertation, is high enough for the ANT integral to
converge.

The benefit of calculating the integral as a summation over the grid, is that
it allows immediate insight into the calculation of the ANT, by observation
of the grid or figure. Calculation of the integral (or the entire ANT) would
only yield a scalar value, at a specific frequency, which would not provide any
insight into the origin of the ANT ripple. MTbUS from the factors required
to calculate the ANT, is shown again below in Fig. 4.29. From Fig. 4.29 it
is immediately apparent that the brighter or higher magnitude regions, will
contribute more to the calculation of the ANT, than the other regions will.
Remember that these regions refer to specific angles, or angle clusters in the
case of the HEALPix application. Thus, certain regions or angles contribute
more to the calculation of the ANT, than others. Furthermore, a large num-
ber of angles have relatively low contributions, while a selection of other angles
largely dominate the calculation. This allows the identification of important
angles for the calculation, and to disregard other less important angles. These
important angles can then be used to create a relatively close approximation

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 4. CHARACTERIZATION OF ANT RIPPLE 101

of the ANT.

Figure 4.29: MTbUS from the factors required to calculate the ANT. The contri-
bution of each angle in the calculation of the ANT, is determined by the brightness
or magnitude at the angle. This is shown for 0.7 GHz

Recall that these important angles are determined from MTbUS, which is cal-
culated from the product of the radiation pattern, or intensity, the background
noise temperature and the sinus function. Naturally, an important angle will
only occur where MTbUS have a high magnitude. The radiation pattern will
largely contribute in the region where its main beam is located. For L-band,
the background noise temperature will contribute much more, below the hori-
zon, in the ground regions. Finally, the sinus function is part of the surface area
element of the surface integral of a sphere to regulate the contributions near
the poles, as smaller area elements are required for the denser grids. It is still,
however, part of MTbUS and will contribute in an oscillatory manner over angle.

It is expected that the ripple contributions observed in these important an-
gles, will largely determine the ripple observed in the ANT. Recall that the
radiation pattern is the only term which can contribute to the ripple of the
ANT, and thus the only relevant term in this context. The radiation pattern
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U(f, ϕ, θ|̂r0), is a function of frequency, angle and pointing direction of the
reflector system. If the reflector is tipped to a specific direction, then the ra-
diation pattern reduces to Up(f, ϕ, θ). Furthermore, assume a specific angle
is selected, then the radiation pattern reduces to Upa(f). Thus, for a specific
angle and pointing direction, a function over frequency is observed. This can
be conceptually seen in Fig. 4.30, and practically in Fig. 4.31 for two arbitrary
chosen angles. This function has a ripple over frequency, which is expected, as
the radiation intensity is the only ripple contributor to the ANT ripple.

Figure 4.30: Function of frequency observed for radiation intensity, when a specific
angle is chosen to be observed, when the reflector is pointed in a specific direction

An FFT can be performed on this function FFT(Upa(f)), as seen in Fig. 4.32
and Fig. 4.33, to provide insight into the frequency component composition.
Before this transform, the ripple can be isolated using a ripple extraction tech-
nique, and the FFT can be applied on the ripple instead. This is useful to
support extracting ripple components.

Before discussing ripple extraction on the radiation intensity, Upa(f), the con-
cept of a base form will be discussed. This concept, attempts to cast the
applicable function into a summation of a base form and a ripple. This con-
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(a) (b)

Figure 4.31: Radiation intensity observed for arbitrary chosen angles, when the
reflector is pointed in a specific direction

cept applies well to the ANT, because there is a clear distinction between the
base form and the ripple, and is the basis of ripple extraction using the it-
erative power law technique. This distinction might not be as clear for the
radiation intensity, Upa(f). If the radiation intensity, however, has a distinct
power law base form and a ripple, then the iterative power law technique will
likely extract the ripple successfully. In all cases, the goal of ripple extraction
in this dissertation is to remove the base form, and retain the ripple, where
the fitting process is used in an attempt to model the base form.

The developed iterative power law technique, in subsection 4.2.3, usually per-
forms well in extracting the ripple from the radiation intensity, sometimes even
in cases where a power law base form is not explicit, as seen in Fig. 4.32. This
gives some leverage to the task of accurate ripple extraction, as the technique
is somewhat robust. Power law fitting also performs well if the base form is
monotonically increasing, or decreasing. The iterative power law technique,
however, does not always perform well when a power law base form is not
explicit, and a solution to this will be discussed soon.

In Fig. 4.32a the radiation intensity as seen in Fig. 4.31a is shown. In Fig.
4.32b the FFT of this radiation intensity is shown. In Fig. 4.32c the extracted
ripple with the use of the iterative power law technique is shown, of this ra-
diation intensity. In Fig. 4.32d the FFT of this extracted ripple is shown. A
similar situation occurs in Fig. 4.33, for Fig. 4.31b.

In some cases, a polynomial fit is better suited to extract the ripple of the
radiation intensity. Polynomial fitting is prone to ripple removal, including
important ripple information, and thus it is important to correctly choose the
situation in which polynomial fitting is required. A process is implemented to
test if Upa(f) has a power law base form, which is fundamental to choosing
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(a) (b)

(c) (d)

Figure 4.32: The iterative power law technique performs well to extract the ripple
from the radiation intensity, for the first arbitrary angle. In (a) the radiation intensity
as seen in Fig. 4.31a is shown. In (b) the FFT of this radiation intensity is shown.
In (c) the extracted ripple with the use of the iterative power law technique is shown,
of this radiation intensity. In (d) the FFT of this extracted ripple is shown

which fitting process will be used for ripple extraction.

Before explaining the process in detail, a brief overview of the objective will
be discussed. In the event that a distinct power law base form is not present,
it is likely that either the ripple dominates or the base form is oscillating. In
either case, this oscillating behaviour can be modeled using a polynomial fit,
and used to decide if a distinct power law base form is present.

The process to test if Upa(f) has a power law base form, includes calculating
the oscillatory nature of the radiation intensity base form. A power law base
form will likely oscillate less than a polynomial base form. The base form is
determined by fitting the radiation intensity with an arbitrary 9th order poly-
nomial fit. A higher order fit is chosen to enable modeling more oscillating base
forms, which have higher oscillation magnitudes and faster oscillation cycles.

A polynomial fit will likely oscillate more when performed on Upa(f) with a
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(a) (b)

(c) (d)

Figure 4.33: The iterative power law technique performs well to extract the ripple
from the radiation intensity, for the second arbitrary angle. In (a) the radiation
intensity as seen in Fig. 4.31a is shown. In (b) the FFT of this radiation intensity is
shown. In (c) the extracted ripple with the use of the iterative power law technique
is shown, of this radiation intensity. In (d) the FFT of this extracted ripple is shown

more oscillatory base form, compared to Upa(f) with a power law base form.
An oscillation threshold can thus be defined and calculated, to predict if Upa(f)
has a power law base form. To determine this threshold, a calibration is re-
quired. The calibration will be discussed soon.

To define an oscillation threshold, it is required to have a method of determin-
ing how oscillatory the base form is. The oscillation of the fit is determined
through calculating its turning or inflection points, by using first and second
order derivatives, and by calculating a measure of its oscillation through,

Of = nf

nf∑
i=1

|Fp(i)
′′|, (4.41)

where nf is the number of (frequency) samples for the fit, and Fp(i)
′′ is the

second order derivative of the fitted polynomial. The absolute value is cal-
culated, to allow every value in F ′′

p to rise the oscillation measure (OM), as
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desired. The summation is used to account for the oscillation over the entire
band, to increase the confidence in the OM. Finally, the result is scaled with
nf to account for the number of samples used. Thus, this OM does not in-
crease, as the number of samples increases. The fit is further normalised to its
maximum value, before F ′′

p is calculated, so that the OM does not scale with
the magnitude of the fit. The oscillation measurement using (4.41), can thus
be used on any fit in this dissertation, to compare the OM of fits directly.

To conclude if the fit represents a power law base form, requires calibration
as discussed earlier. To do this, the OM of an arbitrary calibration signal is
calculated using (4.41), and its value is used as the oscillation threshold. The
calibration signal can be defined by taking an arbitrary number of samples, 101,
from a sinusoidal function with a single oscillation over the band, sin(2πB).
The band, B, is defined as a uniformly sampled vector (101 samples) between
0 and 1. This calibration signal is used, as it is likely more oscillatory than a
power law base form, but not too oscillatory to raise the calibration value too
high for a power law base form to be chosen when it is unlikely to be the base
form. The fit is predicted to represent a more oscillatory base form, if its OM
is higher than the oscillation threshold, and if it has a turning or an inflection
point. Otherwise, it is predicted to represent a power law base form.

In the case where a power law base form is not detected, the radiation intensity
has its mean removed, and is passed through an FFT process. The assump-
tion is that Upa(f) is oscillatory enough, and that its oscillatory components
qualifies as ripple components, without the need for further slow component
removal. There is, however, an exception to this choice. Polynomial fits are
prone to ripple removal, likely only retaining fast ripple components. If the
dominant ripple component is very slow, then Upa(f) is fitted through a poly-
nomial process to extract the fast ripple components, and remove the slow
(unlikely ripple) components. This threshold is chosen somewhat arbitrarily,
at a ripple period slower than half the bandwidth in period (700 MHz period,
for 1.4 GHz bandwidth). The safety in this choice, is discussed next.

Recall that earlier in this chapter, the ripple period in relation to the path
length difference was calculated. For 201 samples over the 1.4 GHz band, a
ripple period of Rp = 700 MHz requires a path length difference of L∆ ≈

c
(700)(106)

≈ 0.43 m. The standard reflector system used is shown again in
Fig. 4.34. The ripple period increases, as the path length difference decreases.
Thus, Rp ≥ 700 MHz, requires L∆ ≤ 0.43 m. This is more than twice as small
as the shortest path length distance, which is from the feed to the nearest
subreflector edge, at 1.04 m. While some path length difference could possibly
be smaller than L∆ ≤ 0.43 m, it is highly unlikely.

An FFT can be performed on the radiation intensity in a similar way for all
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Figure 4.34: The standard reflector used in the dissertation

the other angles, and its ripple can be isolated. Remember, each isolated rip-
ple is still a function of frequency Ri(f, ϕ, θ), as seen in Fig. 4.33d and in
Fig. 4.32d. The dominant ripple component can be chosen for each isolated
ripple, in all angles, to produce the dominant isolated ripple Rdi(ϕ, θ). The
dominant ripple component Rdi(ϕ, θ) for the radiation intensity can thus be
described over a theta-phi grid, or on a unit sphere. Since it is a sphere, it
can be projected with true-view and HEALPix, as seen in Fig. 4.35. The
dominant ripple component Rdi(ϕ, θ) for the radiation intensity, is often re-
ferred to as the dominant ripple period in this dissertation, as it describes the
components in period. Thus in summary, the dominant ripple period, refers
to the dominant frequency component from the FFT of the radiation intensity
fit, in all directions. The radiation intensity fit is produced through fitting the
radiation intensity, in all directions, to extract the ripple. The dominant ripple
period, Rdi(ϕ, θ), is thus a set of scalar values, for each angle, representing the
dominant ripple period of the radiation intensity in each angle.

The important angles can thus be identified through MTbUS, and for every an-
gle a dominant ripple component can be calculated. Recall that MTbUS, refers
to the product of the factors required to calculate the ANT integral. Thus, the
product of the background noise temperature, the radiation pattern of the full
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Figure 4.35: The dominant ripple of the radiation intensity in true-view and
HEALPix format

reflector system and a sinus function. MTbUS is displayed on a true-view grid
with HEALPix resolution reduction. In this case, it is calculated for f = 0.7
GHz.

MTbUS can now be applied as a mask over the dominant ripple component
Rdi(ϕ, θ), to highlight the important dominant ripple components. The mask
is generated by creating an alpha map from MTbUS. The term alpha map in
this context refers to an external transparency layer that can be used as an
overlay, to highlight certain regions, and exclude others. This is shown con-
ceptually in Fig. 4.37. The purpose of this is two fold. Firstly, to confirm
that the important dominant ripple components indeed does lead to the ripple
observed in the ANT. Secondly, to determine which angles are important for
the ripple in the ANT, and possibly develop methods to predict the ripple or
predict the dominant causes of the ripple for a specific system. In Fig. 4.38,
the mask is applied over the dominant ripple components, so that only the
regions with colour are important dominant ripple components.

The alpha map is not always directly correlated to the values in MTbUS. In
some cases custom scaling can be used to change the opacity of the regions to
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highlight subtle changes, or highlight the strongest contributing regions. One
of these scaling methods is named sin scaling, and is shown in Fig. 4.36, where
low contributing values are essentially completely transparent. The purpose
of this scaling method is to highlight the strongest contributing regions.

Figure 4.36: Custom scaling used to highlight the strongest contributing regions

The important regions, and dominant ripple components, change as a function
of the tipping or pointing angle of the reflector. This can be seen in Fig. 4.40.
In Fig. 4.40a the background noise temperature is shown at -80°, in Fig. 4.40c
at -40°, in Fig. 4.40e at 40°, and in Fig. 4.40g at 80°. In Fig. 4.40b the dom-
inant ripple components of the full radiation pattern, with the applied alpha
map from MTbUS, is shown at -80°. In Fig. 4.40d it is shown at -40°, in Fig.
4.40f at 40°, in Fig. 4.40h at 80°. Each figure is presented on a true-view grid
with HEALPix resolution reduction. The primary and subreflector positions
are also shown as the solid black shapes. The horizon is additionally plotted
as the dotted black shape.

Notice in Fig. 4.40 that the background noise temperature is shifted as a
function of tipping angle, instead of the radiation intensity. This produces
the same result, as previously described. In Fig. 4.40 the high contribution
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Figure 4.37: Mask generated from MTbUS. The mask is used as a transparency
layer to isolate important dominant ripple components

regions change, as the background noise temperature is shifted.

The sinus function will be identical in all cases. The radiation pattern will
also be similar in most cases, with a high magnitude main beam, especially in
radio astronomy reflector systems. Remember, however, that the background
noise temperature is a strong function of frequency. The sky model is shown
again in Fig. 4.39 below. At low frequencies, for example 100 MHz, the sky
region of the background noise temperature will dominate the ground region.
At higher frequencies, for example 1 GHz, the ground region will dominate the
sky region. Due to this, the important regions will thus be strongly dependent
on the frequency at which the analysis is done.

It is also important to note that MTbUS is calculated at 0.7 GHz in this case,
which is the lowest frequency in the [0.7 − 2.1] GHz bandwidth. The back-
ground noise temperature is relatively stable over frequency between [0.7−2.1]
GHz, which can be seen in Fig. 4.39, with only a few kelvin difference. Due to
this, the background noise temperature will only slightly change over this band.
The radiation intensity form will also not drastically change over frequency,
with a dominating main beam and much less radiation in other directions. The
sinus function is independent of frequency, and the radiation pattern dominant
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Figure 4.38: MTbUS used to apply an alpha map over the dominant ripple com-
ponents of the radiation pattern to highlight the important dominant ripple compo-
nents, in true-view for a tipping angle of 0°. The colour scale represents the period of
the dominant ripple component. Only the regions with colour are important domi-
nant ripple components. The regions inside the black shapes, represent the projected
subreflector and primary reflector

ripple periods Rdi(ϕ, θ) are also independent of frequency. To keep the discus-
sion and analysis tractable, MTbUS is assumed frequency independent over this
range. While this is not entirely accurate, it is a relatively close approxima-
tion, and enables useful interactions to be derived from MTbUS. This means
that the important regions are also calculated frequency independent for this
bandwidth. If for example a bandwidth of [0.1 − 1] GHz is analysed, MTbUS

will have to be calculated at various frequencies over the band, and applied,
as the important regions will be a strong function of frequency.

4.3.5 Visually presented origin of ANT ripple

Now a specific angle will be selected, to observe if the dominant ripple compo-
nent in the radiation intensity matches the ANT ripple, for a specific pointing
direction. This subsection will also demonstrate the notable impact of the tip-
ping angle on the ANT ripple. In Fig. 4.41a the ANT for the zenith direction
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Figure 4.39: Sky brightness temperature over frequency

is shown. In Fig. 4.41b the FFT of its ripple is shown. The ANT ripple has a
dominant ripple period of 315 MHz for this angle.

In Fig. 4.42a the true-view projection with an applied alpha map is shown.
In Fig. 4.42a it is shown non-marked, to not obscure information. Many of
the coloured regions have ripple periods around ∼ 300 MHz, seen from the z
value. Remember, it is expected that the ripple of the ANT is the sum of these
regions. A high contributing (high opacity) region is marked in Fig. 4.42b. For
this region, a ∼ 300 MHz dominant ripple period is observed from the z value,
for the radiation pattern over frequency. These marked directions will often
times not exactly match the dominant ripple period of the extracted angle,
due to interpolation effects in the construction of these plots. This marked
direction is near the angle shown in Fig. 4.42c.

For this marked angle, the radiation pattern over frequency is shown in Fig.
4.43a. The ripple of this direction for the radiation pattern is shown in Fig.
4.43b. The dominant ripple seen corresponds closely to the ripple observed
for the marked angle in Fig. 4.42b as expected. The other ∼300 MHz regions
further dominate the contribution to the ANT ripple.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.40: The important regions, and dominant ripple components, change as
a function of the tipping or pointing angle of the reflector. In (a) the background
noise temperature is shown at -80°, in (c) at -40°, in (e) at 40°, and in (g) at 80°. In
(b) the dominant ripple components of the full radiation pattern, with the applied
alpha map from MTbUS, is shown at -80°. In (d) it is shown at -40°, in (f) at 40°,
in (h) at 80°. Each figure is presented on a true-view grid with HEALPix resolution
reduction. The primary and subreflector positions are also shown as the solid black
shapes. The horizon is also plotted as the dotted black shape
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(a) (b)

Figure 4.41: ANT for zenith in (a) and the FFT of the ANT ripple in (b)

(a) (b)

(c)

Figure 4.42: The true-view projection of the dominant ripple periods of the radi-
ation pattern, in all directions, with an applied alpha map, for the zenith tipping
angle, in (a) and (b). In (b) a specific direction is marked. A vector is drawn in (c),
near the marked direction in (b)

From this, the ∼300 MHz ripple seen in the ANT in zenith is also observed in
the radiation pattern, in a high contributing region.

In Fig. 4.44 the ANT and its ripple is shown for a -80° tipping angle. From
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(a) (b)

Figure 4.43: In (a) the ripple of the radiation pattern for the marked angle as seen
in Fig. 4.42b. In (b) the FFT of this ripple is shown

Fig. 4.44 it is clear that there is a dominant ripple at ∼50 MHz. In Fig. 4.45,
the true-view projection of the dominant ripple period of the radiation inten-
sity is shown, with a alpha map applied. A non-marked and marked version
is shown. Many contributing ∼50 MHz regions can be seen, as expected, and
dominate the ANT ripple.

(a) (b)

Figure 4.44: ANT and its ripple at -80° tipping angle. In (a) the ANT is shown
and in (b) its ripple

Each bar, in the bar chart in Fig. 4.47, displays a measure of the contribution
to the ANT ripple, from a specific dominant ripple period of the radiation
intensity, in all the angles where it is dominant. The numbers above each bar
identifies the period in MHz, of the specific dominant ripple period. The chart
is normalised to the bar with the highest contribution.

For example, if the ANT for a specific tipping angle has a dominant ∼50 MHz
ripple, then it is expected that there will be many angles, in high contributing

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 4. CHARACTERIZATION OF ANT RIPPLE 116

(a) (b)

Figure 4.45: The true-view projection of the dominant ripple period of the radiation
intensity is shown, with a alpha map applied. In (a) the non-marked version is shown,
and in (b) the marked version is shown

regions, containing dominant ∼50 MHz ripple periods in the radiation pattern,
which causes the ∼50 MHz ANT ripple. The measure is thus calculated, by
summing the specific dominant ripple period, over all regions containing this
ripple, in the true-view projection of the dominant ripple period of the radia-
tion intensity, and scaling it with the alpha map, to account for the variable
relevance of each region.

Thus, the bar chart in Fig. 4.47 is calculated by individually summing the
specific dominant ripple periods in Fig. 4.45, over all regions containing the
ripple, to provide a measure of its contribution to the ANT ripple. While
the true-view projections of the radiation intensity dominant ripple periods,
with an applied alpha map, gives a visual indication of the ripple that will be
present in the ANT, the bar charts gives a more quantitative indication.

From Fig. 4.47 it can be seen that the ∼50 MHz ripple dominates, as expected.
It should also be noted that the dominant ripple contributions observed in Fig.
4.47 will not be entirely match the ripple contributions seen in the ANT, which
can be seen in Fig. 4.44. This is expected, as the process to extract the rip-
ple, and the HEALPix averaging introduce some error. Furthermore, only the
dominant ripple contributions are considered, and not all the components in
the FFT. It is important to note that the radiation pattern might not always
have a single dominant ripple components, and can have multiple notable com-
ponents, as seen in Fig. 4.46. In Fig. 4.46 the notable components is extracted
out of the FFT for the radiation intensity ripple, in each pixel.

In Fig. 4.48, the dominant ripple period in each region is summed, and a
collection of ripple periods are shown, as previously described. It is done in
Fig. 4.48a for a -80° tipping angle, and in Fig. 4.48b for a 0° or zenith tipping
angle. In Fig. 4.48 it can clearly be seen that the ∼50 MHz ripple does not
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Figure 4.46: The radiation intensity has many notable components in its FFT, per
pixel

dominate the ANT ripple for a zenith tipping angle, but the ∼300 MHz ripple
does, as expected.

Furthermore, from Fig. 4.48, the notable impact of the tipping angle is also
demonstrated, where both tipping angles have different ripple profiles. These
results also confirm that the ripple in the radiation pattern causes the ripple
in the ANT, and that certain dominating regions constitute most of the ANT
calculation.

In conclusion, the radiation intensity ripple exists in all angles. It is partly
due to various non-ideal effects causing interference. This ripple also exists
due to the mechanism shown previously in Fig. 4.21, which adds a ripple on
the radiation intensity due to the frequency changing. From these ripples, only
the relevant ripples can be isolated using the product, MTbUS, of the factors
required to calculate the ANT. These important ripples largely determine the
ripple in the ANT. Furthermore, when observing a specific galactic object,
such as a star, the reflector has to tip to track the star throughout the year.
The ANT ripple is influenced by the tipping angle, and thus the ANT mea-
surement changes throughout the year, which is important to account for in
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Figure 4.47: The contribution from a collection of dominant ripple periods is shown
for a -80° tipping angle. It can clearly be seen that the ∼50 MHz ripple dominates as
expected, when comparing to the dominant ripple in the ANT at -80° tipping angle,
seen from the ANT ripple FFT at this tipping angle

(a) (b)

Figure 4.48: The contribution from each dominant ripple period is shown for a
-80° and 0° tipping angle. In (a) it is shown for -80° and in (b) for 0°

certain experiments.

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 4. CHARACTERIZATION OF ANT RIPPLE 119

4.4 Practical considerations for ANT ripple
and ANT

The ANT ripple is a function of many different factors. In this section cer-
tain cases will be analysed with the aid of the tools developed throughout
the dissertation, to view their impact on the ANT and its ripple. Some of
these cases include changing the frequency band or the reflector type. The
developed tools refer to the ripple extraction processes, such as the iterative
power law, or the analysis tools, such as the bar charts or contribution regions.

4.4.1 ANT as a function of reflector geometry

The ANT ripple is a function of reflector geometry, as it will result in different
interference patterns forming from the different path lengths of the different
sized reflectors. A smaller dish is used in this case to compare against the
standard dish used in this dissertation, and is shown in Fig. 4.49. This dish
has maximum chord lengths of 4 m and 1 m for the primary reflector and
subreflector, respectively. The primary reflector has a projected aperture di-
ameter of 3 m. In Fig. 4.50 the ANT is shown for both the smaller reflector
and the standard reflector as well as both their ripples. It can clearly be seen
that the ANT ripple changes based on reflector geometry.

In Fig. 4.51 the dominant ripple periods of the radiation intensity is shown in
all directions, with an alpha map overlay, for the zenith pointing direction. It
is shown for the smaller reflector in Fig. 4.51a and the standard reflector in
Fig. 4.51b. From these figures, it can clearly be seen that the dominant ripple
is different in many directions. In Fig. 4.52, the dominant ripple period in
each region is summed, and a collection of ripple periods are shown.

Remember, the dominant ripple period, Rdi(ϕ, θ), refers to the dominant fre-
quency component from the FFT of the radiation intensity fit, in all directions.
The radiation intensity fit is produced through fitting the radiation intensity,
in all directions, to extract the ripple. The dominant ripple period, Rdi(ϕ, θ),
is thus a sphere of scalar values, for each angle, representing the dominant
ripple period of the radiation intensity in each angle.

From Fig. 4.52 it can clearly be seen that the contributing regions with ∼420
MHz ripple is much more dominant for the smaller reflector, than for the stan-
dard reflector. Conversely, the contributing regions with ∼300 MHz ripple is
much more dominant for the standard reflector, than for the smaller reflector.
These results are reflected in the FFT in Fig. 4.50.
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Figure 4.49: The smaller dish used in this case, compared against the standard
dish used in this dissertation

Finally in Fig. 4.53 the contributing regions for each of the displayed dominant
ripple periods in Fig. 4.52 are shown, for both reflectors. Each contributing
region displays each angle in true-view, that has the specific dominant ripple
period, scaled with the alpha map to account for the variable relevance of each
region. The colour scale represents the contribution, with a maximum possi-
ble contribution of one. The contribution is directly correlated to the alpha
map, normalised to the highest value of the alpha map. Thus all the brightly
lit angles in a contributing region, recognised by a high value on the colour
scale, represent angles where the specific dominant ripple period exists and is
important to the ANT ripple.

From Fig. 4.52 it can clearly be seen that different regions are highly contribut-
ing to the ANT ripple, in each reflector setup. Notice that the contribution
from the edges of the primary reflector, in the case of the smaller reflector
setup, is much stronger than in the case of the standard reflector. This is
expected, as edge diffraction will be larger for smaller reflector setups.
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(a) (b)

(c)

Figure 4.50: The fine model output in (4.1) is shown in (a), for a zenith pointing
angle. A normalised FFT of the ANT ripple at zenith is shown in (b) on linear-
log scale to highlight the frequency components of the ripple. In (c) the FFT is
shown in linear scale. This is performed for the standard reflector and a smaller
offset Gregorian dual reflector. The smaller reflector has maximum chord lengths of
4 m and 1 m for the primary reflector and subreflector, respectively. The primary
reflector has a projected aperture diameter of 3 m. All other parameters are kept
constant

4.4.2 ANT as a function of frequency range and
electrical reflector size

An electric aperture diameter can be defined for a reflector, which describes
the aperture diameter in wavelengths, and will grow as the frequency increases.
A larger electric aperture diameter leads to a narrower main beam in the radi-
ation pattern. This relation is shown in Fig. 4.54. As the main beam narrows,
more power will be in the main beam and less in the far sidelobes. Recall that
an ideally operating reflector, refers to an infinitely large reflector, with a Dirac
delta main beam and no sidelobes. The amount of deviation from this ideal re-
sponse is strongly correlated to the intensity of non-ideal effects present in the
system, and can be seen in Fig. 4.55. Increasing the electrical size of a reflector
will reduce the intensity of the non-ideal effects interfering, as the reflector can
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(a) (b)

Figure 4.51: The dominant ripple periods of the radiation intensity in all directions,
with an alpha map overlay. In (a) it is shown for the smaller reflector. In (b) it is
shown for the standard reflector

(a) (b)

Figure 4.52: The contribution from each dominant ripple period is shown for a
smaller reflector in (a), and the standard reflector in (b)

operate more ideally, and reduce the ripple in the radiation pattern and the
ANT. An increase in the simulated frequency band can thus be used to emu-
late a larger reflector, without changing the physical properties of the reflector.

It is also important to note that in this case the electrical size of the entire
system is discussed, however, the electrical size of each component will also
influence the ripple in the ANT. An example would be if the subreflector re-
duces in size, but the primary reflector does not. In this case, the subreflector
will generate more non-ideal effects, which will interfere with the full radiation
pattern of the reflector system, and increase the ripple in the ANT.

A reflector will thus continue to have improved electrical performance as fre-
quency increases, however, the same is not true for a practically designed feed.
This characteristic of reflectors is only applicable to perfectly manufactured
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(a) (b)

(c) (d)

(e) (f)

Figure 4.53: Contribution to the ANT ripple from various dominant ripple periods.
The colour scale represents the contribution, with a maximum possible contribution
of one. The contribution is directly correlated to the alpha map, normalised to
the highest value of the alpha map. In (a) the contribution from the ∼30 MHz
dominant ripple period is shown, for the smaller reflector. In (b) the contribution
from the ∼420 MHz dominant ripple period is shown, for the smaller reflector. In
(c) the contribution from the ∼300 MHz dominant ripple period is shown, for the
smaller reflector. In (d) the contribution from the ∼30 MHz dominant ripple period
is shown, for the standard reflector. In (e) the contribution from the ∼420 MHz
dominant ripple period is shown, for the standard reflector. In (f) the contribution
from the ∼300 MHz dominant ripple period is shown, for the standard reflector
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(a) (b)

Figure 4.54: Physical reflector size increase, or operating frequency band increase,
leads to a similar effective result: Increasing the electrical size of the reflector, which
leads to an increase in electric aperture diameter. This in turn leads to a more
directive, or narrow, main beam

(a) (b)

Figure 4.55: Effect of increasing aperture diameter, or electrical size of reflector,
on the ripple of ANT with frequency kept constant. A smaller aperture diameter,
or electrical size, will result in a broader main beam and higher far sidelobes as
seen in (a). A larger aperture diameter, or electrical size, will result in a narrower
main beam and smaller far sidelobes as the directivity increases as seen in (b). The
interference from diffraction effects will be less severe in (b) with a larger electrical
size as the far sidelobes are smaller, compared to the smaller electrical size in (a)

reflectors, which follow the conic shape exactly, which is assumed in this dis-
sertation. The radiation pattern of a practical feed is a function of frequency,
however, a Gaussian feed is not. While using a Gaussian feed is standard in
this dissertation, it is also useful in this case. A Gaussian feed has no effect on
the ANT over frequency. This allows the effect on the ANT, from increasing
the electrical size of the reflector, to be analysed in isolation.

The frequency band over which the ANT analysis is performed is now changed
to [0.7 − 5.0] GHz. Fig. 4.56a shows the ANT, while Fig. 4.56b shows the

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 4. CHARACTERIZATION OF ANT RIPPLE 125

periods of the ripple components. It can be observed that the ripple becomes
almost non-existent over this frequency range, as the ripple reduces over fre-
quency. It is important to note that the ripple in the ANT will not completely
disappear over the band. The ripple from the radiation pattern due to inter-
ference effects, and from the implicit ripple over frequency that the radiation
pattern experiences, will both decay over frequency. These effects will, how-
ever, not completely disappear. In Fig. 4.56b, at the somewhat arbitrary range
of [4.0− 5.0] GHz, the ripple decay is very low. At 4.0 GHz a soft break point
can thus be defined, as the frequency from which the ripple will not change
significantly.

At 4.0 GHz, the electric aperture diameter of the primary reflector is Aed =
Dm
λ

= Dmf
c

= 53.37 wavelengths. The (physical) aperture diameter of the pri-
mary reflector is Dm = 4 m, the wavelength is λ = c

f
. Additionally the smallest

diameter, that can enclose the primary reflector, is Dcl = 5 m, or Aecl = 66.71
wavelengths. The ripple when using a reflector at this electric size is notably
reduced, and increasing the electrical size of the reflector will not significantly
reduce the ripple. From this analysis, it can be concluded that the ripple in
an electrically larger reflector is much less relevant.

(a) (b)

Figure 4.56: In (a) the solid line indicates the fine model output of ANT, for a
zenith pointing direction. The ripple of the ANT is shown in (b). In this case the
frequency band over which the analysis is performed is changed to [0.7− 5.0] GHz.
The electric aperture diameter of the primary reflector at 4.0 GHz is Aed = 53.37
wavelengths. The smallest diameter, that can enclose the primary reflector, is Aecl =
66.71 wavelengths. All other parameters are kept constant

The tipping angle is now changed to -80°, with the ANT shown in Fig. 4.57
below. For this tipping angle, the ripple also diminishes over frequency. This
diminishing effect will apply to any tipping angle. For this tipping angle, the
ANT starts to increase over the band near the frequency of 2.5 GHz. This did
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not occur for the zenith tipping angle. This increase will be investigated next.

Figure 4.57: The solid line indicates the fine model output of ANT, for a -80°
pointing direction. It can be seen that the ANT starts to increase over the band
near the frequency of 2.5 GHz

The background noise temperature is shown below in Fig. 4.59, for a zenith
tipping angle in Fig. 4.59a and a -80° tipping angle in Fig. 4.59b. In Fig.
4.59a the sky region background noise temperature increases from the marked
centre point, to the marked outer point, and can be seen through the rise in
the z value. The centre point is from the zenith observation direction, and the
outer point from a ∼ -80° observation direction.

The radiation observed by the reflector, from an angle closer to the horizon,
has to travel through more of the atmosphere compared to radiation observed
from zenith. This increases the background noise temperature from angles
closer to the horizon. This temperature increase can also be seen from Fig.
4.58 below. It shows the background noise temperature from both the sky and
ground contribution. The dotted line represents the ground contribution and
the solid line the sky contribution. They are separated at the horizon (90°).
It can be seen from Fig. 4.58, that the temperature rises notably for angles
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closer to the horizon.

Due to the background noise temperature being rotated for the calculations,
instead of the radiation pattern, the radiation pattern main beam is located
at the centre of both Fig. 4.59a and Fig. 4.59b. In Fig. 4.59b the reflector
system is tipped in the -80° direction. The centre point in Fig. 4.59b is clearly
much higher than the centre point in Fig. 4.59a. Thus, the main beam for the
-80° tipping angle points into a much higher background noise temperature,
compared to the main beam for the zenith tipping angle. The main beam has
a high contribution to the ANT.

Figure 4.58: The sky and ground contribution to the background noise temperature
over frequency. θ refers to the observation angle from zenith. The Cortes model is
used, as described in [1]

More energy focuses into the main beam over frequency, which reduces the
contribution to the ANT from other directions, and increases the contribution
from the main beam. In Fig. 4.60 the dominant ripple components, over all
angles, of the radiation pattern are shown with an alpha map applied over it.
It is shown for the -80° tipping angle. In Fig. 4.60a the alpha map is con-
structed from MTbUS calculated at 2.1 GHz, and in Fig. 4.60b at 3.5 GHz. The
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(a) (b)

Figure 4.59: The background noise temperature, for a zenith tipping angle in (a),
and a -80° tipping angle in (b)

alpha map has to be scaled to notice any difference, as the change in the ANT
over the [2.1− 3.5] GHz band is less than 0.5 kelvin. A scaling method is used
which highlights the subtle difference clearly. This scaling method scales the
alpha map regions to either fully transparent or fully opaque, from a chosen
threshold value. This scaling will be referred to as cliff scaling. In Fig. 4.60
it can clearly be seen that the regions outside the main beam becomes less
relevant for higher frequencies, as more energy is focused into the main beam,
while the main beam direction becomes more relevant.

(a) (b)

Figure 4.60: The dominant ripple components, in all directions, of the radiation
pattern can be seen with an alpha map overlay applied. In (a) the alpha map is
constructed from MTbUS calculated at 2.1 GHz. In (b) the alpha map is constructed
from MTbUS calculated at 3.5 GHz. Cliff scaling is applied to the alpha map

In the case of the -80° tipping angle, most of the other sky regions will likely
have a lower temperature, compared to the main beam region. When the
contributions from these regions reduce, while the contribution from the main
beam region increases, the ANT will rise. The ground regions, however, will
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likely have a higher temperature than the main beam region. When the contri-
butions from these regions reduce, while the contribution from the main beam
region increases, the ANT might reduce.

In the case of the zenith tipping angle, most of the other sky regions will likely
have a higher temperature, compared to the main beam region. When the
contributions from these regions reduce, while the contribution from the main
beam region increases, the ANT will lower. This also contributes as to why
the -80° tipping angle ANT rises over frequency and the zenith direction does
not. It is expected that the influence on the ANT from more energy focusing
into the main beam over frequency is relatively small, as strong scaling was
required to see any difference.

In Fig 4.61, the sky region temperature is shown. In Fig 4.61b, the sky model
for the zenith and the -80° observation angle is highlighted, over the frequency
range [1.0 − 10.0] GHz. It can clearly be seen that the ANT for the -80°
tipping angle, seen in Fig. 4.57, is similar to the sky model for the -80° ob-
servation angle, except for the ripple. This is expected, as the contribution to
the ANT from the -80° observation angle is large, as this is the direction of the
main beam. The contribution from the main beam also becomes larger over
frequency, while the contribution from other directions becomes less, as pre-
viously explained. The sky region temperature at the -80° observation angle,
is also relatively large, which amplifies the contribution even more. Further-
more, the sky model for the zenith observation angle starts to rise at a higher
frequency compared to the -80° observation angle, which contributes as to why
the ANT for zenith does not rise over the band [0.7− 5.0] GHz.

(a) (b)

Figure 4.61: Sky noise model over frequency, or sky brightness temperature, over
frequency. θ refers to the observation angle from zenith. The Cortes model is used,
as described in [1]. In (b) the sky model for the zenith and -80° observation angle is
highlighted, over the frequency range [1.0− 10.0] GHz
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The decrease in the ANT for both tipping angles, up to the somewhat arbitrar-
ily chosen 2.5 GHz frequency position, is mostly due to Galactic synchrotron
radiation power law response of the sky model. Some of the decrease might
also be attributed to more energy focused into the main beam pointing into
a colder sky, compared to the hot ground, as frequency increases. Calculat-
ing the ANT over a frequency band which include absorption lines in the sky
model will also have a large impact on the ANT, at those frequencies, but
they are higher near 20 GHz. Part of the success of the ANT approximation
technique described in subsection 4.2.1, is due to the power law base form of
the ANT. The ANT, however, does not always have a power law base form,
as seen for the -80° tipping angle in Fig. 4.57. A power law does not model a
non-monotonic function particularly well, and situations where the ANT base
form is non-monotonic, occurs more easily over a larger band. An overall de-
crease of the ripple over frequency, however, can be assumed.

4.4.3 Aperture efficiency and ANT similarities

The ANT for a -80° tipping angle, and the AE, is shown in Fig. 4.62 below
over the same band. The ANT and AE ripple is shown in Fig. 4.63. The
ANT ripple resembles the AE ripple. The AE ripple will be discussed in more
detail in Chapter 5, however, the AE ripple is determined from only the direc-
tion of maximum radiation intensity in the main beam of the radiation pattern.

(a) (b)

Figure 4.62: ANT at -80° tipping angle in (a). The reflector system efficiency
response is shown through the high-fidelity AE in (b)

The dominant ripple periods of the radiation pattern in all directions, with
an alpha map overlay, is shown in Fig 4.64 for a -80° tipping angle. Some
similar angles are marked in Fig 4.64a, compared to the marked angles in Fig
4.59b. In Fig 4.64b the non-marked version is shown, for visual clarity and
reference, because the marked information can obstruct parts of the plot. A ∼
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(a) (b)

Figure 4.63: Both ripples of the ANT and AE shown in (a). An FFT of the
efficiency ripple, and the ANT ripple, is shown in (b) with a normalised magnitude
on a linear scale to demonstrate their similarity

50 MHz ripple can be seen in the main beam near the centre of Fig 4.64a. The
contribution from this component in the main beam is notably higher for a
-80° tipping angle, compared to a zenith tipping angle, due to the main beam
being in a hotter sky region. This is part of the reason why the ANT ripple
in the zenith tipping angle does not resemble the AE ripple.

(a) (b)

Figure 4.64: The dominant ripple components, in all directions, of the radiation
pattern can be seen with an alpha map overlay applied. In (a) similar angles are
marked compared to the marked angles in Fig 4.59b. In (b) a non-marked version is
shown for visual clarity and reference

In the case of the -80° tipping angle, the ANT ripple is similar to the AE ripple,
mostly due to the higher main beam contribution. The other marked areas in
Fig 4.64a, however, are inside the hot ground region of Fig 4.59b, and thus also
contributes notably. In Fig 4.65 the ∼ 50 MHz ripple contribution is shown for
the ANT in the -80° tipping angle, through the z value, for similarly marked
angles as shown in Fig 4.59b. In Fig 4.65 it can be seen from the marked angle
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near the centre, that the main beam contribution is notably higher than the
contributions from the other marked angles.

Finally a smaller ∼ 300 MHz ripple component can be seen for the AE, and the
ANT in the -80° tipping angle. This ripple component is also present inside
the main beam, but it is not as dominant as the ∼ 50 MHz ripple.

(a)

(b)

Figure 4.65: The ∼ 50 MHz ripple contribution is shown for the ANT in the -
80° tipping angle, through the z value. In (a) some angles are marked similarly to
the marked angles as shown in Fig 4.59b, and the contribution from these angles
are shown explicitly. In (b) a non-marked version is shown, for visual clarity and
reference

4.4.4 Impact of hotter sky on ANT

The sky is hotter at a lower frequency band of [0.3 − 0.9] GHz, compared to
the [0.7 − 2.1] GHz band, and thus a lower frequency band will be used to
demonstrate the impact on the ANT of the hotter sky. The standard reflector
is electrically scaled, and simulated over a frequency band of [0.3− 0.9] GHz.
The reflector is electrically scaled through scaling all the lengths and physical
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sizes of the standard reflector by a factor of 0.7
0.3

. This allows the electrically
scaled reflector to have a similar full radiation pattern over the [0.3−0.9] GHz
band, compared to the standard reflector over the [0.7− 2.1] GHz band.

Comparing the standard reflector to a larger electrically scaled version allows
the investigation of the impact of the background noise temperature on the
ANT in a lower frequency range [0.3 − 0.9] GHz, compared to a higher fre-
quency range [0.7 − 2.1] GHz, independent of the radiation pattern changes
which would occur from simulating the same reflector in a different band. This
is useful, as it allows the investigation of the background noise temperature
on the ANT in isolation from the usual changes in the radiation pattern over
frequency.

In Fig. 4.66 below, the electrically scaled reflector ANT is shown over [0.3−0.9]
GHz band, accompanied by the standard reflector ANT shown over the stan-
dard [0.7 − 2.1] GHz band. In Fig. 4.66a it is shown for a 0° tipping angle,
and in Fig. 4.66b for a -80° tipping angle.

(a) (b)

Figure 4.66: The electrically scaled reflector ANT is shown over [0.3 − 0.9] GHz
band, accompanied by the standard reflector ANT shown over the standard [0.7−2.1]
GHz band. In (a) it is shown for a 0° tipping angle, and in (b) for a -80° tipping
angle

The x-axis is normalised, to allow both reflector ANTs to be compared, and is
shown in Fig. 4.67 below. The normalisation is performed by adjusting both
frequency bands independently to a range between zero and one. This nor-
malisation and presentation allows investigating the impact of the background
noise temperature in a low frequency range. In Fig. 4.67, the electrically scaled
reflector has a significantly higher ANT in the lower part of the normalised
frequency range. This is because the background noise temperature sky region
is notably hotter around the frequency of 0.3 GHz, compared to around the
frequency of 0.7 GHz. This can be seen in the sky model in Fig. 4.61. It is
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also shown in Fig. 4.68 below.

In all sensible cases, the main beam will point into the sky region. A notably
hotter sky will amplify the contribution of the main beam substantially, due to
the high energy content of the main beam. Furthermore, many of the angles of
the background noise temperature are in the sky region, and are clearly seen
in Fig. 4.68. The contribution to the ANT, from an increase over this large
region, will substantially rise the ANT. The ANT of both reflectors somewhat
converges near the end of the band, as expected, due to the background noise
temperature somewhat converging in the band [0.9− 2.1].

(a) (b)

Figure 4.67: The x-axis is normalised, to allow both reflector ANTs to be compared.
The electrically scaled reflector, over the [0.3 − 0.9] GHz band, has a significantly
higher ANT in the lower part of the normalised frequency range, compared to the
standard reflector over the [0.7− 2.1] GHz band

(a) (b)

Figure 4.68: The background noise temperature at 0.7 GHz in (a), and at 0.3 GHz
in (b). The background noise temperature sky region is notably hotter around the
frequency of 0.3 GHz, compared to around the frequency of 0.7 GHz
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The ripple (non-FFT) of both reflectors are shown in Fig. 4.69 below. Re-
member, the electrically scaled reflector over the [0.3 − 0.9] GHz band, has
a similar full radiation pattern, compared to the standard reflector over the
[0.7−2.1] GHz band. The electrically scaled reflector has a lower ripple overall,
compared to the standard reflector, even though the electrically scaled reflec-
tor has a higher ANT temperature. The reason for the lower ripple will be
described soon.

In Fig. 4.70, the normalised FFT of both reflectors are shown. The normali-
sation is performed by adjusting both FFTs by the bandwidth of the highest
band, thus by 1.4 GHz. This allows the ripples in both FFTs to be observed
over a similar band. Both FFTs are then further normalised to the highest
bandwidth, to observe the ripple components over a band of 0− 1.

The ANT of both reflectors have similar dominant ripple periods, and both
reflectors have similar radiation patterns. While it could be expected that the
electrically scaled reflector ANT ripple might look similar to the AE ripple,
due to the main beam contribution increasing from the hotter sky, this does
not occur. It does not occur, because the entire sky region becomes hotter,
which increases the contribution from many more angles than just the main
beam. This assumption will be investigated next, to confirm its validity.

(a) (b)

Figure 4.69: The ripple (non-FFT) of both reflectors are shown. In (a) for a zenith
tipping angle and in (b) for a -80° tipping angle

Previously, it was shown that the electrically scaled reflector ([0.3 - 0.9] GHz)
has a lower ripple overall, compared to the standard reflector ([0.7 - 2.1] GHz).
Furthermore, there was the possible expectation that the electrically scaled
reflector ANT ripple will be similar to the AE ripple, and the result proved
otherwise. The reason for these results will be explained using using two tai-
lored situations, which does not exist in reality, but allow for a clear and
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(a) (b)

Figure 4.70: The ripple (FFT) of both reflectors are shown. In (a) for a zenith
tipping angle and in (b) for a -80° tipping angle

systemic explanation. The first situation only accounts for contributions from
the main beam. The second situation accounts for the entire sky region, to
account for more contributions than just from the main beam.

In Fig. 4.71 the ANT and its ripple is shown when the contribution to the
ANT from every region, except for the zenith direction, is zeroed. This is
achieved by zeroing the background noise temperature of every region except
for zenith, shown in Fig. 4.71d, and is shown only for the standard reflector
for the sole purpose of highlighting which regions remain relevant. It is shown
for the 0° tipping angle. It is shown for the standard and electrically scaled
reflector, except for Fig. 4.71d.

In this case the use of HEALPix is not necessary to improve performance, as
no fitting will be performed. In Fig. 4.71 the ANT has similar ripple charac-
teristics as seen for the AE or the ANT for the -80° tipping angle, as expected,
due to the main beam in the zenith direction being the only contributor.

In Fig. 4.71 it can be observed that the ANT ripple is larger for the electri-
cally scaled reflector, compared to the standard reflector. This is expected, as
the electrically scaled reflector has a hotter sky region temperature, due to its
lower frequency band. This hotter sky amplifies the ANT contribution from
the zenith direction in the main beam, which also includes the ripple in this
direction. The ANT is also generally larger for the electrically scaled reflec-
tor, as the ANT contribution is increased. In both cases, however, the ripple
components have similar frequencies or periods.

In Fig. 4.72 below the ANT and its ripple is shown when the contribution to
the ANT from every ground region is zeroed, with only the sky region contribu-
tion remaining. This is achieved by zeroing the background noise temperature
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(a) (b)

(c) (d)

Figure 4.71: The ANT and its ripple is shown for the standard reflector when the
contribution to the ANT from every region, except for the zenith direction, is zeroed.
This is achieved by zeroing the background noise temperature of every region except
for zenith, shown in (d). It is shown for the 0° tipping angle. In (a) the ANT is
shown. In (b) the ripple is shown, and in (c) the ripple FFT

of every ground region, shown in Fig. 4.72d, and is shown only for the standard
reflector for the sole purpose of highlighting which regions remain relevant. It
is shown for the 0° tipping angle. It is shown for the standard and electrically
scaled reflector, except for Fig. 4.72d.

In Fig. 4.72 the ANT ripple is lower for the electrically scaled reflector, com-
pared to the standard reflector. When the contribution is extended to the
entire sky region, and not just the zenith direction, the total ripple is no
longer due to only the ripple in the zenith direction. The ripple is now influ-
enced from the various different frequency components in all sky regions. The
influence from all these frequency components combining, reduces the resul-
tant dominant ripple observed. In the case of the electrically scaled reflector
([0.3 - 0.9] GHz), the sky is even hotter compared to the standard reflector
([0.7 - 2.1] GHz), and thus the influences of these frequency components are
even larger, to reduces the resultant dominant ripple observed even more. The
dominant ripple components, however, will still be dominant, and dominate
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the total ripple. This is why these components are observed in the standard
and electrically scaled reflector, even though the electrically scaled reflector
has a hotter sky.

(a) (b)

(c) (d)

Figure 4.72: The ANT and its ripple is shown for the standard reflector when the
contribution to the ANT from every region, except for the zenith direction, is zeroed.
This is achieved by zeroing the background noise temperature of every region except
for zenith, shown in (d). It is shown for the 0° tipping angle. In (a) the ANT is
shown. In (b) the ripple is shown, and in (c) the ripple FFT

4.4.5 Effect of distance between PR and SR on ANT

In Fig. 4.73, the standard reflector is shown accompanied by a reflector setup
similar to the standard reflector, with only the spacing increased between the
reflectors. The x-axis spacing is increased to 2 m, from 1 m, between the
reflectors. This distance is measured between the rightmost edge of the subre-
flector, compared to the leftmost edge of the primary reflector. In Fig. 4.73a
the standard reflector is shown in 2D. In Fig. 4.73b the reflector with the
increased spacing is shown in 2D. In Fig. 4.73c the standard reflector is shown
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in 3D. In Fig. 4.73d the reflector with the increased spacing is shown in 3D.

(a) (b)

(c) (d)

Figure 4.73: The standard reflector is shown accompanied by a reflector setup sim-
ilar to the standard reflector, with only the spacing increased between the reflectors.
The x-axis spacing is increased to 2 m, from 1 m, between the reflectors. This dis-
tance is measured between the rightmost edge of the subreflector, compared to the
leftmost edge of the primary reflector. In (a) the standard reflector is shown in 2D.
In (b) the reflector with the increased spacing is shown in 2D. In (c) the standard
reflector is shown in 3D. In (d) the reflector with the increased spacing is shown in
3D

The ANT of both reflector setups are shown in Fig. 4.74, for a 0° and -80°
tipping angle. The ANT is higher for the 2 m spacing case, however, the
amount it is higher depends on the tipping angle. The ANT is higher for the
2 m case, because more energy spillover from the subreflector around the pri-
mary reflector occurs, due to the increased spacing. Some of this energy spills
into the hot ground for the zenith tipping angle, which raises the ANT notably.

For the -80° tipping angle, this energy spills into the cold sky instead, which is
why the ANT contribution is lowered. In Fig. 4.75, where both reflectors are
shown for the -80° tipping angle, it can be seen that the energy spillover, from
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the subreflector around the primary reflector, spills into the cold sky instead.
In Fig. 4.75a the standard reflector is shown in 2D. In Fig. 4.75b the reflector
with the increased spacing is shown in 2D.

(a) (b)

Figure 4.74: The ANT of both reflector setups are shown, for a 0° and -80° tipping
angle. In (a) it is shown for a 0° tipping angle. In (b) it is shown for a -80° tipping
angle

(a) (b)

Figure 4.75: Both reflectors are shown for the -80° tipping angle. In (a) the
standard reflector is shown in 2D. In (b) the reflector with the increased spacing is
shown in 2D

In Fig. 4.76 MTbUS is shown for both reflector setups, for a 0° and -80° tipping
angle. In Fig. 4.76a MTbUSSS0 is shown for the standard reflector, in the zenith
direction. In Fig. 4.76b MTbUSLS0 is shown for the reflector with the larger
spacing, in the zenith direction, with the colour axis limited to the maximum
of Fig. 4.76a. The colour axis is limited to compare the magnitude of both
products, MTbUS, with the colour axis. From the colour axis, the reflector with
a larger spacing generally has a larger MTbUS. It is especially noticeable around
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the edges of the primary reflector. This corresponds with the statement that
the spillover from the subreflector radiates into the hot ground, causing a large
contribution to the ANT, as the region around the primary reflector is part of
the hot ground as seen in Fig. 4.76e.

In Fig. 4.76c MTbUSSSm80 is shown for the standard reflector, in the -80° tipping
angle. In Fig. 4.76d MTbUSLSm80 is shown for the reflector with the larger spac-
ing, in the -80° tipping angle, with the colour axis limited to the maximum of
Fig. 4.76c. The differences between MTbUSSSm80 and MTbUSLSm80 in this case
is much smaller, as expected. This is because most of the spillover radiation
from the subreflector radiates into the cold sky around the primary reflector,
as seen in Fig. 4.76f. MTbUSLSm80 is still slightly larger, as there is some extra
scattering behind the subreflector, due to the primary reflector. This scatter-
ing is in the hot ground region, and thus makes the contribution somewhat
noticeable.

The ripple (non-FFT) of both reflectors are shown in Fig. 4.77, for a 0° and
-80° tipping angle. The ripple (FFT) is shown in Fig. 4.78, for a 0° and -80° tip-
ping angle. The ripple is different as expected, because the path lengths of the
interfering waves will change, as the spacing between the reflectors changes.
This will lead to different non-ideal effects, such as diffraction effects. The
spacing between the reflectors can thus be used to change the ripple, to keep
specific bands clear of ripple effects.

4.4.6 Antenna noise temperature ripple as a function of
simulation method

In Fig. 4.79 the dominant ripple period of the radiation intensity is shown for
PO and MoM. In Fig. 4.79a it is shown using the PO method. In Fig. 4.79b
it is shown using the MoM method. It can clearly be seen that the meth-
ods generated different dominant ripple periods, although somewhat similar in
many regions. This is expected, as MoM accounts for more non-ideal effects,
specifically the self-coupling (which includes mutual coupling) and re-radiation
non-ideal effects. The standard reflector is considered in this case, and since
it is an offset system, the ripple similarity in many regions is a result of the
coupling and re-radiation energy being much less outside of the main beam.

Various simulation component times, for four different electrical size setups
and two different simulation methods, are shown in Fig. 4.80. A simula-
tion component refers to a specific calculation required in the simulation. To
complete a simulation, the currents needs to be calculated, followed by the
radiation pattern from these currents, known as the field calculation.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.76: MTbUS is shown for both reflector setups, for a 0° and -80° tipping
angle. In (a) MTbUSSS0 is shown for the standard reflector, in the zenith direction.
In (b) MTbUSLS0 is shown for the reflector with the larger spacing, in the zenith
direction, with the colour axis limited to the maximum of (a). In (c) MTbUSSSm80

is shown for the standard reflector, in the -80° tipping angle. In (d) MTbUSLSm80 is
shown for the reflector with the larger spacing, in the -80° tipping angle, with the
colour axis limited to the maximum of (c). The background noise temperature, for
a zenith tipping angle in (e), and a -80° tipping angle in (f)

The electrical sizes are determined through the electric aperture diameter of
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(a) (b)

Figure 4.77: The ripple (non-FFT) of both reflectors are shown, for a 0° and -80°
tipping angle

(a) (b)

Figure 4.78: The ripple (FFT) of both reflectors are shown, for a 0° and -80°
tipping angle

(a) (b)

Figure 4.79: The dominant ripple period of the radiation intensity is shown for
PO and MoM. In (a) it is shown using the PO method. In (b) it is shown using the
MoM method
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the primary reflector Aed = Dm
λ

= Dmf
c

. The setups are chosen to have as-
cending electrical size, and are denoted by Aer, r ∈ 1, 2, 3, 4. At 2.1 GHz and
Dm = 3 m, Ae1 = 21.01 wavelengths. At 2.1 GHz and Dm = 4 m, Ae2 = 28.02
wavelengths. At 3.5 GHz and Dm = 4 m, Ae3 = 46.70 wavelengths. At 5.0
GHz and Dm = 4 m, Ae4 = 66.71 wavelengths. Outside of these changes, all
other physical properties remain identical to the standard reflector, except for
r = 1, where the subreflector chord length changes to 1 m. The simulations are
performed with a desktop personal computer (PC), with a Intel(R) Core(TM)
i7-9700K CPU processor @ 3.60 GHz, 8 Core(s), 8 Logical processor(s). The
PC has 32 GB memory.

It is expected from the ascending electrical sizes, that the computation time re-
quired for each simulation component will also increase monotonically. From
Fig. 4.80, this expectation is generally met. Furthermore, the PO current
calculation time scales less with electric size, compared to the MoM current
calculation time, which is also expected.

It is interesting, however, to note that the field calculation of PO requires
notably more time, compared to the field calculation of MoM, especially at
higher frequencies. The reason for this is explained comprehensively in [44],
however, a short summary will be provided, for brevity. In summary, the PO
calculation time is an exponential function of the frequency. From [44], the
electric far-field, E far(θ, ϕ), can be computed as,

E far(θ, ϕ) =
jkη0
4π

k̂ ×
[
k̂ ×

∫∫
J S(r ')ejkk̂ ·r

'
dS ′

]
, (4.42)

where the surface current distribution is denoted as J S, the wavenumber is
defined as k = 2π

λ
, the wave vector is k̂ = sin θ cosϕx̂ + sin θ sinϕŷ + cos θẑ ,

and the integration point is r ' = x′x̂ + y′ŷ + z′ẑ .

The electric far-field, E far(θ, ϕ) in (4.42) has to be evaluated at a certain num-
ber of observation points, Nobs, where each observation point is Xp(θ, ϕ). The
grid resolution determines Nobs. Furthermore, each observation point, Xp, re-
quires a summation over all the integration points, Nint. The density of points
chosen over the surface for integration influences the number of integration
points, Nint, and the resolution has to be high enough for the integral to con-
verge. Both Nobs and Nint usually have a order complexity of O(f 2). Thus,
the order complexity of (4.42), is O(NobsNint), or O(f 4).

The commercial solver GRASP [39] implements improvements to the PO
method, and does not suffer from such a severe slowdown in computation time,
at higher frequencies. These improvements, however, are beyond the scope of
this dissertation. Even with these improvements, when simulating electrically
larger structures, it might be more time efficient to rather use MoM, instead
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of PO, to extract the ANT ripple in GRASP.

Figure 4.80: Various simulation component times, for four different electrical size
setups and two different simulation methods, are shown

In Fig. 4.81a the ANT is calculated for both MoM and PO over the [0.7 - 5.0]
GHz band, and in Fig. 4.81b the ripple (non-FFT) is displayed. It is calculated
for the zenith tipping angle, using the the standard reflector. The ripple (FFT)
is calculated over the [0.7 - 5.0] GHz band for both MoM and PO in Fig. 4.81c.

By comparing Fig. 4.81a and Fig. 4.81b, it is apparent that the MoM and PO
simulations have a different ripple in the ANT, as expected, and that the ANT
calculated from both simulation techniques start to converge around the 3 GHz
frequency. It is expected that the ANTs will start to converge over frequency,
as the electric size increases. An electric size increase leads to less non-ideal
effects, which would make both simulation methods provide a more similar ra-
diation pattern. In both cases, the ripple also decreases over frequency. Thus,
for larger electrical sizes, there is less need for a MoM simulation over a PO
simulation, to accurately account for the ANT ripple.
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While in Fig. 4.81c the simulation methods have different strength ripple pe-
riods, the dominant ripple period is similar. Thus, the PO technique accounts
for the highest impact non-ideal effects on the ANT ripple, and largely models
the underlying ripple behaviour of the ANT. This proves that using the PO
method for the ripple analysis in this dissertation is valid, although not en-
tirely descriptive of the ANT behaviour .

(a) (b)

(c)

Figure 4.81: In (a) the ANT is calculated for both MoM and PO over the [0.7 -
5.0] GHz band, and in (b) the ripple (non-FFT) is displayed. It is calculated for the
zenith tipping angle, using the the standard reflector. The ripple (FFT) is calculated
over the [0.7 - 5.0] GHz band for both MoM and PO in (c)

4.4.7 Spillover from feed effect on the ANT

Spillover is a non-ideal effect, which will influence the ripple of the ANT.
Increased spillover from the feed, will lead to increased interference on the
radiation pattern of the full reflector system, which will lead to more ripple in
the ANT. In Fig. 4.82 the increased interference from higher feed spillover is
shown conceptually.
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(a) (b)

Figure 4.82: More spillover from the feed will lead to more interference on the
radiation pattern of the full reflector system, which will lead to higher ripple in the
ANT. In (a) there is less feed spillover, compared to (b)

In Fig. 4.83, the Gaussian feed taper is stepwise changed from -24 dB, to -4
dB taper, to characterise the effect on the ANT ripple. A smaller feed taper
will lead to less spillover from the feed. The ANT for each taper is shown in
Fig. 4.83a, with its ripple (non-FFT) shown in Fig. 4.83b and its ripple (FFT)
in Fig. 4.83c. The spillover efficiency can be seen in Fig. 4.83d. The spillover
efficiency is discussed in detail in Chapter 5, however, in short it accounts
for the loss in AE due to spillover. It is expected that as spillover efficiency
increases, less energy is lost to spillover, and thus the spillover non-ideal effect
becomes less. By comparing Fig. 4.83b to Fig. 4.83d, it is clear that as the
spillover efficiency increases, the ripple becomes less, as the spillover non-ideal
effect reduces. Finally, it is interesting to note that some other frequency com-
ponents become larger in Fig. 4.83c, as the taper becomes larger. This is also
expected, as interference from various other angles will increase as the taper
becomes larger, due to more spillover, which will increase the ripple contribu-
tion from these angles.

4.4.8 A low ripple case

A situation where almost no ripple is observed, is shown in Fig. 4.84. In Fig.
4.84, the ANT is shown in Fig. 4.84a, and MTbUSLR in Fig. 4.84b. It is shown
for the zenith tipping angle. In this case, an offset single reflector is simulated,
with a projected aperture diameter of 5 m, an F

D
= 0.4 and an H

D
= 0.5. A

−12 dB edge taper Gaussian feed is used, and there are no support struts. For
an offset single reflector, little feed spillover interference is experienced from
a Gaussian feed in the radiation pattern of the reflector system, as Gaussian
patterns have no sidelobes and back radiation. The struts needed to mount
the feed on the single reflector would also scatter and interfere. Without a sub-
reflector, the non-ideal diffraction effect interference is also less. Re-radiation
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(a) (b)

(c) (d)

Figure 4.83: The Gaussian feed taper is stepwise changed from -24 dB, to -4 dB
taper, to characterise the effect on the ANT ripple. A smaller feed taper will lead to
less spillover from the feed. The ANT for each taper is shown in (a), with its ripple
(non-FFT) shown in (b) and its ripple (FFT) in (c). The spillover efficiency can be
seen in (d)

interference is less, as the feed is offset. Less selfcoupling occurs, as there is
no subreflector. Thus without dominant non-ideal effect interference, ripple
would not easily be observed on the ANT.

4.4.9 Effect of physical feed vs Gaussian feed on ANT
ripple

The low ripple case is changed to use a Quad Ridge Flared Horn (QRFH) feed,
instead of a Gaussian feed. The purpose of this is to show the effect of using
a practical feed on the ripple of the ANT, instead of an idealised feed. In Fig.
4.85 the normalised radiation intensity of an arbitrary QRFH feed is compared
to a Gaussian feed. In Fig. 4.85a the radiation intensity is plotted in 2D. It is
plotted in 3D for the QRFH in Fig. 4.85b, and for the Gaussian in Fig. 4.85c.
It can clearly be seen that the QRFH has back radiation and sidelobes, where
the Gaussian pattern does not.
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(a) (b)

Figure 4.84: A situation where almost no ripple is observed. In (a) the ANT is
shown. In (b) MTbUSLR is shown. It is shown for the zenith tipping angle. In this
case, an offset single reflector is simulated, with a projected aperture diameter of 5
m, an F

D = 0.4 and an H
D = 0.5. A −12 dB edge taper Gaussian feed is used, and

there are no support struts

In Fig. 4.86 the low ripple case is compared to a similar situation, with only the
feed adjusted to an arbitrary Quad Ridge Flared Horn (QRFH) design. The
analysis is performed using a PO simulation technique, which neglects mutual
coupling effects between the feed and the reflector. The back radiation and
sidelobes of the QRFH, compared to a Gaussian feed, increases the spillover
non-ideal effect. This occurs, because the sidelobes and backlobe interferes
with the radiation pattern, which increases the ripple seen in the ANT. The
spillover is especially noticeable, when viewing MTbUS of both cases. In the
case of the Gaussian feed, the radiation outside the main beam is lower than
in the case of the QRFH, which confirms the increased spillover.

4.4.10 Strategies for rapid ANT approximation effect
on ANT

Recall that in subsection 4.2.1 a strategy for rapid ANT approximation was
discussed. This strategy [24], uses a masking technique to accelerate the cal-
culation of the ANT by using approximations. To account for diffraction ef-
fects, not included through the masking technique, simulations have to be
performed. These simulations include the far-field radiation pattern of the full
reflector system (which includes the primary reflector), at up to three frequen-
cies, uniformly separated over the band. Usually only the lowest frequency is
simulated. Using the simulated data, the strategy then adjusts the background
noise temperature, in the direction of the main beam, to change the ANT over
frequency. It is adjusted until the ANT at the simulated frequencies, match
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(a) (b)

(c)

Figure 4.85: The normalised radiation intensity of an arbitrary QRFH feed is
compared to a Gaussian feed. In (a) the radiation intensity is plotted in 2D, and
in (b) it is plotted in 3D, for both feeds. It can clearly be seen that the QRFH has
back radiation and sidelobes, where the Gaussian pattern does not

the ANT calculated through the simulated data.

Part of the success of this strategy is due to the power law base form of the
ANT. Remember, the base form refers to the form of the ANT, without its
ripple included. This allows the ANT to be relatively accurately predicted,
from only a few simulated frequencies, as a power law requires only a few
points to be accurately described. The power law, however, is more accurately
described if a few frequencies are simulated, instead of only one. The ANT
can thus be predicted from simulating the radiation pattern of the full reflector
system at a single frequency, however, using three will increase the accuracy
of the predicted ANT.

While the mathematics is described fully in 4.2.1, a summary of the method
to correct the ANT approximation by using simulations is provided, as it is
central to the discussion in this subsection. The correction method changes
the sky temperature in the pointing direction, to correct the approximated
ANT, to the validation ANT, at a certain number of frequencies. A power
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(a) (b)

(c) (d)

Figure 4.86: The low ripple case is compared to a similar situation, with only the
feed adjusted to an arbitrary Quad Ridge Flared Horn (QRFH) design. The analysis
is performed using a PO simulation technique, which neglects mutual coupling effects
between the feed and the reflector. In (a) the ANT is shown, when using a QRFH
design. In (b) MTbUSLQ is shown, when using a QRFH design. In (c) the ANT is
shown, when using a Gaussian feed. In (d) MTbUSLR is shown, when using a Gaussian
feed. It is shown for the zenith tipping angle. In this case, an offset single reflector is
simulated, with a projected aperture diameter of 5 m, an F

D = 0.4 and an H
D = 0.5.

A −12 dB edge taper Gaussian feed is used, and there are no support struts

law is then applied to generate correction factors over the rest of the band,
using interpolation and extrapolation. The correction factor application can
be defined as,

Tα(f, θp) = [1− α(f, θp)]Tr(f, θp) + α(f, θp)Td(f, θp), (4.43)

where Tα(f, θp) represents the temperature allocated to the masked region.
The masked region refers to a concept introduced by the masking technique.
The masking technique uses ray tracing from the feed position to predict where
most of the energy will radiate, by calculating the reflection of the rays through
the reflecting surfaces, without simulating these surfaces. The masked region
is defined as the angles in which rays have successfully reflected through all
the excluded reflectors. The sky temperature in the main beam direction is
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Tr(f, θp) = Tb(f, θp), and behind the reflector is Td(f, θp) = Tb(f, θd), where
θd = θp + π (wrapped). The correction factor calculation can be defined for
any m ∈ 0, 1, 2 and n ∈ 1, 2 as,

αmn(f, θp) =
TAm(f)Itn(f)− Iwn(f, θp)− Irn(f, θp)

Idn(f, θp)− Irn(f, θp)
, (4.44)

where the goal is to calculate a correction factor that sets the approximated
temperature equal to a temperature calculated from a more accurate approxi-
mation, at a specified number of frequency samples, fi. To do this, it requires
TAm(fi, θp) = TAn(fi, θp), where m is a more accurate approximation compared
to n, thus m < n. Each integral in (4.44) is defined as,

Itn(f) =

∫∫
4π

Un(f,Ωn) sin θndΩn, (4.45)

Iwn(f, θp) =

∫∫
4π

Wn(Ωn)Tb(f, θp)Un(f,Ωn) sin θndΩn, (4.46)

Irn(f, θp) =

∫∫
4π

Mn(Ωn)Tr(f, θp)Un(f,Ωn) sin θndΩn, (4.47)

Idn(f, θp) =

∫∫
4π

Mn(Ωn)Td(f, θp)Un(f,Ωn) sin θndΩn, (4.48)

where Mn(Ωn) is,

M1(Ω1) =

{
1 rays intercept the primary reflector
0 rays miss the primary reflector,

(4.49)

for a single reflection approximation where n = 1, and

M2(Ω2) =

{
1 rays intercept both reflectors
0 rays miss one or both reflectors,

(4.50)

for a dual reflection approximation where n = 2. A reflection approximation
refers to the application of the masking technique. If a single reflector is ex-
cluded from simulation, then a single reflection approximation, where n = 1,
is performed. When both reflectors are excluded, a dual reflection approxima-
tion, where n = 2, is performed. Furthermore, Wn(Ωn) = 1−Mn(Ωn), where
Ωn = θn, ϕn is defined for each ANT approximation in the global coordinate
system. Finally, Un(f,Ωn) for a single reflection approximation U1(f,Ω1), is
the radiation intensity from the feed illuminating only the subreflector, defined
in the global coordinate system. For a dual reflection approximation U2(f,Ω2),
it is radiation intensity of the feed, defined in the feed coordinate system.

Two levels of approximation is available in the case where a single reflec-
tion approximation, and a dual reflection approximation is available. A single
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reflection approximation can be calculated when simulations of the far-field
radiation pattern of the reflector system, excluding the primary reflector, is
performed. A dual reflection approximation is available, when simulations of
the radiation pattern, excluding the primary reflector and subreflector, is per-
formed, which is simply the feed pattern.

When two levels of approximation is available, an efficient strategy to correct
the ANT involves simulating the validation ANT, TA0, at the lowest frequency
in the band. Then simulating TA1 at three uniformly spaced frequencies over
the band, and TA2 at all frequencies where the feed is available. Using the
simulated data, two levels of correction can be performed. This includes cor-
recting TA1 to TA0 at one frequency and using a power law extrapolation for
the other frequencies. Then correcting TA2 to the corrected TA1, at three fre-
quencies, with a polynomial power law interpolation for the other frequencies.
Instead of using only TA0 at the lowest frequency, it can instead be simulated
at three uniformly spaced frequencies over the band, to increase the modeling
accuracy, which is investigated next.

It is somewhat intuitive that a larger modeling error will occur when only
a single frequency is simulated for the radiation pattern of the full reflector
system to calculate TA0, when approximating the ANT, instead of simulating
three frequencies to calculate TA0. The modeling error from using only a single
frequency, however, is influenced by a larger degree from others factors, such
as the feed taper, compared to using three frequencies. Only the effect of the
feed taper will be investigated, for brevity.

In Fig. 4.87, the modeling error when using a single full radiation pattern
simulation is compared to the error when using three instead, especially in
regards to the impact of factors such as the feed taper on this error. In this
case the standard reflector setup is used, except the Gaussian feed is changed
to a −16 dB taper, instead of the standard −12 dB taper. All results are
shown for the zenith tipping angle. In Fig. 4.87a the ANT is shown, where
the solid lines indicate the validation high-fidelity ANT, and the dashed lines
the low-fidelity approximation. The approximation is calculated using only
a single full radiation pattern simulation, at the lowest frequency, using the
strategy. The frequencies where the full radiation pattern was simulated, is
shown through the circles. In Fig. 4.87b the ripple is shown. In Fig. 4.87c the
approximation is calculated using three full radiation pattern simulations, uni-
formly spaced over the band. In Fig. 4.87d the ripple is shown from Fig. 4.87c.

From Fig. 4.87a and Fig. 4.87b, the ANT modelling error is higher for the
−16 dB taper, compared to the −12 dB taper. In Fig. 4.87c and Fig. 4.87d,
the modelling error difference between using a −16 dB taper, compared to the
−12 dB taper, is less impactful. Thus, there is less of an impact from other
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factors, such as the feed taper, when using three frequency simulations of full
radiation pattern. Furthermore, the general modelling error when is also less
when using three frequency simulations, as seen from the comparison of Fig.
4.87b and Fig. 4.87c. From this, it is recommended to use at least three full
radiation pattern simulations.

(a) (b)

(c) (d)

Figure 4.87: In this case the standard reflector setup is used, except the Gaussian
feed is changed to a −16 dB taper, instead of the standard −12 dB taper. All results
are shown for the zenith tipping angle. In (a) the ANT is shown, where the solid
lines indicate the validation high-fidelity ANT, and the dashed lines the low-fidelity
approximation. The approximation is calculated using only a single full radiation
pattern simulation, at the lowest frequency, using the strategy. The frequencies
where the full radiation pattern was simulated, is shown through the circles. In (b)
the ripple is shown. In (c) the approximation is calculated using three full radiation
pattern simulations, uniformly spaced over the band. In (d) the ripple is shown from
(c)
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4.4.11 Impacts of many other causes

Clearly the examples shown up to now are simplifications of actual reflector
systems, and several effects have not been considered. Chief among these
effects are the influence of the supporting structure of the feed, and the cou-
pling between the feed and reflector. These have been discussed in literature
[45],[46],[47],[48],[49] and thus omitted here for clarity.

Furthermore, a physical feed antenna could be mismatched to the receiver,
which is ignored during this dissertation. The standing wave between the re-
flector and the feed will cause additional currents on the feed antenna, which
changes its impedance, and is especially more noticeable when using a prime-
focused reflector. This impedance change causes additional mismatches to the
receiver, which leads to an impedance ripple, and by extension a ripple in the
receiver noise temperature [50]. This can cause additional ripple effects in the
sensitivity. The sensitivity will be discussed in the next chapter.

A shield can also be positioned around the edge of a reflector, to prevent feed
spillover into the ground, which will lower the ANT. Furthermore, subreflector
extensions will also influence the ANT ripple. It will increase the size of the
subreflector, while also protecting the feed spillover from the hot ground. This
will reduce the ripple on the ANT. Instead of considering all these effects, the
work in this dissertation focused more on the general effects of interference,
and how they relate to frequency ripple behaviour in ANT.

4.5 Conclusion
In this chapter it was confirmed that the radiation pattern ripple is responsible
for the ripple in the ANT. Furthermore, certain directions are more important
than others in the calculation of the ANT ripple, for each specific pointing an-
gle. The ANT integral can also be calculated using a summation process over
a heatmap, which is explained in more detail in Appendix A. Furthermore, in
Appendix A it is proven that the angular resolution used for the full radiation
pattern, in this dissertation, is high enough for the ANT integral to converge.

Tools were developed to extract the ripple from the radiation pattern. The
extracted ripple was investigated using heatmaps, to characterise the impact of
the pointing angle on the ANT ripple, and also confirm the radiation pattern
ripple causes the ANT ripple. Finally, the effect on the ANT and its ripple
in various cases in section 4.4 were investigated and characterised, using the
tools developed in this dissertation. The examples shown in section 4.4 are
simplifications of actual reflector systems, and several effects have not been
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considered. Some of these effects are discussed in subsection 4.4.11. This work
instead focused more on the general effects of interference, and how they relate
to frequency ripple behaviour in ANT.

From these previous investigations, and the practical considerations, it is ap-
parent that the ANT ripple is a function of many factors. This raises the
model complexity of the ANT ripple significantly and increases the difficulty
of creating a simple and relatively accurate model of it. Creating fast and
efficient models of the ANT, is key in strategies used for rapid sensitivity ap-
proximation. Next, the impact of the ANT ripple on the sensitivity will be
discussed.
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Chapter 5

Characterization of receiver
sensitivity ripple

In this chapter the implication of ripple in the ANT on the sensitivity will be
shown. Additionally, the effect of the aperture efficiency ripple (AE) on the
sensitivity will also be investigated. Many of the concepts reported in this
chapter, has already been published in [51].

5.1 Sensitivity
Radio astronomy projects currently being planned or developed, including the
SKA [52], DSA-2000 [53], and next generation Very Large Array (ngVLA) [54],
are all planned for ambitious science goals. This requires radio telescopes that
are designed and optimised for maximum performance, and thus their design
requires a careful consideration of the important figures of merit (FoM). The
receiving sensitivity is a primary FoM that is often maximised [51].

Sensitivity relates to a radio telescopes signal-to-noise ratio (SNR) available for
observation [55]. This sensitivity is generally expressed in system equivalent
flux density (SEFD) and can be determined as follows [56],

SEFD =
2kBTsys

Aeff
, (5.1)

where the total system noise temperature is denoted as Tsys and finally the
effective reflector area is Aeff. The system noise temperature, denoted as Tsys,
represents the total noise in a receiver system. The system noise temperature
for a single-pixel receiver can be determined from [1],

Tsys = ηradTA + (1− ηrad)Tphy + Trec, (5.2)

157
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where the receiver noise temperature is denoted as Trec, the physical antenna
temperature is Tphy, the ANT is TA and finally the antenna radiation efficiency
is denoted as ηrad. The receiver noise temperature also includes the noise con-
tributions from the receiver components such as low-noise amplifiers (LNAs),
couplers for calibration and possible bandpass-filters as seen in the Fig. 5.1.
The receiver noise temperature additionally includes potential mismatches.
The noise contribution, from brightness sources surrounding the reflector sys-
tem, to the system temperature is represented by the ANT, TA.

Figure 5.1: The general receiver chain

The effective area of the reflector, Aeff, describes how well the physical pro-
jected area of a reflector, Aphy, is being illuminated. The effective area can be
calculated according to

Aeff = ηlossηapAphy, (5.3)

where ηap represents the AE of the reflector system [57]. The losses in the
reflector system is denoted by ηloss. Surface error, jitter in pointing, trans-
parency losses in the reflector, blockage, dielectric losses and ohmic losses are
some of the sub-efficiencies that make up the combined factor ηloss. These
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losses are strong functions of the reflector structure and system and can thus
vary greatly [58]. An example of this is how offset reflectors can have almost
no blockage. System specifications are generally given with a specific AE that
has a determined margin that accounts for ηloss.

The physical projected area of a reflector, Aphy, can be calculated as,

Aphy =
πD2

4
, (5.4)

where D is the aperture diameter of the antenna.

The AE of a reflector can be approximated with [59],

ηf(f) = ηBOR1ηillηspηpolηphηstηabηd, (5.5)

where each of these sub-efficiencies will be described in detail, shortly. This
formulation of the AE is known as the feed efficiency, ηf, [59]. This is because
these sub-efficiencies can be determined from the feed pattern. To calculate
the feed efficiency, a description of the reflector geometry is still required. It
is not entirely accurate, as it can not include the ripple from the full radi-
ation pattern, as thus serves as a first order approximation of the AE. This
can also be regarded as the low-fidelity approximation of the AE. Despite this
limitation, this approximation has been shown to yield fairly accurate results
in many cases, ηf ≈ ηap.

To calculate the low-fidelity approximation of the AE, the feed radiation pat-
tern needs to be known. The feed far-field pattern can be described as [31],

Ē(r, θ, ϕ) =
1

r
e−jkrḠ(θ, ϕ), (5.6)

where r is the distance from the feed phase centre, to an observational point
in the far-field radiation pattern Ḡ(θ, ϕ). The radiation pattern, Ḡ(θ, ϕ), can
further be expanded to,

Ḡ(θ, ϕ) = Gθ(θ, ϕ)θ̂ +Gϕ(θ, ϕ)ϕ̂. (5.7)

The first sub-efficiency, ηBOR1, is the Body Of Revolution Type 1 (BOR1)
(azimuth mode) efficiency. It is an efficiency regarding the rotational symmetry
of the feed pattern. The feed pattern is periodic in its azimuth angle, ϕ, and
can be expanded using a Fourier series expansion. This expansion factorises the
feed pattern into azimuth modes. The BOR1 efficiency can be calculated by
determining the ratio of the power in the first-order azimuth mode, compared
to the total radiated power from the feed [60] as,
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ηBOR1 =

∫∫
4π
(|Ḡθ1|2 + |Ḡϕ1|2) sin θdΩ∫∫

4π
(|Ḡθ(Ω)|2 + |Ḡϕ(Ω)|2) sin θdΩ

, (5.8)

where the first-order azimuth modes are denoted by Ḡθ1 and Ḡϕ1. These modes
can be calculated from a Fourier expansion in ϕ of the feed pattern as,

Gθ1(θ, ϕ) = A1(θ) sinϕ+B1(θ) cosϕ, (5.9)

Gϕ1(θ, ϕ) = C1(θ) cosϕ−D1(θ) sinϕ. (5.10)

The Fourier coefficients can be calculated from the inverse fast Fourier trans-
form (IFFT) as,

A1(θ) =
2

N

N−1∑
k=0

Gθ

(
θ, k

2π

N

)
sin

(
k
2π

N

)
, (5.11)

B1(θ) =
2

N

N−1∑
k=0

Gθ

(
θ, k

2π

N

)
cos

(
k
2π

N

)
, (5.12)

C1(θ) =
2

N

N−1∑
k=0

Gϕ

(
θ, k

2π

N

)
cos

(
k
2π

N

)
, (5.13)

D1(θ) =
2

N

N−1∑
k=0

Gϕ

(
θ, k

2π

N

)
sin

(
k
2π

N

)
. (5.14)

Furthermore, a dual polarised antenna is implied when the BOR1 efficiency is
calculated. The y-polarisation can be described as,

Ēy(r, θ, ϕ) =
1

r
e−jkr(A1(θ) sin (ϕ)θ̂ + C1(θ) cos (ϕ)ϕ̂), (5.15)

and the x-polarisation as,

Ēx(r, θ, ϕ) =
1

r
e−jkr(B1(θ) cos (ϕ)θ̂ −D1(θ) sin (ϕ)ϕ̂). (5.16)

By using Ludwig’s third definition [61], Ēy(r, θ, ϕ) can be expressed in its co-
and cross-polar components as,

COy(θ) =
A1(θ) + C1(θ)

2
, (5.17)

XPy(θ) =
A1(θ)− C1(θ)

2
. (5.18)

The same process can be applied to Ēx(r, θ, ϕ), to provide the co- and cross-
polar components as,
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COx(θ) =
D1(θ) +B1(θ)

2
, (5.19)

XPx(θ) =
D1(θ)−B1(θ)

2
. (5.20)

A BOR1 type feed can have its co- and cross-polar components fully described,
using only the ϕ = 45° plane, as described in [32]. In short, the far-field
function for a y-polarized BOR1 antenna is,

Gy(θ, ϕ) = A1(θ) sinϕθ̂ + C1(θ) cosϕϕ̂, (5.21)

where this form allows the construction of the entire far-field function from
the E- and H-plane patterns only. Its co- and cross-polar far-field function can
be described using Ludwig’s third definition,

Gco(θ, ϕ) = Gco45°(θ)−Gxp45°(θ) cos (2ϕ), (5.22)

Gxp(θ, ϕ) = Gxp45°(θ) sin (2ϕ), (5.23)

with the co and cross-polar far-field function in the ϕ = 45° plane described
as,

Gco45°(θ) =
1

2
(A1(θ) + C1(θ)), (5.24)

Gxp45°(θ) =
1

2
(A1(θ)− C1(θ)). (5.25)

The spillover efficiency, ηsp, quantifies the effect of feed spillover on the AE.
Specifically, it involves calculating the power radiated within the taper angle of
the feed, compared to total power radiated by the feed. As mentioned before,
spillover is a non-ideal effect. It also reduces the AE, and increases the ANT.
The spillover efficiency can be calculated as,

ηsp =

∫
θe
(|CO(θ)|2 + |XP(θ)|2) sin θdθ∫

π
(|CO(θ)|2 + |XP(θ)|2) sin θdθ

, (5.26)

where θe is the feed taper angle, for a non-shaped system. The definitions
provided in this chapter are for reflector systems with an equivalent parabola,
also known as non-shaped systems. Ideally, the aperture field must be uni-
form in phase and amplitude (for maximum aperture directivity) with no en-
ergy spillover past the reflectors [62]. This is practically impossible, and the
illumination efficiency, ηill, determines the uniformity of the field amplitude
distribution over the surface of the reflector. The illumination efficiency can
be determined as,
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ηill = 2 cot2
(
θe

2

)(∫
θe
|CO(θ)| tan ( θ

2
)dθ

)2∫
θe
|CO(θ)|2 sin θdθ

. (5.27)

Since it is impossible for a uniform distribution, with no spillover, a trade-off
exists in the product of ηillηsp. This trade-off determines the uniformity of
the illumination, compared to the amount of energy in spillover. If a system
is designed only for large AE, ηap, then the optimal edge taper-level at θe to
achieve this is found as the highest value of the product ηillηsp. For a monotonic
feed power pattern, the edge taper can be determined, when the taper angle is
known, for the best trade-off. This will result in the highest AE contribution,
from the product ηillηsp [63].

The (cross) polarisation efficiency, ηpol, determines the amount of power radi-
ated in the co-polar component, relative to the total power radiated, in the
designed taper angle of the feed. The polarisation efficiency can be determined
as,

ηpol =

∫
θe
|CO(θ)|2 sin θdθ∫

θe
(|CO(θ)|2 + |XP(θ)|2) sin θdθ

, (5.28)

The phase efficiency, ηph, examines the uniformity of the phase distribution in
the aperture plane, to determine the effect on the AE. The phase efficiency,
ηph, is correlated to the proximity of the phase center of the feed, relative to
the focus point of the reflector. A higher phase efficiency is expected from
a closer proximity. From this, the phase centre of the feed can be identified
from the feed position which maximizes the phase efficiency. Additionally,
the ideal situation includes a phase centre which is frequency independent, to
yield a high phase efficiency over the entire band. The phase efficiency can be
calculated as,

ηϕ =
|
∫
θe

CO(θ) tan ( θ
2
)dθ|2

(
∫
θe
|CO(θ)| tan ( θ

2
)dθ)2

. (5.29)

The surface tolerance efficiency, ηst, accounts for errors in the surface. In this
dissertation this efficiency will be disregarded, and chosen to be ηst = 1, as
the assumption is that the reflector surface is a perfect conic section. This
efficiency accounts for manufacturing errors, and is out of the scope of this
dissertation.

The aperture blockage efficiency, ηab, accounts for physical reflector system
components which blocks part of the aperture. This reduces AE. The aperture
blockage efficiency, for rotationally symmetric antennas, can be calculated as,
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ηab =

∣∣∣∣∣1− Cb

(
d

D

)2
∣∣∣∣∣
2

, (5.30)

where d is the blockage diameter, and Cb can be calculated as,

Cb =
tan2 ( θe

2
)CO(0)∫

θe
CO(θ) tan ( θ

2
)dθ

. (5.31)

This definition neglects the blockage from struts and is also not defined for off-
set systems. In this dissertation struts are neglected, and blockage efficiency
for offset systems are assumed ηab = 1, as it is expected to be minimal.

The diffraction efficiency, ηd, accounts for the diffraction losses, such as edge
diffraction. For brevity, the diffraction efficiency is only defined for the offset
Gregorian reflector case in this dissertation, as this is the reflector setup most
investigated. In cases where other reflector types are used in the dissertation,
an appropriate diffraction efficiency is used [64]. The diffraction efficiency can
be calculated as,

ηd =

∣∣∣∣∣1 + (j − 1)∆ρECO(θe) sin θe√
2πDm

√
ηpar

∣∣∣∣∣
2

, (5.32)

where in this case ECO(θe) is,

ECO(θe) =
√
n+ 1 cosn

(
θe

2

)
, (5.33)

as a theoretical radiation pattern is assumed, which approximates a Gaussian
beam within the 10 dB beamwidth. It is useful to use this theoretical radiation
pattern, instead of a Gaussian, so that a analytical solution can be derived for
the diffraction efficiency. Furthermore, the diffraction efficiency will change
if a physical feed is used, however, this diffraction efficiency serves as a good
approximation. The approximated parabolic efficiency can be described as,

ηpar = 4 cot2
(
θe

2

)(
1− cosn

(
θe

2

))2(
n+ 1

n2

)
, (5.34)

where θe is the taper angle of the feed, n is,

n =
|A0|dB

−20 log (cos
(
θe
2

)
)
, (5.35)
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and |A0|dB is,

|A0|dB = −20 log (|A0|), (5.36)

where A0 is the amplitude taper of the feed pattern at θe,

A0 =
CO(θe)

CO(0)
. (5.37)

Furthermore, ∆ρ can be described as,

∆ρ =

√
λ
(ρm + ρs)

π

∣∣∣∣1− (ρm + ρs)

ρs

∣∣∣∣, (5.38)

with ρm and ρs described as,

ρm =
√

(Q0x)2 + (Q0y)2 + (Q0z)2, (5.39)

ρs =
√

(P0x)2 + (P0y)2 + (P0z)2, (5.40)

where Q0x, Q0y, and Q0z, respectively represent the x, y, and z coordinate of
the centre of the primary reflector, in the global coordinate system. Finally,
P0x, P0y, and P0z, respectively represent the x, y, and z coordinate, of the
centre of the secondary reflector, in the global coordinate system.

The feed efficiency, ηf, described previously, is a low-fidelity approximation
of the AE. This approximation does not include the ripple on the AE. The
high-fidelity AE, which includes the ripple, can be calculated as [65],

ηap(f) =
λ2|Gco(f, 0, 0)|2

Aphy
∫∫

4π
U(f,Ω)sinθdΩ

, (5.41)

where the frequency is f , the direction of maximum radiation intensity is
defined as Ω = (0, 0) and the wavelength is λ. Furthermore, the projected
aperture area is Aphy, and is determined through the design process and by
the primary reflector size. The reflector system main beam co-polarisation
component is defined by Gco(f, 0, 0), through Ludwig’s third definition [66].
The AE thus require the radiation pattern of the full reflector system in only
one direction, instead of in all directions as is required for the ANT calcula-
tion. Finally, (5.41) can be used in (5.3) to determine the effective area of the
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reflector, Aeff, when losses in the reflector system are neglected, ηloss = 1.

In [30] a method to accurately predict the AE ripple is provided, using a ge-
ometric argument approach. In summary, it suggests that the cause of the
ripple is due to interference between the diffracted fields of the subreflector
and the main beam of the primary reflector. By calculating the path length
differences between the diffracted fields and the main beam, it is possible to
predict this ripple component.

This technique works, because the AE ripple is due to one direction and nar-
rowband, as can be seen in the FFT of this ripple in Fig. 5.2b. This means that
the single geometric argument predicting ripple in that direction is enough to
characterise the ripple adequately, unlike the case for the ANT ripple predic-
tion. Modeling the ripple of the AE is thus significantly easier than modeling
the ripple of the ANT.

In Fig. 5.2a the high-fidelity efficiency response, ηap in (5.41) and the feed
efficiency, ηf, as calculated in [59] is shown. The ripple can be extracted by
taking the difference between them.

From Fig. 5.2a, it can be observed that the diffraction efficiency, ηd, is corre-
lated to the ripple amplitude. A lower diffraction efficiency, occurring at the
lower frequencies, leads to a larger ripple amplitude. Conversely, the ampli-
tude of the ripple decreases, as the diffraction efficiency increases with higher
frequencies. The diffraction efficiency, ηd, can be calculated using the methods
in [67] or as described in the dissertation. The AE ripple thus reduces as the
electrical size of the reflector increases.

(a) (b)

Figure 5.2: The low-fidelity approximation (feed efficiency) is compared to the
high-fidelity AE from (5.41) in (a), with the diffraction sub-efficiency also displayed.
A normalised magnitude FFT of the high-fidelity AE ripple is shown on a linear-log
scale in (b), to illustrate the response being relatively band limited
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The sensitivity calculation can be refined more. The signal-to-noise ratio
(SNR) can be calculated using the equation below,

SNR =
Sv

√
t∆v

SEFD
, (5.42)

where the available bandwidth is ∆v and the integration time is denoted as
t. The integration time refers to the time in seconds over which the signal is
measured. Thus to achieve a higher SNR, which means lower RMS fluctuation,
SEFD has to be minimized. This also results in needing shorter integration
time for detection. When the available bandwidth, ∆v, in the receiver is in-
creased, it also reduces the integration time needed for detection and increases
the signal-to-noise ratio. Occasionally, the sensitivity is expressed as Aeff

Tsys
in

the units of m2K−1. This form is just (5.1) rewritten as,

Aeff

Tsys
=

2kB
SEFD

. (5.43)

To simplify for proportional expressions of array sensitivity, the SKA project
selected this notation as expressed in (5.43). Notably, from both (5.1) as well
as (5.43), the effective area Aeff is included. This has the implication that
increasing the size (or efficiency) of the reflector would yield a higher sensitiv-
ity. In certain cases the reflector area is not even included in the comparison
of the sensitivity of different receiver systems by using the ratio Tsys

ηap
to compare.

Sensitivity, in this dissertation, is defined as a ratio of the effective aperture
area to the system noise temperature as,

sensitivity =
Aeff

Tsys
=

ηapAphy

TA + Trec
, (5.44)

where ηap represents the AE, Aphy is the main-reflector physical projected aper-
ture area and their product describes how effective the aperture area is being
used. TA is the ANT and Trec denotes the receiver noise temperature.

In many cases, and in this dissertation, the system noise temperature is sim-
plified as Tsys = TA + Trec, where the antenna radiation efficiency ηrad = 1. It
is known that the ANT, TA, will have a ripple over frequency. The receiver
temperature Trec is often considered as constant, and in this dissertation Trec

is simplified to a constant contribution from only the LNA, and can thus not
have a ripple. It is possible for the LNA to introduce a ripple, if the antenna
and LNA is not well matched, but this situation is not investigated in this
dissertation. The physical projected aperture area does also not contribute to
the ripple, as it is a constant and not a function of frequency.
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It is thus only the AE ripple and the ANT ripple that can contribute to the
ripple in the sensitivity, and the sensitivity ripple is the quotient of the AE
ripple over the ANT ripple. The impact of the AE ripple and ANT ripple on
the sensitivity will be investigated and discussed next.

5.2 Ripple impact on sensitivity
To keep the discussion tractable, it is first performed for the standard case,
while the other parameters remain constant. The high-fidelity approximation
of the sensitivity, MH, is compared to the low-fidelity approximation, ML. MH

calculates the sensitivity using the validation data, υ, where ML calculates the
sensitivity using first order approximations of AE and ANT.

A 7 K receiver noise temperature, Trec, is assumed. High quality modern LNA
temperatures can be as low as 7 K at ambient temperatures where they are
not cryogenically cooled [68]. The resulting receiving sensitivity calculations
are shown in Fig. 5.3. The sensitivity calculation was done on the standard
reflector setup, and the sensitivity ripple looks similar to the AE ripple in Fig.
5.2a, so it is largely dominated by it.

The error function over frequency for each pointing angle is calculated as,

Error = 100

(
|MH −ML|

MH

)
, (5.45)

and it is shown in Fig. 5.4.

The largest error of about 8% occurs at the zenith pointing angle. This point-
ing angle also has the highest mean error of 2.76% over frequency. The other
2 pointing angles have a 1.10% and 1.22% mean error, respectively. Thus, the
total mean error over all pointing angles is about 1.70%.

The calculation time for the standard case, using the same PC setup described
in Chapter 4, is described next. This is done to give an indication of the rel-
ative computation time, between the high-fidelity and low-fidelity sensitivity
calculation. The calculation time is separated into the time required for sim-
ulations involving GRASP, which will be discussed first, followed by the time
required to use this simulated data to calculate the sensitivity.

The calculation time for the high-fidelity set is dominated by the total PO full
field calculation, which required 1 hour, 36 minutes, 19 seconds. It is followed
by the feed radiation calculation time of 18 minutes, 28 seconds, which is also
required for the low-fidelity set, over 201 frequency points. For the low-fidelity
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Figure 5.3: The high-fidelity approximation is compared to the low-fidelity ap-
proximation, for the receiving sensitivity, over three pointing angles. The rapidly
varying solid lines display the high-fidelity approximation. The slowly varying solid
lines display the low-fidelity approximation, which excludes the ripple

set, the full field at a single frequency point required 17.9 seconds, and the
mask at three frequency points required 10.51 seconds. The combined simula-
tion time required for the high-fidelity set is 1 hour, 54 minutes, 47 seconds.
The combined simulation time required for the low-fidelity set is 18 minutes,
56.4 seconds. The high-fidelity simulation time requires more than six times
as long to complete.

The calculation of the sensitivity using the simulated data is much faster, com-
pared to the time spent creating the simulated data, for both the high- and
low-fidelity cases. The sensitivity is calculated using (5.44), which includes
calculating the ANT using the simulated data. The low-fidelity ANT also has
to be created using masks, and be corrected, as described in Chapter 4. The
high-fidelity sensitivity requires 39.26 seconds to calculate, and the low-fidelity
requires 79.7 seconds to calculate. It is expected that the low-fidelity set will
require more time due to the masking and correction processes. In any case,
these calculation times are negligible compared to the simulation time required.

From Fig. 4.80 in Chapter 4, it is apparent that for larger reflectors, the to-
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Figure 5.4: The error function as similarly calculated in (5.45), is shown over
frequency for each pointing angle, and is used to compare the low- and high-fidelity
set of the sensitivity

tal full field PO calculation time scales significantly. In turn, the calculation
time ratio will rise significantly. A 1.70% average error, is relatively low for
such a cold receiver. The reduction in calculation time, due to the low-fidelity
approximation of the sensitivity requiring only a few simulations, is likely a
worthwhile trade-off in the optimisation phase for losing 1.70% in accuracy.

Recall that the ripple is worse for electrically smaller reflectors. As the reflec-
tor becomes electrically larger these errors will also become smaller, and the
sensitivity will be even more accurate if the ripple is ignored. The effect the
receiver noise temperature has on the AE ripple and ANT ripple, and their
respective impact on the sensitivity ripple, is discussed next.

Assume that the error on the sensitivity of not modeling a specific ripple is
found through subtracting the full ripple including set Rinclude, from the ripple
excluding set Rexclude, and then normalising to the full set as,

Errorcomp =
Rinclude −Rexclude

Rinclude
. (5.46)

Note that this is a general form for the error calculation, and the specific form
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of Rinclude and Rexclude will differ, depending on the context. The error on
the sensitivity of not modeling the ripple in the AE can then be calculated as
follows,

ErrorAE =

AeAphy
TA+Trec

− aeAphy
TA+Trec

AeAphy
TA+Trec

, (5.47)

where Ae represents the full AE model with ripple included, and ae excludes
the ripple. The error can simplify to,

ErrorAE =
AeAphy − aeAphy

AeAphy
, (5.48)

which can simplify to,

ErrorAE =
Ae − ae

Ae
, (5.49)

and further to,

ErrorAE = 1− ae

Ae
, (5.50)

where the ripple contribution can explicitly be written as,

ErrorAE = 1− ae

ae + Ae ripple
. (5.51)

The ripple excluding AE can further be defined as ae = ηf(f), and the rip-
ple including Ae = ηap(f). Finally, for the set only including the ripple,
Ae ripple = ηap(f) − ηf(f). From this, it can be concluded that the error on
the sensitivity from not modeling the AE ripple is independent of the receiver
noise temperature and only a function of the AE and the AE ripple.

The same analysis can be performed for the ANT ripple contribution. The
error on the sensitivity of not modeling the ripple in the ANT can be calculated
as follows,

ErrorTa =

AeAphy
TA+Trec

− AeAphy
tA+Trec

AeAphy
TA+Trec

, (5.52)

where TA includes the ripple for ANT and where TA excludes the ripple. This
error can simplify to,

ErrorTa =
AeAphy(tA + Trec)− AeAphy(TA + Trec)

AeAphy(tA + Trec)
, (5.53)

which factorises to,
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ErrorTa =
AeAphy(tA + Trec − (TA + Trec))

AeAphy(tA + Trec)
, (5.54)

and finally simplifies to,

ErrorTa =
tA − TA

tA + Trec
. (5.55)

If the receiver noise temperature were to tend to infinity limTrec→∞ then,

ErrorTa = lim
Trec→∞

tA − TA

tA + Trec
= 0, (5.56)

the error on the sensitivity of not modeling the ANT will be completely insignif-
icant, as the receiver noise temperature completely dominates the contribution.
If the receiver noise temperature were to tend to zero limTrec→0 then,

ErrorTa = lim
Trec→0

tA − TA

tA + Trec
=

tA − TA

tA
= 1− TA

tA
= 1− tA + TAripple

tA
, (5.57)

the error caused on the sensitivity of not modeling the ANT ripple will simply
be a function of the ANT and the ANT ripple, similar to the error the AE
ripple causes.

Thus, as the receiver noise temperature rises, the relevance of modeling the
ANT ripple for the sensitivity calculation will becomes less relevant. The
importance of the ripple in the sensitivity calculations for receiver noise tem-
peratures over Trec ∈ [0−300] K, is investigated. The high temperature values
simulates low quality LNAs bought off-the-shelf, where the low temperature
values simulates either high quality LNAs or those that have been cryogenically
cooled. The purpose of the analysis is to determine at which LNA temperature
the ANT ripple becomes less important to model. A higher LNA temperature
will be required to cause a higher amplitude ANT ripple, to have the same
relative impact on the sensitivity ripple, as a lower amplitude ANT ripple for
a lower LNA temperature.

A root mean square error (RMSE) between the high-fidelity approximation,
MH, and some low-fidelity approximations, is calculated to combine the error
over frequency. The ripple contributions to the sensitivity error are then fac-
torised.

The RMSE between MH and ML is first compared, which is denoted as ξall, and
ignores both the AE ripple and ANT ripple when calculating the sensitivity.
Secondly, the RMSE from ignoring the ANT ripple in the sensitivity calcula-
tions, is denoted as ξTA. Finally, the RMSE from ignoring the AE ripple in the
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sensitivity calculations, is denoted as ξap. The results are displayed in Fig. 5.5.

From Fig. 5.5, it is apparent that ignoring the ripple when calculating the
sensitivity at lower receiver noise temperatures, leads to the largest RMSE.
At these temperatures Trec is somewhat similar to TA. Furthermore, it is less
important to model the ANT ripple as the receiver noise temperature rises,
as the receiver noise temperature starts to dominate the system temperature,
causing the ANT ripple to become more negligible. Recall that predicting the
ANT ripple is difficult, and in this case neglecting the ANT ripple would not
result in a large error in the sensitivity.

The relevance of the AE ripple in the sensitivity calculation over receiver noise
temperature is also displayed. The RMSE from ignoring the AE ripple is in-
dependent of the receiver noise temperature. Thus, ignoring all ripple when
calculating the sensitivity when the receiver noise temperature is high, leads to
a similar RMSE when only ignoring the AE ripple. Since calculating the AE
ripple is easier, it might be practical to calculate it to improve the sensitivity
accuracy.

When the ANT ripple is modeled, the information is available to model the
AE ripple as well, and practical designs will consider both the ANT and the
AE at the same time. This is because the accurate ANT calculation requires
the calculation of the main beam, which is also necessary for the accurate cal-
culation of the AE.

5.3 Additional examples
In this section some additional examples will be considered, to inspect the im-
pact of the ripple on the sensitivity in these cases. There are an inexhaustible
list of permutations of the influences which will change the sensitivity, and
thus not all of them can be investigated.

5.3.1 Smaller reflector

It is expected that the ripple impact will be more severe for an electrically
smaller reflector. In this case, a smaller dish is used with maximum chord
lengths of 4 m and 1 m for the primary reflector and subreflector, respectively.
The primary reflector has a projected aperture diameter of 3 m. All other
parameters, compared to the standard reflector, remain constant.
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Figure 5.5: The RMSE is compared for three different situations of excluding
specific ripple components from the receiving sensitivity calculations, over receiver
noise temperature

In Fig. 5.6, the AE is shown. This includes the high-fidelity AE, ηap, the
low-fidelity AE, ηf, and the diffraction efficiency. The diffraction efficiency, ηf,
calculated in this chapter uses GO, and thus the accuracy of ηf reduces, as
the electric size of the system reduces. From Fig. 5.6, the high-fidelity AE
is substantially different, compared to the low-fidelity AE, especially at the
lower part of the frequency band. This is expected, as the lower band will
cause the reflector to have a smaller electric size, compared to the higher part
of the band. The diffraction efficiency is also lower, compared to the stan-
dard reflector, which is expected, and contributes to the difference between
the high-fidelity AE vs the low-fidelity AE. At around 85 % diffraction effi-
ciency, the AE calculations are somewhat similar, and perhaps the diffraction
efficiency can give an indication when the low-fidelity AE is accurate enough.

In Fig. 5.7a, the high- and low-fidelity sensitivity is compared, for various tip-
ping angles, over frequency. A 7 K receiver noise temperature, Trec, is assumed.
In Fig. 5.7b, the error function as similarly calculated in (5.45), is shown for
each pointing angle. From Fig. 5.7 the sensitivity error, between the low-
and high-fidelity set, is also much larger in the lower part of the band. This
occurs for similar reasons as explained for the AE comparison previously. The
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Figure 5.6: The low-fidelity approximation (feed efficiency) is compared to the
high-fidelity AE from (5.41), with the diffraction sub-efficiency also displayed

error at the start of the band has a higher oscillation amplitude, which relates
to the larger ripple, due to a smaller electric size. While the error becomes
substantially less over the band, the error at the start of the band is perhaps
too large to qualify the low-fidelity set as usable. For very small reflectors, it
might become necessary for high-fidelity calculations of the sensitivity, even
during the optimisation phase.

Finally, a RMSE is calculated, similarly to previously explained. In Fig. 5.8
the importance of including the AE ripple, compared to the ANT ripple, is
apparent for this smaller reflector. The exclusion of the AE ripple leads to a
relatively high error over the band, compared to excluding the ANT ripple,
which is only comparative at almost zero receiver noise temperature. Thus
for this smaller reflector, it is even more important to model the AE ripple,
compared to the standard reflector. Besides this change, the RMSE behaviour
is somewhat similar to that which was seen with the use of the standard re-
flector, except that the errors are generally higher.
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(a) (b)

Figure 5.7: In (a) the high-fidelity approximation is compared to the low-fidelity
approximation, for the receiving sensitivity, over three pointing angles. The rapidly
varying solid lines display the high-fidelity approximation. The slowly varying solid
lines display the low-fidelity approximation, which excludes the ripple. In (b), the
error function as similarly calculated in (5.45), is shown over frequency for each
pointing angle, and is used to compare the low- and high-fidelity set of the sensitivity

Figure 5.8: The RMSE is compared for three different situations of excluding
specific ripple components from the receiving sensitivity calculations, over receiver
noise temperature
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5.3.2 Higher frequency

It is expected that the ripple impact will be less severe for a higher frequency
band, as the reflector electric size will increase. The impact is analysed for the
standard reflector, with only a shift in the frequency band.

In Fig. 5.9, the AE is shown. This includes the high-fidelity AE, ηap, the
low-fidelity AE, ηf, and the diffraction efficiency. From Fig. 5.9, the high-
fidelity AE is mostly similar to the low-fidelity AE, except for the ripple. The
diffraction efficiency is also higher, compared to the standard reflector, which
is expected, and contributes to the similarity between the high-fidelity AE vs
the low-fidelity AE.

Figure 5.9: The low-fidelity approximation (feed efficiency) is compared to the
high-fidelity AE from (5.41), with the diffraction sub-efficiency also displayed

In Fig. 5.10a, the high- and low-fidelity sensitivity is compared, for various
tipping angles, over frequency. A 7 K receiver noise temperature, Trec, is as-
sumed. In Fig. 5.10b, the error function as similarly calculated in (5.45), is
shown for each pointing angle. From Fig. 5.10 the sensitivity error, between
the low- and high-fidelity set, is very small. This occurs, as seen from the
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diffraction efficiency, because the reflector size is large enough to limit the in-
fluence of non-ideal effects. For this case, it is likely that the sensitivity does
not need to be accounted for during the optimisation phase, but perhaps still
in the final design.

(a) (b)

Figure 5.10: In (a) the high-fidelity approximation is compared to the low-fidelity
approximation, for the receiving sensitivity, over three pointing angles. The rapidly
varying solid lines display the high-fidelity approximation. The slowly varying solid
lines display the low-fidelity approximation, which excludes the ripple. In (b), the
error function as similarly calculated in (5.45), is shown over frequency for each
pointing angle, and is used to compare the low- and high-fidelity set of the sensitivity

Finally, a RMSE is calculated, similarly to previously explained. In Fig. 5.11
the AE ripple is more important to include, compared to the ANT ripple,
over the entire band for this higher frequency band. Besides this change, the
RMSE behaviour is somewhat similar to that which was seen with the use of
the standard reflector, except that the errors are generally smaller. Exclusion
of any ripple, is thus mostly insignificant in this case, for this band.

5.4 Conclusion
Sensitivity ripple is influenced by the AE ripple and the ANT ripple, and
is the result of their quotient. The significance of accurately modelling this
ripple factor is investigated for the standard case, with the other parameters
kept constant, to keep the discussion tractable. It is shown that low-fidelity
approximations can be used to accelerate the sensitivity calculation process,
with only an average error of 1.70% for a 7 K receiver noise temperature system.

Furthermore, including the AE ripple improves the accuracy of the sensitivity
calculation, over receiver noise temperature. The ANT ripple is only important
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Figure 5.11: The RMSE is compared for three different situations of excluding
specific ripple components from the receiving sensitivity calculations, over receiver
noise temperature

when the receiver noise temperature is similar to the ANT, or lower. Addi-
tionally, the ANT ripple is notably more complicated to model compared to
AE ripple, which results in significantly more difficulty to build accurate and
reliable models for the ANT ripple. For higher receiver noise temperatures,
omitting the ANT ripple does not have a severe impact on the accuracy of
the sensitivity. For lower temperatures it becomes more relevant to model it.
Finally, the ripple impact on the sensitivity is analysed for various other cases,
where the importance of modeling the ripple is discussed from the results.
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Chapter 6

Conclusion

Radio astronomy requires antennas to detect emissions from celestial objects
in the universe, to characterise them. Sensitivity is used as a primary figure of
merit to optimise these antennas (SKA, ngVLA, DSA-2000) for radio astron-
omy, and they are often reflectors. Some modern radio astronomy projects
choose to use many electrically smaller reflectors, instead of fewer traditional
larger ones.

Non-ideal effects become more dominant in the total radiation pattern of the
reflector system, due to the reflector performing less ideally, as the electrical
size of the reflector reduces. The MoM can most effectively simulate these
non-ideal effects, as it is a full wave solution, while the asymptotic PO tech-
nique can simulate only a subset of them. The PTD can be used with the PO
analysis to increase the ability to simulate non-ideal effects.

These non-ideal effects influence the radiation pattern of the reflector system
through interference, which causes a ripple over frequency in the radiation
pattern. This ripple in the radiation pattern, leads to a ripple over frequency
in the antenna noise temperature (ANT). The magnitude of this ripple is cor-
related to the electric size of the reflector system, and is thus less relevant for
larger reflector designs.

The ANT is a function of all directions, as it requires an integral over the en-
tire sphere of the product of the background noise temperature, the radiation
pattern and a sinus function. The background noise temperature, and radia-
tion pattern, is a function of all directions. The background noise temperature
thus weighs the radiation pattern differently in each direction. This leads to
certain directions or regions being significantly more important than others for
the ANT calculation, in a specific pointing angle. In these regions, the ripple
in the radiation pattern is observed in the ripple of the ANT, as expected. It
is shown that the ANT is a function of many physical parameters. Some of
these parameters, and their effect, on the ANT is investigated.

179
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It is shown that the ripple observed in the sensitivity is due to the ripple in
the ANT and the ripple in the AE. The impact of the ripple in the sensitivity
is investigated on a relatively electrically small offset Gregorian dual reflector,
to determine the relevance of modeling it. The electric size of this reflector
ranges from about a dozen, to a few dozen in wavelength, in the band it is
analysed. It is concluded to only cause a small error of a few percent. Ignor-
ing the ripple in the optimisation phase might be safe, but a highly accurate
final design would require the ripple to be modeled. Strategies for rapid sen-
sitivity approximation often times ignore the ripple to facilitate significantly
faster sensitivity calculations, which is crucial during the optimisation phase
of antenna design for radio astronomy.

The impact of the LNA temperature is also investigated together with the rel-
evance of the ripple of the ANT, or the ripple of the AE, individually. Higher
LNA temperatures are common with cheaper low quality LNAs. Cryogenically
cooling the LNA will reduce the temperature, but raises operation and capital
costs.

It is observed that for high LNA temperatures, it is less important to model
the ANT ripple. The ANT ripple will also become less relevant, as the electri-
cal size of the reflector increases. The AE ripple relevance remains constant,
independent of the LNA temperature. The relevance to model the AE ripple is
thus dependent on the electrical size of the reflector and not the LNA quality
or temperature. Generally it is more important to model the ripple in the case
of low LNA temperature, for the final design. If the ripple is not modeled, it is
not necessary to model all the non-ideal effects. PO + PTD is then sufficient
to analyse electrically small reflectors.

Thus in conclusion, small reflectors can in most cases be developed without
modeling the ripple, during the optimisation phase. The ripple can be modeled
for the final design, to ensure stringent requirements can be met.

6.1 Future Work

6.1.1 Using near-field in sensitivity calculation

The calculation of the receiving sensitivity requires the calculation of the far-
field radiation pattern (technically the radiation intensity) of the full reflector
system. This might, however, not be completely accurate. In any sensible
case, the reflector system observes in the direction of the sky, and thus the
main beam is pointing into the sky. The main beam receives the most power,
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and it is thus largely contributing to the ANT. The sky is in the far-field, and
the main beam contribution is thus accurately accounted for in the ANT. It
is thus expected that the current sensitivity calculation approach is still rela-
tively accurate, however, the possible near-field impacts will be discussed next.

As the reflector is tipped towards the horizon, the larger sidelobes closer to
the main beam start to receive radiation from the ground, which is in the
near-field. This is generally ignored and far-field radiation is still assumed.
Reactive effects largely disappear for far-fields, but they are relevant for near-
fields. The near-field radiation patterns will likely be different to their assumed
far-field counterparts, which might influence the ANT and sensitivity. Recall
that electromagnetic waves are spherical waves in the near-field, and not plane
waves. Interference effects involving them might no longer cause a similar
ripple over frequency effect on the radiation pattern, as it is no longer plane
waves interfering over frequency.

A possible method to account for the near-field, could be to calculate both the
near-field and the far-field, for the angles associated with the ground direc-
tions. Radiation intensity does not strictly exist for the near-field, so a power
per unit solid angle calculation would have to be developed for the near-field
that resembles radiation intensity, to be usable in the ANT calculation. These
radiation intensities can be compared, as well as their FFT outputs. If they
contain similar ripple, then the current ripple is modeled correctly. If the radi-
ation intensities themselves are similar, then there is no need to model in the
near-field at all.

6.1.2 Ripple in the optimisation

6.1.2.1 VEXPA ripple prediction

A possible solution to ripple prediction in the ANT, is by using Validated
Exponential Analysis or VEXPA [69], with other associated techniques. Esti-
mation of Signal Parameters via Rotational Invariance Techniques (ESPRIT)
[70], Multiple Signal Classification (MUSIC) [71] and Matrix Pencil (MP) [72]
are all techniques that can be used to extract the frequency composition of a
signal. It assumes and requires the signals to be defined as a sum of exponen-
tial functions. These techniques require dense sampling, above the Nyquist
sampling rate, otherwise aliasing starts to occur. VEXPA removes aliasing
from the results of these techniques, if undersampled, to give unique solutions
for sparse sampling. This enables these techniques to recover a unique signal
composition from a sampling rate under the Nyquist rate.

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 6. CONCLUSION 182

The ANT ripple is determined from the radiation intensity ripple, which is de-
termined from the co- and cross-polar electric field components. If the ANT,
radiation intensity, or co- and cross-polar electric field components can be de-
fined as an exponential series, then these techniques could possibly reconstruct
them, including the ripple. A possible test could include performing an FFT
on these functions, and using the FFT output to produce an exponential se-
ries, to attempt to reconstruct these functions. If the reconstruction compares
well with the original function, the function can likely be described by an ex-
ponential series.

While the applicability of this technique would require a lot of research and
development, it might allow the ripple in the ANT to be predicted from only
a few samples.

6.1.2.2 Preprocessed applied ripple

A possible method for ripple prediction, during the optimisation phase, is
discussed next. During optimisation, the reflector system is generally kept
constant, while the feed is constantly adjusted. In this method, a single fine
model of the ANT is created using a Gaussian ideal feed, which will include
the ripple. This model will implicitly model the ripple impact of all of the
components of the reflector system, including the Gaussian feed. If the feed
were to be replaced by a physical feed, which is at least somewhat similar to
the Gaussian feed, it is expected to not change the ripple significantly. The
Gaussian feed is an idealised feed, and thus most practical physical feeds will
be a similar, but worse version of the Gaussian feed. This includes the QRFH
feed. After the fine model, the ANT is then consecutively calculated using
a low-fidelity model, with a physical feed instead. This model excludes the
ripple. The ripple calculated from the fine model, is then applied to the low-
fidelity model.

6.1.2.3 Geometric argument ripple prediction

In Chapter 5, it was stated that the AE ripple can be predicted using a geo-
metric argument, but predicting the ANT ripple using a geometric argument
approach is significantly more difficult. Geometric arguments infers informa-
tion from only the geometry of the reflector setup, making them independent
of simulations, and thus very fast. In summary, a geometric argument uses a
geometric optics approach to ray trace the path lengths of interfering waves,
to predict the resultant ripple, due to effects described in Chapter 3.
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A geometric argument in this sense, can only predict the ripple in a single
direction. This is because the non-ideal effects interfering with the full radia-
tion pattern, and the path lengths of interfering waves, are functions of angle.
For the ANT, a geometric argument would be required to predict the ripple
in every high contributing direction, which changes for every tipping angle,
and for every reflector setup. If each high contributing direction has multiple
dominant ripple periods, then a geometric argument has to be found for each
one.

These high contributing directions can be identified using the heatmap tools
developed and presented in this dissertation. It is also important to identify
which type of non-ideal effect causes the ripple, so that the adequate path
lengths can be compared. For the AE ripple, it is identified to be a diffraction
non-ideal effect, and thus specific path lengths from the subreflector and pri-
mary reflector are compared. The non-ideal effect can sometimes be derived
from the presented heatmaps, such as edge diffraction near the edges of the
reflectors, but in some cases it is more difficult. The ripple can also be caused
by a combination of non-ideal effects, which increases the difficulty in identi-
fying them.

Geometric arguments are not completely accurate, as it uses a geometric optics
ray tracing approach, and thus optimisation techniques are required to correct
the predicted ripple. A possible approach can be to extract the power law
base form of the ANT, which do not require many samples, and then adding
the predicted ripple. An alternative ANT can then be calculated at a few
specific frequency points, using the full radiation pattern, to provide a sparse
high-fidelity ANT over the band. This alternative ANT will require much less
samples than a dense high-fidelity set. These two ANT calculations can then
be fitted on each other, using a simplex search method, to correct the ripple.
An incorrectly predicted ripple will become out of phase with the correct rip-
ple, over the band, and will occur quicker for a faster ripple. This leads to a
larger error than ignoring the ripple. Using geometric arguments to solve the
ripple in the ANT is thus very difficult to do, but could perhaps be attempted.
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Appendix A

Adding true-view regions, to
approximate integral

The integral of the product, MTbUS, of the factors required to calculate the
ANT, can be calculated by the summation of MTbUS over the entire projection,
and will be discussed next. Recall that the ANT is described as follows,

TA(f |̂r0) =

∫∫
4π
Tb(f,Ω)U(f,Ω|̂r0) sin θdΩ∫∫

4π
U(f,Ω) sin θdΩ

. (A.1)

This can be rewritten as,

TA(f |̂r0) =

∫
π

∫
2π
Tb(f, ϕ, θ)U(f, ϕ, θ|̂r0) sin θdθdϕ∫∫

4π
U(f,Ω) sin θdΩ

, (A.2)

which in turn can be rewritten as,

TA(f |̂r0) =

∫
π

∫
2π
F (f, ϕ, θ|̂r0)dθdϕ∫∫

4π
U(f,Ω) sin θdΩ

, (A.3)

where

F (f, ϕ, θ|̂r0) = Tb(f, ϕ, θ)U(f, ϕ, θ|̂r0) sin θ. (A.4)

The surface area element of a sphere is As = r2sin(θ)dθdϕ. When surface
integration is performed over a unit sphere, with r = 1, the surface area
element becomes As2 = sin(θ)dθdϕ. This is the case for the surface integral
performed in (A.5), when calculating the ANT. If the sin in the surface area
element As2 is removed, then the surface area element A3 = dθdϕ is a rectangle
on a rectangular grid, as seen in Fig. A.1. This is the case for (A.5), with the
normalising denominator removed, which can be rewritten as,

TAUN(f |̂r0) =

∫
π

∫
2π

F (f, ϕ, θ|̂r0)A3. (A.5)
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The numerator format in (A.4) thus casts the evaluation of the integral into a
summation of the product of the function F at the centre of each grid element,
with each grid element having sides of size dθ and dϕ, respectively. This is
shown in Fig. A.1. This means that the integral can be evaluated by adding
these regions together.

Figure A.1: Integral cast into a format where its evaluation reduces to a summation
of the product of the function at the centre of each grid element with each grid
element, over the entire grid

When the function, F , is transformed through a true-view projection, the in-
tegral area element will become the same format as the polar coordinate area
element, since the transformation casts the function into a circular area. This
can be seen in Fig. A.2.

The variables ρ and α will be derived in relation to the spherical coordinates,
to evaluate the impact on the integral in (A.5), due to the true-view projection.
Consider the definition of ρ in polar coordinates,

ρ =
√

x2 + y2, (A.6)
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Figure A.2: True-View projection of the function casts it into a circular area,
resulting in the integral area element changing to a format similar to the polar
coordinate area element

which directly relates to true-view coordinates,

ρ =
√
X2

g + Y 2
g , (A.7)

expanding the true-view projections,

ρ =
√

θ2sin2(ϕ) + θ2cos2(ϕ), (A.8)

factorising θ2 out and using the trigonometric identity sin2(ϕ) + cos2(ϕ) = 1,

ρ =
√
θ2, (A.9)

which equates ρ to θ,

ρ = θ. (A.10)
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From this, dρ = dθ, and θ is the same θ from the spherical coordinate system.
The angle α can be calculated as,

α = arctan
(y
x

)
, (A.11)

which translates in true-view to,

α = arctan
(
Yg

Xg

)
, (A.12)

and then expands using the true-view projection definitions to,

α = arctan
(
θsinϕ
θcosϕ

)
, (A.13)

which then simplifies to,

α = arctan(tanϕ), (A.14)

where the function and its inverse simplifies to the argument,

α = ϕ, (A.15)

thus, α is ϕ from the spherical coordinate system, and dα = dϕ.

The area element is thus transformed from pdρdα to θdθdϕ, in terms of spher-
ical coordinates. This can be rewritten in terms of,

θdθdϕ = θA3. (A.16)

For the true-view projection, the integral changes to,

TAUN(f |̂r0) =

∫
π

∫
2π

F (f, ϕ, θ|̂r0)θdθdϕ, (A.17)

or using (A.16),

TAUN(f |̂r0) =

∫
π

∫
2π

F (f, ϕ, θ|̂r0)θA3. (A.18)

Thus if (A.4) is multiplied by θ, then it would produce,

F (f, ϕ, θ|̂r0)θ = Tb(f, ϕ, θ)U(f, ϕ, θ|̂r0) sin (θ)θ, (A.19)

which can be rewritten as,
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V (f, ϕ, θ|̂r0) = F (f, ϕ, θ|̂r0)θ, (A.20)

and finally,

TAUN(f |̂r0) =

∫
π

∫
2π

V (f, ϕ, θ|̂r0)A3. (A.21)

This means that the area element would be reduced back to the rectangular
area element A3, if the function F is multiplied by θ, and thus this would
once again cast the integral into a summation over a rectangular grid. If the
area element is kept as θA3 = θdθdϕ, then the integrated region would not be
transformed into a rectangular grid, but remain a circular area. This follows
intuitively by considering that removing ρ from the area element of the the
polar coordinate system, changes the area element into a rectangular grid ele-
ment, as shown in Fig. A.3. By removing θ, from the area element θdθdϕ, the
same will effect will occur. The integral can still be calculated as a summation
over the grid, whether it is rectangular or circular. Thus, no change to F needs
to occur, and the area element can be kept as θA3 = θdθdϕ.

Figure A.3: Removal of ρ changes the area element to a rectangular grid element
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A.1 ANT integral convergence resolution
In order for the ANT integral to converge, a high enough angular resolution
is required for the full radiation pattern. The resolution used in this disserta-
tion is based on the recommendations provided in [73]. While it is expected
that the resolution will allow the ANT integral to converge, due to follow-
ing the recommendation, it is explicitly tested. The required resolution for
convergence depends on the frequency and the reflector setup, however, only
convergence for the standard band [0.7 - 2.1] GHz and standard reflector setup
will be tested, for brevity.

For the standard case, the resolution of the full radiation pattern, U(f,Ω), is
calculated at a resolution of 289 samples in ϕ, uniformly sampled from ϕ = 0°
to ϕ = 360°. The resolution in θ is 1441 samples uniformly sampled from
θ = 0° to θ = 180°. To prove that the resolution used in this dissertation
is enough for convergence, the ANT is calculated at a lower resolution and
compared. The resolution is lowered in both ϕ and θ by half, thus reduced to
145 and 721 sampled, respectively.

In Fig. A.4 the true-view projection, with HEALPix applied, of the full ra-
diation pattern, U(f,Ω), and MTbUS is shown. In Fig. A.4a and Fig. A.4b,
the full radiation pattern is shown, calculated at the resolution used in this
dissertation, and the lower resolution, respectively. MTbUS is similarly shown
for both cases in Fig. A.4c and Fig. A.4d, respectively. In Fig. A.5 the
ANT is calculated using the resolution used in this dissertation, and the lower
resolution, and the ripple of both cases is shown. Clearly, by comparing the
results of each resolution used, there is very little difference by using a lower
resolution. This proves that the resolution used in this dissertation converges
the ANT integral.
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(a) (b)

(c) (d)

Figure A.4: The true-view projection, with HEALPix applied, of the full radiation
pattern, U(f,Ω), and MTbUS. In (a) and (b), the full radiation pattern is shown,
calculated at the resolution used in this dissertation, and the lower resolution, re-
spectively. MTbUS is similarly shown for both cases in (c) and (d), respectively

(a) (b)

Figure A.5: The ANT is calculated using the resolution used in this dissertation,
and the lower resolution, and the ripple of both cases is shown
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