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a b s t r a c t

Vineyard yield estimation is a fundamental aspect in precision viticulture that enables a better understanding of the 
inherent variability within a vineyard. Yield estimation conducted early in the growing season provides insightful 
information to ensure the best fruit quality for the maximum desired yield. Proximal sensing techniques provide  
non-destructive in situ data acquisition for yield estimation during the growing season. This study aimed to determine 
the ideal phenological stage for yield estimation using 2-dimensional (2-D) proximal sensing and computer vision 
techniques in a vertical shoot positioned (VSP) vineyard. To achieve this aim, multitemporal digital imagery was 
acquired weekly over a 12-week period, with a final acquisition two days prior to harvest. Preceding the multitemporal 
analysis for yield estimation, an unsupervised k-means clustering (KMC) algorithm was evaluated for image 
segmentation on the final dataset captured before harvest, yielding bunch-level segmentation accuracies as high as 
0.942, with a corresponding F1-score of 0.948. The segmentation yielded a pixel area (cm2), which served as input to a 
cross-validation model for calculating bunch mass (g). The ‘calculated mass’ was linearly regressed against the ‘actual 
mass’, indicating the capability for estimating vineyard yield. Results of the multitemporal analysis showed that the 
final stage of berry ripening was the ideal phenological stage for yield estimation, achieving a global r2 of 0.790.
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INTRODUCTION

Yield estimation is fundamental for precision 
viticulture practices, providing important 
information to both the vineyard manager and the 
winemaker (Nuske et al., 2014). Yield estimates 
determined early in the growing season facilitate 
managerial decisions to regulate vine growth, 
optimising the desired balance between grape 
quality and quantity at harvest (Aquino et al., 
2018). Leading up to harvest, accurate information 
on the expected yield provides the winery with 
relevant estimates to guide logistical planning for 
the harvest period (e.g. De la Fuente et al., 2015). 
Traditional yield estimation methods (De la Fuente 
et al., 2015; Wolpert & Vilas, 1992) are notoriously 
destructive, labour-intensive and time-consuming 
(Diago et al., 2015). Due to the limitations of 
traditional methods, the combination of proximal 
sensing and computer vision techniques has been 
investigated as an alternative for yield estimation. 
Studies have been conducted early in the season 
(Liu et al., 2017), around bunch closure (Aquino et 
al., 2018) and prior to harvest (Millan et al., 2018). 
Proximal sensing incorporates modern terrestrial 
sensors to capture 2-dimensional (2-D) and 
3-dimensional (3-D) datasets in a non-destructive, 
cost-effective manner (Font et al., 2015; Marinello 
et al., 2016). Researchers have applied computer 
vision techniques for fruit characterisation and 
yield estimation (Mochida et al., 2018). Computer 
vision incorporates multiple techniques of image 
processing to interpret and extract accurate 
information from digital datasets (Gonzalez et al., 
2009). Computer vision techniques – including 
segmentation, feature extraction and classification 
– are ideal for extracting information from raw 
datasets in agriculture (Mochida et al., 2018; Tian 
et al., 2020). Tian et al. (2020) have presented a 
detailed review of computer vision in agriculture.

In recent years, several authors (e.g. Aquino et al., 
2018; Diago et al., 2015; Liu et al., 2013; Millan  
et al., 2018) have highlighted the potential of 
2-D red, green, and blue (RGB) proximal sensing 
and related computer vision techniques for yield 
estimation. A limited number of studies have 
investigated 3-D RGB-Depth (RGB-D) proximal 
sensing and computer vision techniques for yield 
estimation (Marinello et al., 2016). Hacking 
et al. (2019) evaluated the use of 2-D (RGB) 
and 3-D (RGB-D) methodologies for yield 
estimation before harvest. Although the RGB-D 
methodology performed well under laboratory 
conditions (r2 = 0.950), the in-situ data acquisition 
suffered interference caused by solar irradiance, 

significantly lowering the yield estimation 
capabilities. Andújar et al. (2016) noted that an 
RGB-D sensor, such as the Microsoft Kinect™ V1 
(Microsoft, Redmond, United States), experiences 
interference caused by solar irradiance, thereby 
limiting the sensor’s acquisition potential or in 
situ data collection. By contrast, the 2-D RGB 
results for yield estimation were more robust 
for in situ and laboratory conditions, yielding 
r2 values between 0.625 and 0.889 (Hacking  
et al., 2019). The authors did not note significant 
natural illumination interference from the RGB 
methodology for in-situ data collection, concluding 
that the RGB methodology was better suited for 
yield estimation – specifically in-situ acquisition 
(Hacking et al., 2019). Changes in natural 
illumination generate some inconsistencies in the 
imagery analyses when in-situ RGB data collection 
is implemented (Font et al., 2015). In this regard 
some authors suggest the use of images acquired 
at night with external light sources (Nuske et al., 
2014; Reis et al., 2012) or the standardisation of 
natural illumination using a constant methodology 
for image acquisition, i.e. time during the day, solar 
angle, distance, and climatic conditions (Hacking 
et al., 2019). Yield estimation using 2-D RGB 
data uses one of two common computer vision 
approaches: bunch detection (image segmentation) 
or berry detection. Image segmentation (e.g. Font  
et al., 2015; Liu & Whitty, 2015), applied at pixel-
level, differentiates bunches from the background. 
A relevant bunch metric, e.g. a pixel count metric 
(Liu et al., 2013), is then employed to estimate 
the final yield. Berry detection techniques  
(e.g. Grossetête et al., 2012; Nuske et al., 2014; 
Zabawa et al., 2020) generally bypass the pixel-
level segmentation (bunch detection) and bunch 
metric approach. In this instance, individual 
berries are detected and counted for estimating the 
yield, commonly incorporating a historical berry 
mass during the estimation process (Nuske et al., 
2014). A limitation of berry detection algorithms 
is the requirement for berry mass data, which 
guides the estimation process during computation 
(Aquino et al., 2018). Both computer vision 
techniques require bunch or berry detection prior 
to yield estimation. However, bunch detection via 
image segmentation is more widely applied (Font 
et al., 2015; Hacking et al., 2019; Millan et al., 
2018).

Image segmentation is one of the biggest 
challenges in yield estimation using proximal 
sensing and related computer vision techniques 
(Millan et al., 2018). Segmentation methods 
generally use some form of colour thresholding 
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(CT) or image classification to classify pixel 
values according to relevant classes (i.e. bunch 
and background) (Diago et al., 2012; Reis  
et al., 2012). Post-segmentation, a morphological 
operation is commonly applied for ‘filtering’ and 
‘cleaning’ the segmented image (Millan et al., 
2018). Several studies (Diago et al., 2015; Font et 
al., 2015; Hacking et al., 2019; S Liu et al., 2013; 
Millan et al., 2018) have evaluated 2-D proximal 
sensing and image segmentation for yield 
estimation pre- and post-harvest. Traditionally, 
bunch detection has relied on user-selected colour 
thresholds (known as colour thresholding – CT) 
for image segmentation by selecting the relevant 
pixels within the defined thresholds (Dunn  & 
Martin, 2004; Hacking et al., 2019; Reis et al., 
2012). CT has been successfully implemented 
for yield estimation (Diago et al., 2015; Hacking  
et al., 2019) with in-situ bunch-level segmentation 
results ranging between r2 = 0.625 (full canopy 
treatment) and r2 = 0.742 (leaf removal treatment) 
(Hacking et al., 2019). Although CT has been 
successfully applied (Hacking et al., 2019), the 
methodology is inherently biased and dependent 
on accurate threshold selection by a trained 
specialist. 

More automated approaches employ classification 
methods for 2-D image segmentation, to reduce the 
human intervention during bunch detection. Most 
of these classification methods are supervised and 
rely on training the segmentation model prior to 
computation (Diago et al., 2012; Font et al., 2015; 
Liu & Whitty, 2015; Luo et al., 2016; Millan 
et al., 2018). While supervised segmentation 
methods still require human interaction to train the 
classifiers, there is more automated computation 
applied in the background, enabling higher 
segmentation accuracies. Examples include the use 
of an adaptive boosting (AdaBoost) classification 
framework, accuracy = 0.966 (Luo et al., 2016), 
and the implementation of the Mahalanobis 
distance clustering algorithm, accuracy = 0.980 
(Diago et al., 2012). An alternative classification 
approach is an unsupervised classification, which 
completely forgoes manual training (Correa 
et al., 2012). For example, k-means clustering 
(KMC) (Arthur & Vassilvitskii, 2007) is a 
popular unsupervised technique that computes 
the average squared distance between pixels to 
determine suitable clusters. According to Diago 
et al. (2012), an unsupervised classification model 
can be intrinsically unreliable when tasked with 
classifying an environment with varying structural 
components such as a vineyard. Nonetheless, 
Liu et al. (2017) employed unsupervised feature 

selection and shoot classification algorithms for 
estimating vineyard yield from early-stage shoot 
detection at the start of the growing season. The 
authors presented an average shoot-detection 
accuracy of 0.868, with an F1-score of 0.900. 
However, the study did not employ unsupervised 
image classification techniques to segment the 
image. To date, the authors are unaware of any 
yield estimation research which has adopted 
unsupervised image segmentation for bunch 
detection.

A limited number of studies have attempted 
yield estimation early in the growing season. For 
example, Grossetête et al. (2012) and Aquino et al. 
(2018) undertook bunch detection at night between 
flowering and veraison (the onset of ripening, 
whereby the bunch undergoes a colour transition), 
using artificial lighting to detect individual berries. 
Grossetête et al. (2012) achieved an r2 of 0.920 
for berry detection, whereas Aquino et al. (2018) 
used the number of berries to estimate yield and 
achieved a training r2 of 0.782. Yield estimations 
have also been conducted during flowering 
(Liu et al., 2018; Millan et al., 2016) and early 
shoot detection stages (Liu et al., 2017). Nuske 
et al. (2014) investigated various cultivars over 
four seasons, with data acquisition both prior to 
veraison and prior to harvest (maximum ten-day 
window preceding harvest). Multitemporal data 
acquisition enables a more detailed understanding 
of phenological stages within the vines (Padua 
et al., 2020). A better understanding of the 
phenological development during the season is 
likely to influence proximal sensing capabilities for 
improved yield estimation results, warranting the 
investigation of multitemporal yield estimation. 
This study investigated the use of 2-D proximal 
sensing and related computer vision techniques 
for yield estimation in a vertical shoot position 
(VSP) Shiraz vineyard, using multitemporal RGB 
data acquired weekly over a 12-week period. The 
specific objectives of the study were: to evaluate 
the use of an unsupervised KMC technique for 
bunch detection during the image segmentation 
process, and to implement a novel experiment to 
determine the optimal timeframe (phenological 
stage) in the growing season for yield estimation 
in a vineyard using a 2-D methodology.

MATERIALS AND METHODS

1. Study site

The study was conducted at Stellenbosch 
University’s Welgevallen Experimental Farm, 
Stellenbosch, South Africa (33° 56’ 26” S; 18° 51’ 
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56” E). Data was collected in situ from a Shiraz 
vineyard (Figure 1), trained to a VSP system. 
The vineyard was planted in 2000, approximately 
157 m above sea level, in a North-South row 
direction with 2.7×1.5 m vine spacing. Datasets 
were collected for 16 individual vines across three 
rows during the 2018–2019 growing season. The 
vineyard, which lies in the coastal wine region 
of the Western Cape, experiences long and dry 
summers, typical of a Mediterranean climate 
(Conradie et al., 2002).

2. Data acquisition

The 2-D image data was captured in situ at 
bunch-level. Multitemporal data was acquired 
weekly for 50 individual bunches (bunch-level), 
over 12 weeks (8 December 2018 to 25 February 
2019). Weekly displacement measurements were 
collected for the respective bunches, which served 
as reference data. The initial bunch-level dataset 
was acquired on 8 December 2018, approximately 
four weeks before the onset of ripeness (i.e. start 
of veraison). The final bunch-level dataset was 
captured on 25 February 2019, yielding a total of 12 
datasets captured at bunch-level. Table 1 indicates 
the E-L phenological stage (Dry & Coombe, 
2004) for the 12 data acquisition dates. A total of  

16 vines, from which the 50 bunches were 
sampled, were harvested on 27 February 2019, 
when final reference measurements were recorded 
for both bunch- and plant-level under laboratory 
conditions.

2.1. Reference measurements

Bunch volume (cm3) was recorded per individual 
bunch (×50 bunches), collected with the weekly 
RGB data acquisition. Figure 2a illustrates the 
volume acquisition system designed and built 
for this specific purpose. The system captures a 
single image of the water level before and after the 
bunch was submerged using a digital PowerShot-
ELPH160 camera (Canon, Tokyo, Japan). The 
displaced volume was extracted using a custom 
script in MATLAB® (v.2018b, The MathWorks 
Inc., Natick, United States). The difference in the 
two levels yielded a bunch displacement value, 
which was used as a proxy for bunch volume 
(Ferreira & Marais, 1987).

Final reference measurements were recorded 
for the 16 harvested vines under laboratory 
conditions. Volume (cm3) (Figure 2b) and mass (g)  
(Figure 2c) was recorded per bunch, for each of the 
50 individual bunches sampled from the 16 vines. 
Individual bunch mass (g) was recorded using  

FIGURE 1. Location of the Shiraz vineyard situated on the Welgevallen Experimental Farm in Stellenbosch, 
South Africa. The red inset map illustrates the location of the three rows within the vineyard.
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a Mentor scale (Ohaus, Parsippany, United States). 
For consistency, the same volume measurement 
system (Figure 2a) was used in the laboratory, 
with the addition of a custom-built base that held 
the system level and steady (Figure 2b). Individual 
bunch measurements per vine were aggregated, 
yielding the respective vine’s volume (cm3) and 
mass (g).

2.2. Bunch-level image acquisition

Bunch-level data was acquired weekly for  
50 individual bunches, statistically sampled 
from the 16 vines. The number of bunches  

per vine was determined shortly after flowering on  
21 November 2018. Subsequently, the number 
of bunches per vine was plotted using a box 
and whisker diagram, and four vines randomly 
selected from each quartile, yielding a total of 
16 vines. For ease of logistics, 20 % of bunches 
were selected per individual vine, resulting in 
either two, three, or four bunches being selected 
per vine. A total of 52 bunches were selected. 
However, two bunches broke off during the 
season. Consequently, a total of 50 bunches 
were monitored throughout the growing season.  
Bunch-level RGB imagery was acquired using 

Date 12/8/2018 12/13/2018 12/20/2018 12/27/2018 1/3/2019 1/10/2019

E-L Stage 29 31 32 33 34 35

Date 1/17/2019 1/24/2019 1/31/2019 2/7/2019 2/14/2019 2/25/2019

E-L Stage 35 35 36 37 38 39

TABLE 1. Phenological stages for the 12 experimental weeks.

FIGURE 2. Reference measurement systems measuring bunch displacement in the field (a). Laboratory 
measurements captured bunch displacement (b) and bunch mass (c).

FIGURE 3. Bunch-level data acquisition system (a), with an example captured on 8 December 2018  
(b), and the same bunch captured on 25 February 2019 (c). Refer to Table 1 for phenological stage.

Phenological stages are indicated using the E-L scale (Dry & Coombe, 2004).
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the same system used for collecting the reference 
volume measurements (Figure 2a), with the 
inclusion of a white background (Figure 3a). 
The white background produced a distinct image 
contrast; an improvement in the methodology 
presented by Hacking et al. (2019). The acquisition 
system maintained a parallel and perpendicular 
distance of 40 cm between the camera and each 
bunch. Where necessary, occluding leaves were 
manually concealed during image acquisition. 
Images were captured during the early morning 
(between 08:00 and 10:00) under natural 
illumination. An umbrella provided shade over the 
bunch being photographed.

Figure 3b shows an individual bunch captured on 
8 December 2018, forming part of the first dataset. 
The image clearly shows the 1×1 cm black 
calibration squares (Figure 3b) placed on the white 
background for scale reference. The calibration 
squares served to improve the ruler-calibration 
technique presented in Hacking et al. (2019). 

The ruler was limited to a single dimension for 
image calibration, whereas the calibration square 
considers the 2-D image plane when calibrating 
the pixel area. The same bunch illustrated in 
Figure 3b is illustrated in Figure 3c; captured  
25 February 2019, two days prior to harvest. These 
two images illustrate the bunch development from 
8 December 2018 to 25 February 2019.

3. Data analysis

Data analysis was based on the RGB methodology 
for yield estimation presented by Hacking et al. 
(2019). The first component employed computer 
vision techniques for image segmentation (Section 
3.1. Image segmentation) details the custom script 
used for image segmentation, with Section 3.2. 
(Segmentation accuracy assessment) detailing 
the assessment of segmentation accuracy. The 
second component (Section 3.3. Yield estimation) 
conducted a statistical analysis using cross-
validation to determine the estimated yield, which 
was then regressed with the actual yield measured 

FIGURE 4. Image analysis workflow.
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at harvest. Additionally, the estimated mass per 
bunch was averaged per vine and used to infer 
the vine’s yield at harvest; detailed in Section 3.4. 
(Inferred plant-level yield).

3.1. Image segmentation

Image segmentation was undertaken using a 
custom script in MATLAB®. Figure 4 illustrates 
the workflow using a custom script, executed in 
three stages:

Stage 1: Calibration and pre-processing

1.	 The raw RGB image was imported for 
processing.

2.	 Semi-automated image calibration was 
computed using the black calibration squares 
(Figure 3b), yielding a calibrated pixel-area 
(cm2) coefficient. 

3.	 The region of interest (ROI) was manually 
digitised to select the area of the image 
representing bunch, whereby minimal 
background was included. 

4.	 Segmentation accuracy assessment ROIs 
(Regions of interest); based on a selection of 
five ‘bunch’ and five ‘background’ ROIs that 
were manually digitised. Details are provided 
in Section 3.2. (Segmentation accuracy 
assessment).

5.	 Image converted from RGB to hue, saturation, 
and value (HSV) colour space. 

Stage 2: Image segmentation

Two segmentation techniques were assessed: 
a manual CT technique (Hacking et al., 2019), 
and an unsupervised KMC technique (Arthur 
& Vassilvitskii, 2007). CT was implemented as 
the bench-mark segmentation technique, where 
colour thresholds are manually selected for 
segmentation. The KMC technique requires a 
k-value that defines the number of clusters in the 
segmented image. KMC classifies the image into 
the relevant clusters by minimising the average 
squared distance between points within the same 
cluster, thereby classifying the pixels into the 
respective cluster (Arthur & Vassilvitskii, 2007). 

The script proceeded from Step 5 as follows:

6.	 Image segmentation:

a.	 CT required the manual determination of 
suitable threshold limits based on the HSV 
colour space, using MATLAB’s  Colour 

Thresholder app, included in the Image 
Processing Toolbox™ (The MathWorks 
Inc., 2018). For each dataset processed, the 
first image per row was used for selecting 
the threshold limits (i.e. lower and upper 
thresholds in H, S, and V), which was then 
applied to the entire row. The thresholds 
were empirically selected using the Colour 
Thresholder app, which automatically 
illustrates the segmentation output in  
real-time according to the selected thresholds. 
The output was a segmented binary image, i.e. 
bunch and background.

b.	 The ‘imsegkmeans’ (i.e. KMC) algorithm 
(Arthur & Vassilvitskii, 2007), part of the Image 
Segmentation section in MATLAB’s Image 
Processing Toolbox™ (The MathWorks Inc., 
2018), applied an empirically selected value 
of ‘k = 3’ (three clusters: bunch, background, 
and ROI excluded background) for the bunch-
level segmentation. Visual interpretation 
confirmed the suitability of the chosen value 
for k, yielding the respective three clusters 
per image. The remaining parameters of the 
algorithm were set to their default values (The 
MathWorks Inc., 2019). Using default values 
was deemed sufficient for the purpose of this 
study. The KMC algorithm utilises the HSV 
properties of the image for clustering. Post-
classification, the appropriate cluster mask 
was manually selected, yielding a segmented 
binary image, i.e. bunch and background.

Stage 3: Post-segmentation processing

7.	 A sequence of morphological operations; 
dilation followed by erosion, were applied 
to the segmented binary images. Dilation 
‘grows’ or ‘thickens’ the binary image 
effectively filling any holes, whereas erosion 
‘shrinks’ or ‘thins’ the binary image removing 
any outliers. The morphological operators 
used a 2-D ‘disk’ structure with a radius of 
‘10’ pixels for image refinement (Gonzalez et 
al., 2009).

8.	 All pixels representing ‘bunch’ in the binary 
image were counted. Bunch area (cm2) was 
determined using the number of pixels, and 
the calibrated pixel-area coefficient obtained 
from Step 2 in the Stage 1.

9.	 Segmentation accuracy was calculated for 
both segmentation techniques (Section 3.2. 
Segmentation accuracy assessment).

10.	 Results were exported and saved.
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Table 2 summarises the datasets utilised for 
image segmentation. Segmentation accuracy was 
calculated for each individual image as detailed in 
Section 3.2. (Segmentation assessment).

3.2. Segmentation accuracy assessment

Segmentation accuracy was calculated per image, 
using the custom script detailed in Section 3.1. 
(Image segmentation). The ROIs defined for 
assessing segmentation accuracy (Step 4, Section 
3.1. Image segmentation) represented actual 
(reference) pixel values for bunch and background. 
These values were utilised for assessing the 
segmentation techniques (Step 9, Section 3.1. 
Image segmentation). 

Several accuracy assessment metrics 
(Liu & Whitty, 2015) were evaluated using a 
confusion matrix (Table 3), for individual pixels 
post-segmentation, inclusive of the morphological 
operators:

•	 True positive (TP): pixel manually labelled as 
bunch and automatically detected as bunch.

•	 True negative (TN): pixel manually labelled 
as background and automatically detected as 
background.

•	 False negative (FN): pixel manually labelled 
as bunch, but automatically detected as 
background. 

•	 False positive (FP): pixel manually labelled 
as background, but automatically detected as 
bunch.

Using the metrics defined above, accuracy, recall, 
precision, and F1-score were calculated. Accuracy 
indicates the percentage of correctly classified 

pixels (both as bunch and background) from the 
total metric population, defined by Equation 1 
(Liu & Whitty, 2015):

Recall calculates the percentage of pixels correctly 
classified as bunch from the manually labelled 
bunch-pixels; defined by Equation 2 (Aquino et 
al., 2018):

Precision indicates the percentage of pixels 
correctly classified as bunch out of the population 
of pixels classified as bunch, irrespective of the 
manual label; defined by Equation 3 (Aquino et 
al., 2018):

The F1-score combines recall and precision into a 
single metric, indicating the success of the binary 
classification, bunch and background in this 
instance. Equation 4 defines the F1-score, a value 
between ‘0’ and ‘1’, where ‘1’ indicates a perfect 
harmonic mean between recall and precision 
(Aquino et al., 2018):

3.3. Yield estimation

A custom yield estimation script that integrated the 
Caret package (Kuhn, 2008) for cross-validation, 
was compiled using R statistical software (v3.5.2, 
R Core Team, 2019, Vienna, Austria). Five-fold 
cross-validation, repeated ten times for robustness, 
was employed for developing the yield estimation 

Dataset Number of images Resolution

Harvest: Bunch-level 50 (single date) 5152 × 3864 pixels

Multitemporal: Bunch-level 50 (12 dates – inclusive of the harvest dataset) 5152 × 3864 pixels

TABLE 2. Summary of datasets utilised during segmentation.

Actual

Bunch Background

Predicted
Bunch TP FP

Background FN TN

TABLE 3. Confusion matrix for binary classification.

Adapted from Luque et al., 2019 (p. 218)
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model. This was completed for each individual 
data acquisition date. Cross-validation was 
executed and evaluated across three steps:

1.	 Bunch area (cm2) was linearly regressed 
against the respective volume measurement 
(cm3) in the first cross-validation model. 
The yield estimation model started with this 
step to include the multitemporal reference 
measurements (bunch volume). The model 
produced ‘fitted’ volume (cm3) values.

2.	 The ‘fitted’ volume (cm3) values were then 
linearly regressed against the actual mass (g) in 
a subsequent cross-validation model, yielding 
estimated mass (g) from the ‘fitted values’. 
This step was justified by the established 
relationship between bunch mass and volume 
presented in Hacking et al. (2019).

3.	 The estimated mass (g) was then linearly 
regressed against the actual mass (g), yielding 
an r2 value (coefficient of determination) that 
indicated the potential for yield estimation. 
Additionally, the RMSE was calculated from 
the linear regression, quantifying the yield 
estimation error in grams.

3.4. Inferred plant-level yield 

The plant-level yield was inferred from the 
estimated bunch-level yield, determined for the 
relevant date from the multitemporal datasets. 
Equation 5 was formulated from the traditional 
equation (Komm & Moyer, 2015) employed for 
yield estimation to serve this purpose:

where Vm represents the inferred vine-mass 
calculated from the sum of the individual bunch 
masses (Bm), divided by the number of bunches 
monitored (n) on the respective vine, thus yielding 
a mean bunch mass per vine. The mean bunch 

mass (g) was then multiplied by the vine’s bunch 
population (N, manually counted at harvest), 
yielding the inferred vine mass (g). The coefficient 
of determination (r2) was calculated using Vm and 
the actual vine mass (g) determined at harvest.

RESULTS

The results presented in this section are based 
on the linear relationship between mass (g) 
and volume (cm3) established by Hacking et al. 
(2019). This relationship sets the context for the 
results presented in this study.

1. Segmentation results

1.1. Harvest: Bunch-level

Table 4 presents the segmentation results for 
the two techniques evaluated at bunch-level. 
The KMC technique achieved a segmentation 
accuracy of 0.942 and F1-score of 0.948 (Figure 
5c), outperforming the CT technique, which 
achieved an accuracy of 0.939; and F1-score of 
0.943 (Figure 5b). The higher accuracy achieved 
using the KMC technique may be attributed to 
the KMC technique being unsupervised, and 
therefore more robust than the CT technique, 
which is dependent on user-selected thresholds. 
It is evident from Figure 5b that the thresholds 
manually selected during the CT technique were 
not completely inclusive of the entire bunch in 
certain situations, resulting in misclassification of 
bunch as background.

TABLE 4. Segmentation accuracy results for 
bunch detection (50 bunches) on 25 February 
2019.

Accuracy Precision Recall F1-Score

CT 0.939 0.976 0.933 0.943

KMC 0.942 0.954 0.959 0.948

FIGURE 5. Visual representation of segmentation results at bunch-level: raw image (a), CT (b),  
and KMC (c).
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An evaluation of the precision and recall results 
illustrate that the CT technique produced fewer 
FPs compared with the KMC technique. The CT 
technique achieved a higher precision of 0.976 
(Table 4). FPs indicate that the background has 
been incorrectly classified as bunch, illustrated 
by the area circled in red in Figure 6c. On the 
contrary, the KMC technique was more effective at 
correctly segmenting the bunch, yielding more TPs 
and fewer FNs compared with the CT technique; 
illustrated by the higher recall (KMC = 0.959;  
CT = 0.933). A reduced recall was visually evident 
by the increased presence of FNs in the segmented 
image (Figure 6c – red circle). Effectively, 

portions of the bunch were incorrectly classified 
as background, i.e. the black pixels within the 
bunch (Figure 6c – green circle). Segmentation 
errors may be attributed to inherent variability in 
the HSV within the image (Figure 6b). 

1.2. Multitemporal: Bunch-level

Upon evaluating the segmentation results, the 
decision was made to solely utilise the KMC 
technique for the multitemporal bunch-level 
analysis, applied to all subsequent results.  
Figure 7 presents the multitemporal 
segmentation results (accuracy and F1-score) 

FIGURE 6. Example of precision and recall errors; original RGB image (a), converted HSV image (b),  
and segmented image (c).

FIGURE 7. Segmentation results for KMC. Take note of the truncated y-axis for visualisation.  
See Table 1 for phenological information.
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for the 50 bunches. Both metrics indicate the 
segmentation performance, with indistinguishable 
values following the same pattern during the data 
acquisition timeframe (i.e. 12 weeks). The KMC 
technique achieved an average accuracy of 0.955 
and F1-score of 0.956 during the 12-week period. 
This was influenced by the reduced values during 
the middle of the acquisition period (27 December 
2018 to 24 January 2019), which aligned with 

veraison. During this period, the berries underwent 
a colour change from green to purple/black 
(Figure 8). This process restricted the KMC’s 
ability to accurately detect the entire bunch, often 
resulting in portions of the bunch being omitted 
from the final binary image (as evidenced in 
Figure 8d). The lowest segmentation results were 
for 17 January 2019 (phenological state: E-L 35 
(Dry & Coombe, 2004), where both accuracy 

FIGURE 8. Difference in berry colour and segmentation results pre-veraison (a-b), during veraison (c-d), 
and post-veraison (e-f). Refer to Table 1 for phenological stages.
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and F1-score were 0.859. The best results were 
obtained for 7 February 2019 (accuracy = 0.992 
and F1-score = 0.993) and 14 February 2019 
(accuracy = 0.991 and F1-score = 0.992).

Outside the veraison timeframe, three other dates 
experienced a reduction in both accuracy and F1-
score. On 20 December 2018 and 31 January 2019, 
a maximum accuracy and F1-score reduction of 
approximately 0.030 occurred. This had no visible 
effect on the yield estimation presented in Section 
2.1 (Bunch-level). The third date, 25 February 
2019, had an approximate accuracy and F1-
score  reduction of 0.050 from the previous date 
(14 February 2019). The reduction in segmentation 

accuracy and F1-score for these three dates was 
likely due to the classes (k = 3) implemented for 
the KMC segmentation technique. These results 
clearly indicate the influence of veraison when 
using proximal sensing techniques for bunch 
detection and subsequent yield estimation. 

2. Yield estimation: Multitemporal results

The three selected rows had a different phenological 
progression during the growing season, due to soil 
conditions and canopy practices implemented in 
previous years. The varying phenological stages 
became evident when evaluating the results for 
yield estimation, which were according to the field 

FIGURE 9. Bunch-level r2 values evaluating yield estimation from multitemporal RGB data. The global 
dataset (all rows) consisted of 50 bunches, with row one (14 bunches), two (20 bunches) and three (16 
bunches) presented as data subsets.

FIGURE 10. The same bunch imaged on 14 (a) and 25 (b) February 2019, illustrating the over-ripeness 
observed on 25 February.
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observations. The decision was therefore made 
to present the results as a consolidated, global 
dataset, as well as individual rows (i.e. three 
data subsets). The global datasets represented 50 
bunches (Section 2.1. Bunch-level) and 16 vines 
(Section 2.2 Plant-level).

2.1. Bunch-level

The multitemporal yield estimation results 
(estimated vs. actual mass yielding r2 values) 
obtained at bunch-level are presented in Figure 9. 
The graph shows a general trend with r2 values 
increasing at the start of the growing season, 
followed by a decrease in r2 values toward 
veraison. Post-veraison, r2 values increase, with 
best results approximately two weeks prior to 
harvest. Each individual row obtained the lowest r2 

value within a two-week window (3 January to 17 
January 2019), supporting the in-situ observations 
regarding the varying phenological stages between 
the rows. The global bunch r2 reached its lowest 
value (0.349) on 10 January 2019, and its highest 
value (0.790) on 14 February 2019.

On 25 February 2019, two days prior to harvest, 
a reduced r2 value was obtained. This decline 
r2 value may be explained by the overripe 
bunches observed at harvest (Figure 10). The 
extracted area on 14 February (Figure 10a) was  
112.453 cm2, which reduced to 88.893 cm2 on 25 
February (Figure 10b) for the same bunch. This 
area reduction correlates with the reference volume 
measurements recorded on 14 February (244.350 
veraison cm3) and 25 February (111.821 cm3).

FIGURE 11. Relationship between the estimated and actual yield on 14 February 2019 for the global 
dataset (50 bunches) (a), row one (14 bunches) (b), row two (20 bunches) (c), and row three (16 bunches) (d).
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The best yield estimation for the global dataset 
(50 veraison bunches) was observed on  
14 February 2019, with an r2 value of 0.790 and 
an RMSE of 26.918 g (see Figure 11a for more 
details). The highest r2 results for both row two 
(r2 = 0.697; Figure 11c) and row three (r2 = 0.913; 
Figure 11d) were obtained on the same day, 
with RMSE values of 30.710 g and 17.833 g, 

respectively. Although the highest r2 value (0.932) 
for row one was achieved on 7 February 2019, the 
r2 value (0.914) achieved on 14 February 2019 
(Figure 11b) was still the highest of the three rows. 
The data points circled in Figure 11c represent 
over-estimated bunch yields, likely caused by 
overripe bunches. 

FIGURE 12. Vine-inferred mass for plant-level yield estimation across five dates (a). Vine-inferred r2 
values for the 12 dates, with four scenarios: i) ‘All’; ii) ‘Harvest’; iii) ‘Monitoring’; and iv) ‘Potential’  
(b). ’All’ indicates the global dataset with 16 vines. ‘Harvest’ represents 13 vines where vines 1, 10, and 13 
have been excluded from the analysis due to problems encountered at harvest. The ‘Monitoring’ scenario 
presents 13 vines with vines 3, 7, and 8 removed from the analysis owing to problems during the monitoring 
stage. ‘Potential’ presents the best-case scenario where six vines (3× ‘Harvest’ and 3× ‘Monitoring’) have 
been omitted, resulting in 10 vines. Refer to Table 1 for phenological stages.
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2.2. Plant-level

Figure 12 presents the vine-inferred results 
obtained from the multitemporal data. It was 
evident from Figure 12a, which presents the 
estimated mass (g) per vine, that the presented 
technique performed better for certain plants. 
An in-depth analysis was done to investigate 
the problems behind the lower performing vines 
with two main issues detected. The first issue 
(Figure 12b; ‘Scenario – Harvest’), caused by 
over-ripeness and bird-damage, was apparent in 
vines 1, 10, and 13 (Figure 12a). A clear effect of 
this issue was illustrated by Figure 13 (vine 10), 
where damage to the canopy (Figure 13a) resulted 
in excessive bunch exposure, leading to overripe 
bunches with bird damage (Figure 13b). In this 
case, the actual yield measured at harvest was lower 
than the expected yield due to the physical damage 
of the bunches, thereby negatively influencing the 
results. The second issue (Figure 12b; ‘Scenario 
– Monitoring’) detected was related to the 
selection of the target bunches. When the target 
bunches were judged to be a poor representative 
sample of the vine, i.e. the target bunches were 
significantly smaller than the average size of the 
remaining bunch population, then the vine’s mass 
was underestimated as experienced in the vines 3, 
7, and 8 (Figure 12a). These two problems yielded 
a decrease in the general performance of the vine-
inferred methodology during the multitemporal 
analysis (Figure 12b). 

Figure 12b presents the coefficient of determination 
(r2) for the vine-inferred yield estimation across 
the 12 weeks. The global dataset (all 16 vines) 

obtained a maximum r2 value of 0.612 on  
14 February 2019. To quantify the effect of the 
above-mentioned issues, the global dataset was 
analysed under three scenarios: i) ‘Harvest’; ii) 
‘Monitoring’; and iii) ‘Potential’. By omitting three 
vines for the ‘Harvest’ and ‘Monitoring’ scenarios, 
the highest respective r2 values were achieved on 
13 December 2018 (r2 = 0.799) and 14 February 
2019 (r2 = 0.724). The third scenario (‘Potential’) 
considers the ten ideal vines by omitting  
six vines (3× ‘Harvest’ and 3× ‘monitoring’) in 
total. The ‘Potential’ scenario achieved a maximum 
r2 = 0.844 on 25 February 2019. A general trough 
(Figure 12b) was noticed across the multitemporal 
results which was influenced by the change in 
colour of the fruit during veraison. During this 
period, the model tends to underestimate the 
expected yield per vine. These results show that 
similar yield estimation values can be obtained 
during the early period, from fruit-set until pre-
veraison, as are obtained post-veraison (late in the 
season).

DISCUSSION

Researchers have successfully utilised 2-D 
proximal sensing and related computer vision 
techniques for yield estimation before veraison 
(Aquino et al., 2018; Liu et al., 2017), at harvest 
(both pre- and post-harvest) (Diago et al., 2015; 
Millan et al., 2018), or both (Nuske et al., 2014). 
The present study successfully implemented 
unsupervised KMC for image segmentation, 
replacing the CT technique presented by Hacking 
et al. (2019). Additionally, this study set out to 
determine the optimal phenological stage for 

FIGURE 13. Example of canopy damage (a), and subsequent bunch damage (b) from the same vine.
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yield estimation in a vineyard. To this end, a 
multitemporal RGB data was acquired over a  
12-week period (8 December 2018 to 25 February 
2019), concluding with the harvest on 27 February 
2019. 

1. Image segmentation

The segmentation results presented in Section 1. 
(Segmentation results) provided insight regarding 
the success of the two techniques evaluated in 
this study. An evaluation of the bunch-level 
segmentation results in Table 4 indicated that 
the KMC technique (accuracy = 0.942 and  
F1-score = 0.948) outperformed the CT technique 
(accuracy = 0.939 and F1-score = 0.943). 
Comparing these results with the in situ bunch-
level segmentation results (accuracy = 0.781 
and F1-score = 0.842) of Hacking et al. (2019), 
illustrates that both the CT technique and the 
KMC technique presented in this study performed 
better. The improved segmentation results may 
be attributed to the white background that was 
used during image acquisition, to improve image 
contrast.

Our results compare favourably with several 
studies conducted prior to harvest. For example, 
Font et al. (2015) evaluated various segmentation 
techniques for bunch detection of ‘Flame Seedless’ 
table-grapes preceding harvest, where CT in the 
H layer from the HSV colour space achieved the 
least error (0.136) prior to morphological filtering, 
which further reduced the error by 0.036. Luo et al. 
(2016) investigated the automatic bunch detection 
of ‘Summer Black’ grapes utilising multiple 
colour components and the AdaBoost framework 
for classification. The authors achieved a bunch 
classification accuracy of 96.56 % at bunch-level 
under various greenhouse and outdoor conditions.

While the KMC and CT techniques yielded 
similar results as represented in Table 4, it was 
the unsupervised clustering of the KMC technique 
which ultimately outperformed the manual CT 
technique which is dependent on user-selected 
thresholds. Generally, unsupervised classification 
tends to struggle in ‘busy images’ such as a 
vineyard with varying structural properties 
(Diago et al., 2012), but the inclusion of the white 
background enabled this limitation to be overcome. 
This combination of the background and KMC 
technique is simple and practical for bunch-level 
data acquisition, with adequate performance 
for bunch segmentation as demonstrated by 
the results. Therefore, the KMC technique was 
employed for the subsequent multitemporal image 

segmentation. The novelty of this research (i.e. 
multitemporal analysis) highlighted the effect 
of veraison on bunch detection when employing 
pixel-based segmentation techniques that rely on 
the image’s colour properties (Liu et al., 2013). 
The segmentation results (accuracy = 0.977) 
achieved in this study prior to veraison aligned 
with the results of Aquino et al. (2018), whereas 
the segmentation results (accuracy = 0.942) 
obtained before harvest were an improvement on 
the results presented by Millan et al. (2018).

2. Yield estimation: Bunch-level

This study employed a 2-D methodology for yield 
estimation at bunch-level, with multitemporal 
analysis spanning 12 weeks, from before veraison 
up to harvest. The best yield estimation result  
(r2 = 0.790 and RMSE = 26.918 g) for the global 
dataset (50 bunches) was obtained approximately 
two weeks prior to harvest, on 14 February 2019.

The lowest yield estimation r2 (0.349 – Figure 
9) occurred on 10 January 2019, coinciding with 
veraison. Maximum colour variation was therefore 
present in the bunches. Evidently, veraison 
negatively influenced the 2-D methodology used 
for yield estimation, as the colour properties are 
used for image segmentation. Although the lowest 
segmentation results (17 January 2019; Figure 7) 
were not obtained on the same day, they coincided 
with the same noticeable trough, attributed to 
veraison. The effect of veraison reduced the 
area detected per bunch, ultimately reducing the 
estimated yield during this phenological window. 
The presented methodology, which is reliant on 
pixel-level segmentation for bunch detection, 
was therefore deemed ineffective during this 
phenological window, spanning roughly four 
weeks from 27 December 2018 to 24 January 
2019. Future research should investigate this 
period of phenological growth to determine its 
suitability for yield estimation. 

The highest yield estimation result (r2 = 0.790; 
14 February 2019) achieved at bunch-level was 
a slight improvement on the respective result  
(r2 = 0.742) of Hacking et al. (2019). The current 
study implemented several improvements, 
resulting in a high r2 value. These improvements 
included the use of a white background for image 
contrast during data acquisition, an improved 
calibration technique (using the black calibration 
squares), and the use of the KMC technique for 
segmentation, although KMC yielded comparable 
segmentation results (Section 1. Segmentation 
results). Diago et al. (2015) conducted a similar 
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bunch-level study under laboratory conditions 
post-harvest. The authors estimated the number of 
berries, employed as a yield metric, for estimating 
the final yield. The authors achieved a global 
(various varietals tested) r2 of 0.840, slightly 
higher than the r2 (0.790) obtained in this study. 
Similarly, Liu et al. (2013) conducted bunch-level 
yield estimation under laboratory conditions. The 
authors assessed various pixel-level metrics for 
yield estimation, achieving an r2 value of 0.770 
using a pixel count metric; the basis for the pixel 
area (cm2) metric employed in this study. When 
comparing the results of this study to those of Liu 
et al. (2013) and Diago et al. (2015), it is important 
to note that this study was conducted in situ and 
employed an unsupervised KMC technique for 
image segmentation. 

The global yield estimation results (Figure 9) 
show that the best r2 (0.604) prior to veraison 
occurred at the onset of ripeness, on 27 December 
2018. An alternative approach to yield estimation 
prior to veraison was conducted by Millan  
et al. (2016). The authors estimated the number 
of flowers per inflorescence, using this estimate 
as a proxy for yield estimation, and achieved an 
r2 of 0.490. However, the r2 value increased when 
the authors included historical data, such as fruit 
set rate (r2 = 0.790) and average berry weight 
(r2 = 0.910), surpassing the r2 values obtained in 
this study. Evidently, historical data can improve 
yield estimation results. Aquino et al. (2018) 
investigated berry detection techniques for yield 
estimation during the bunch development phase, 
i.e. the final stage before the ripening process 
begins. The authors included historical berry 
weights during the yield estimation process, 
yielding an r2 value of 0.782. Although this result 
outperformed the global result of this study  
(r2 = 0.604), the results of this study per individual 
row; row one (r2 = 0.732) and row three  
(r2 = 0.852) performed on par, if not better. 

The general performance for row two was lower 
than rows one and three. This lowered performance 
is not necessarily due to the presented methodology, 
but more likely due to the reference measurements 
captured at harvest. Overripe bunches, some with 
bird damage, negatively influenced the reference 
measurements, as noted in Section 2.2. (Plant-
level). The variation in the results of this study 
may be attributed to the different phenological 
stages (evidenced in Figure 9) of the rows. 
Similarly, Aquino et al. (2018) discussed the 
variation present in grape compactness during the 
early stages, and how this negatively influenced 

their results. This is an important aspect for future 
consideration. Nevertheless, the 2-D methodology 
implemented in this study represents a strong 
alternative for estimating a vineyard’s yield from 
data captured prior to veraison.

3. Yield estimation: Plant-level

Section 2.2. (Plant-level) presented the plant-
level results with four different scenarios as seen 
in Figure 12b: ‘All’, ‘Harvest’, ‘Monitoring’, and 
‘Potential’. While the ‘All’ scenario represented 
the entire global dataset, the maximum achieved 
r2 was only 0.612. Through the removal 
of problematic vines (under ‘Harvest’ and 
‘Monitoring’ scenarios), the ‘Potential’ scenario 
was able to achieve a higher r2 = 0.844. The 
improved results outperformed the various 
traditional yield estimation models presented 
by De la Fuente et al. (2015) which achieved a 
maximum r2 = 0.749. Although both methodologies 
employ similar inference techniques, our data 
acquisition process was non-destructive, thereby 
resolving a fundamental limitation of traditional 
methodologies – i.e. destructive sampling. 

Comparing these results to the work of Nuske  
et al. (2014) who achieved r2 values between  
0.600 – 0.730, one can see that the ‘All’ scenario 
yielded similar results, while the ‘Potential’ 
scenario yielded significantly higher results. 
While Nuske et al. (2014) obtained data both 
prior to veraison and prior to harvest, their overall 
methodology was fundamentally different. The 
authors utilised a berry count algorithm for 
yield estimation and captured data on-the-go 
at night using artificial illumination. Although 
berry count has been successfully implemented 
by various authors (Aquino et al., 2018; Diago 
et al., 2015; Nuske et al., 2014), the logistical 
requirements for data acquisition at night can be 
complex. Interestingly, Zabawa et al., (2020) have 
presented a modern methodology which utilises a 
grape harvester refitted with sensors for counting 
grapevine berries, overcoming certain lighting 
limitations of previous studies (Font et al., 2015; 
Nuske et al., 2011). However, the modifications 
applied to the harvester should be considered an 
expensive alternative which will not always be 
practical, especially in developing countries. 

When evaluating the results on a multitemporal 
scale, the reduced r2 values during veraison was 
evident, and aligned with the multitemporal results 
presented in Section 2.1. (Bunch-level). This 
provides clear evidence for the effect veraison 
has on proximal sensors combined with computer 
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vision for yield estimation. With that said, the 
results obtained for the ‘Potential’ scenario were 
of similar value both prior to veraison and prior to 
harvest. In practical terms, this is a very positive 
result demonstrating the potential for early yield 
estimation. Future research should investigate 
possible operational capabilities of this non-
destructive sampling technique for inferring vine 
yield. 

4. Operational potential and future research 

The multitemporal nature of this research 
has provided insight to determining suitable 
phenological time frames for yield estimation 
– with promising results. The best results 
were obtained immediately prior to harvest  
(E-L stages 37-38), although similarly promising 
results (Figure 12b) were obtained between the 
completion of berry formation, i.e. E-L stages  
33-34, and the onset of veraison, i.e. E-L stage 35. 
These results illustrate the potential for early yield 
estimation. From an operational perspective, being 
able to estimate the final yield six to eight weeks 
prior to harvest would be beneficial for managing 
the logistical aspects involved at harvest.

This research did not focus specifically on 
commercial implementation. However, there are 
several points worth noting in this regard. The yield 
estimation potential at plant-level via inference is 
of significant value as this methodology is simple 
to implement, requiring limited resources and 
expertise. The semi-automated image processing 
is straightforward, and the costs involved in 
data acquisition (Figure 3a) are comparatively 
low compared with more automated methods. 
Additionally, the simple use of an umbrella 
alleviates illumination variance that is associated 
with daytime data acquisition. While this follows 
inference techniques similar to traditional 
methods (De la Fuente et al., 2015), a key aspect 
beneficial to the operational implementation was 
the conservative sampling and acquisition process 
which enabled the sampled bunches to remain on 
the vines for harvest, i.e. there was no destructive 
sampling. 

Although the presented 2-D methodology for 
yield estimation demonstrated operational 
potential, several limitations were noted during 
the evaluation of the research. Regarding image 
processing, manual intervention is still required 
for ROI and cluster selection. The methodology 
incorporating unsupervised KMC segmentation is 
thus semi-supervised. Further research is required 
to develop a fully automated image processing 

chain. Suitable alternatives worth investigating 
include deep learning (Badrinarayanan et al., 
2017; Razavian et al., 2014) and object-based 
image analysis (Blaschke et al., 2014). Both these 
techniques have strengths and limitations that are 
potentially capable of outperforming traditional 
image segmentation techniques in complex 
environments like vineyards. Additionally, 
logistical limitations restricted the sample sizes 
due to time constraints. These reduced sample 
sizes are statistically small for linear regression 
and the reader needs to be cognitive of this fact. 
Future research should have a more statistically 
sound sample size to substantiate the findings of 
this research.

Intra-vine bunch sampling yielded various bunch 
sizes as highlighted by the ‘Monitoring’ scenario 
in Section 2.2. (Plant-level) Ensuring phenological 
uniformity within bunches at the time of sampling 
is recommended for future research, as well as the 
definition of a protocol to select representative 
bunches. Damage sustained to bunches prior to 
harvest reduced the final reference mass recorded, 
likely influencing the results. Bunch damage 
is inherent in commercial farming, therefore 
this aspect must be considered as a factor in the 
estimation methods.

Refining these limitations may lead to the practical 
use of the presented techniques, especially the 
vine-inferred technique for yield estimation. 
Future research should investigate the scalability 
of the presented methodology by incorporating 
a more automated, on-the-go approach to data 
acquisition (Aquino et al., 2018; Millan et al., 
2018). It is our recommendation to further 
commercial yield estimation research during the 
final stages of bunch formation, prior to veraison 
(E-L stage 35).

CONCLUSIONS

This study set out to determine the optimal 
phenological stage for yield estimation using 2-D 
proximal sensing and related computer vision 
techniques at both bunch- and plant-level. Two 
segmentation techniques were compared at bunch-
level prior to harvest, namely KMC and CT. 
Based on the results of this study, the following 
conclusions are drawn:

1.	 Both segmentation techniques performed 
well. However, the unsupervised KMC 
technique removed the human limitation of 
having to select appropriate colour thresholds, 
as required by CT.
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2.	 The best yield estimates were obtained during 
the final stages of berry ripening (during 
sugar development), in the final weeks prior 
to harvest (phenological E-L stages 36-38). 
An alternative window is at the end of berry 
formation (E-L stage 33/34), immediately 
prior to the first signs of veraison (E-L stage 
35).

3.	 For the duration of veraison, the bunches’ 
colour development significantly reduced 
yield estimates. Future colour-based research 
should avoid this phenological window. 
Yield estimation should be conducted prior to 
veraison or prior to harvest, depending on the 
intended use of the yield estimation data.
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