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ABSTRACT 

The main purpose of the base metal refinery (BMR) as operated by Lonmin at their Western 

Platinum Ltd BMR, is to remove base metals ð such as copper and nickel ð from a platinum 

group metal (PGM) containing matte. The leaching processes in which this is done pose several 

challenges to the control of the process. The most significant of these is the slow dynamics of 

the process, due to large process units, as well as the continuously changing composition of the 

first stage leach residue, which is not measured on-line. This is aggravated by the fact that the 

exact leaching kinetics (and therefore the effect of the disturbances) are not understood well 

fundamentally. The slow process dynamics mean that controllers cannot be tuned aggressively, 

resulting in slow control action. The large residence times and off-line composition analyses of 

major controlled variables also mean that the effects of operator set point changes are visible 

only the following day, often by a different shift of operators.  

Dorfling (2012) recently developed a fundamental dynamic model of the pressure leach process 

at Lonminõs BMR. This dynamic model incorporates 21 chemical reactions, as well as mass and 

energy balances, into a system of 217 differential equations. The model provides a simulation 

framework within which improved control strategies can be investigated. 

The primary aims of this study are twofold. The first is to validate the model for the purpose of 

the investigation and development of control structure improvements. This is done by 

comparing the model to plant data, and adapting it if necessary. The second aim to reconsider 

the current control philosophy to the extent that is allowed by the modelõs determined validity.  

The current plant control philosophy aims to maintain a PGM grade of 65%, while the copper in 

the solids products of the second and third leaching stages should be below 25% and 3.5% by 

mass, respectively. Two areas of particular concern in this process that have been raised by 

Lonmin are the control of the temperature of the first compartment and the addition of pure 

sulphuric acid to control the acid concentration in the second stage leach.  

Dynamic plant data were used to calibrate the model, which was migrated from its received 

MATLAB platform to Simulink, to assist with control development. Flow rates were imported 

from the data, with some data values adapted for this purpose, due to mass balance 

inconsistencies. The outputs from the calibrated model were compared with corresponding data 

values. The model was found to be suitable for the investigation and development of the control 

structures of pressure, temperatures and inventories (termed basic regulatory control) and the 

acid concentration and solids fraction in the preparation tanks (termed compositional regulatory 

control). It was, however, found to be inadequate for the investigation and development of 

supervisory control, since it does not provide accurate compositional results. The leaching of 
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copper is especially under-predicted, with the predicted copper concentration in the second stage 

product being approximately 46% lower than data values. 

The basic and compositional regulatory control structures were investigated. For each of these a 

base case was developed which aimed to represent the relevant current control structure, 

assuming optimal tuning. The variable pairings for the basic regulatory control were reconsidered 

using a method proposed by Luyben and Luyben (1997), since this part of the process does not 

permit the generation of a relative gain array (RGA) for variable pairing. The resulting pairing 

corresponds with Lonminõs current practice. Considering the temperature control of 

compartment 1, it was found that the addition of feed-forward control to the feedback control 

of the level of the flash tank improves the temperature control. More specifically, during an 

evaluation where the temperatureõs set point is varied up to 1%, the IAE of the temperature of 

compartment 1 was decreased with 7.5% from the base case, without disturbing the flash tank. 

The addition of feed-forward control allows for more rapid control and more aggressive tuning 

of this temperature, removing the current limit on ratio between the flash recycle stream and the 

autoclave feed.   

The compositional control was investigated for the second stage leach only, due to insufficient 

flow rate and compositional information around the third stage preparation tank. Variable 

pairing showed that three additive streams are available for the preparation tanks of the second 

and third stage leach to control the acid concentration and solids fraction in those tanks. 

Focussing on the second stage, the aim was to determine whether the acid concentration in the 

flash tank can be successfully controlled without the addition of pure acid to the tank. With four 

streams available around the second stage preparation tank to control its mass/level, the acid 

concentration and solids fraction, three manipulated variables were derived from these streams. 

The resulting pairings were affirmed by an RGA. Control loops for the control of acid 

concentration and solids fraction in the flash tank were added as cascade controllers, using the 

preparation tankõs control as secondary loops. The added compositional control was evaluated in 

two tests. The first of these entailed the adding of typical disturbances, being the flash recycle 

rate, the solids and water in the feed to the second stage preparation tank and the acid 

concentration in copper spent electrolyte. In the second test the control system was tested for 

tracking an acid concentration set point. It was found that the cascade structure controls the acid 

concentration in the flash tank less tightly than the base case (with an IAE that is 124% and 

80.6% higher for the two tests), but that it decreases the variation of solids fraction (lowering the 

IAE with 40.8% with the first test) in the same tank and of the temperature in the first 

compartment (lowering the IAE with 73.6% in the second test). It is recommended that the 

relative effects of these three variables on leaching behaviour should be investigated with an 

improved model that is proven to accurately predict leaching reactions in the autoclave. 
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OPSOMMING  

The hoofdoel van die basismetaal-raffinadery (BMR), soos dit bestuur word deur Lonmin by 

hulle Western Platinum Ltd BMR, is om basismetale ð soos koper en nikkel ð te verwyder uit õn 

mat wat platinum groep metale (PGM) bevat. Die logingsprosesse waarin dit gedoen word hou 

talle uitdagings in vir die beheer van die proses. Die mees beduidende hiervan is die proses se 

stadige dinamika, wat veroorsaak word deur groot proseseenhede, sowel as die deurlopend 

veranderende samestelling van die eerste stadium residue (wat nie aanlyn gemeet word nie). Dit 

word vererger deur die feit dat die presiese logingskinetika (en daarom ook die effek van 

versteurings) nie fundamenteel goed verstaan word nie. Die stadige dinamika beteken dat die 

beheerders die aggressief verstel kan word nie, en dit lei tot stadige beheeraksies. Die groot 

verblyftye en aflyn samestellingsanalises van die belangrikste beheerde veranderlikes beteken dat 

die gevolge van õn operateur se stelpunt veranderinge slegs die volgende dag sigbaar is ð dikwels 

in die skof van õn ander operateur.  

Dorfling (2012) het onlangs ôn fundamentele, dinamiese model van die drukloog proses by 

Lonmin se BMR ontwikkel. Hierdie dinamiese model inkorporeer 21 chemiese reaksies, sowel as 

massa- en energiebalanse, in õn stelsel van 217 differensiaalvergelykings. Die model bied õn 

simulasie-raamwerk waarbinne verbeterde beheerstrategieë ondersoek kan word. 

Die hoofdoel van hierdie studie is tweeledig. Die eerste hiervan is om die model te valideer vir 

die ondersoek en ontwikkelling van beheerstruktuur verbeteringe. Dit is gedoen deur die model 

met aanlegdata te vergelyk en dit aan te pas, indien nodig. Die tweede doel is om die huidige 

beheerfilosofie te heroorweeg tot op õn punt wat toegelaat word deur die bepaalde geldigheid van 

die model. 

Die huidige beheerfilosofie van die aanleg mik om õn gehalte van 65% te handhaaf, terwyl die 

koper in die vastestof produk van die tweede en derde logingsstadia onderskeidelik onder 25% 

en 3.5% op õn massa basis moet wees. Twee probleem-areas, soos ge-opper deur Lonmin, is die 

beheer van die temperatuur in die eerste kompartement en die byvoeging van suiwer swaelsuur 

om die suurkonsentrasie van die tweede stadium te beheer. 

Dinamiese aanlegdata is gebruik om die model te kalibreer. Hierdie model is van die 

oorspronklike MATLAB platform na Simulink gemigreer, ten einde beheerontwikkelling te 

vergemaklik. Vloeitempoõs is van die data af ingevoer na die model toe, met sekere data waardes 

wat aangepas is vanweë massabalans inkonsekwenthede. Die uitsette van die gekalibreerde model 

is met die ooreenstemmende data waardes vergelyk. Daar is bevind dat die model geskik is vir die 

ondersoek en ontwikkelling van die beheer van druk, temperature en tenks (basiese 

reguleringsbeheer), sowel as die beheer van suurkonsentrasies en vastestoffraksies in die 

bereidingstenks (reguleringsbeheer van die samestelling). Daar is egter bevind dat die model nie 
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geskik is vir die ondersoek en ontwikkelling van toesigbeheer nie, aangesien dit nie akkurate 

samestellingsresultate genereer nie. Die voorspelde loging van koper is veral te laag, met die 

model wat koperkonsentrasies vir die tweede stadium voorspel wat ongeveer 46% laer is as 

ooreenstemmende data waardes.  

Die basiese en samestelling reguleringsbeheer strukture is ondersoek. Vir elkeen is õn basisgeval 

ontwikkel wat poog om die huidige beheerstruktuur te verteenwoordig, met optimale verstellings 

aanvaar. Die paring van veranderlikes vir die basiese reguleringsbeheer is heroorweeg met deur 

middel van õn metode wat deur Luyben en Luyben (1997) voorgestel is, aangesien hierdie deel 

van die proses nie die opstel van õn relatiewe winsmatriks (RWM) vir die paring toelaat nie. Die 

uiteindelike paring stem ooreen met Lonmin se huidige praktyk. Met die heroorweging van die 

temperatuurbeheer van kompartement 1 is daar bevind that die byvoeging van vooruitvoer 

beheer by die terugvoerbeheer van die flitstenk die temperatuurbeheer verbeter. Meer spesifiek 

het die IAE van hierdie temperatuur met 7.5% verlaag van die basisgeval af nadat die 

temperatuur se stelpunt tot met 1% gevariëer is ð sonder om die flitstenk te versteur. Die 

byvoeging van vooruitvoer beheer laat vinniger beheer en meer aggressiewe verstellings van die 

temperatuur toe, aangesien die huidige beperking op die verhouding tussen die flitsstroom en die 

outoklaaf voer verwyder word. 

Die samestellingsbeheer is slegs ondersoek in die geval van die tweede loogstadium as gevolg van 

onvoldoende vloeitempo- en samestellingsinligting om die bereidingstenk van die derde stadium. 

Die paring van veranderlikes het gewys dat drie voerstrome onderskeidelik beskikbaar is vir 

beide die bereidingstenks van die tweede en derde stadia, om die suurkonsenstrasies en 

vastestoffraksies in hierdie tenks te beheer. Met die fokus op die tweede stadium was die doel om 

te bepaal of die suurkonsentrasie in die flitstenk suksesvol beheer kan word sonder dat suiwer 

suur by hierdie tenk gevoeg word. Met vier strome beskikbaar rondom die bereidingstenk van 

die tweede stadium om die massa/vlak, die suurkonsentrasie en die vastestoffraksie te beheer, is 

drie manipuleerde veranderlikes vanuit hierdie strome afgelei. Die uiteindelike paring is bevestig 

deur õn RWM. Beheerlusse is ingevoeg vir die beheer van die suurkonsentrasie en 

vastestoffraksie in die flitstenk, met die bereidingstenk se beheer wat dien as sekondêre lusse in 

kaskadebeheer. Die kaskadebeheer is geëvalueer in twee toetse. Die eerste hiervan behels die 

invoer van tipiese versteurings, soos die vloeitempo van die flitsstroom, die vastestof en water in 

die voer na die tweede stadium se bereidingstenk en die suurkonsentrasie in die gebruikte 

elektroliet. In die tweede toets is die vermoë van die beheerstelsel om õn suurkonsentrasie 

stelpunt te volg getoets. Daar is bevind dat die kaskadestruktuur die suurkonsentrasie minder 

nougeset beheer as die basisgeval (met õn IAE wat 124% en 80.6% hoër is vir die twee toetse), 

maar dat dit die variasie in die vastestoffraksie in dieselfde tenk (40.8% vermindering van die 

IAE in die eerste toets) en in die temperatuur van die eerste kompartement (73.6% vermindering 

van die IAE in die tweede toets) beduidend verminder. Daar word aanbeveel dat die relatiewe 
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effekte van hierdie drie veranderlikes op logingsoptrede ondersoek moet word, met die gebruik 

van õn model wat logingsreaksies in die outoklaaf akkuraat voorspel. 

Sleutelwoorde: Simulasie, Drukloog, Outoklaaf, Beheerstruktuur. 
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NOMENCLATURE  

Symbol Name More information 

A Area The area is typically given in m
2
 

╒▬ Heat capacity Energy required to increase the temperature of  a material with 1
o
C 

╬◊◐ Covariance coefficient Indication of a time delay between variables 

Gc Controller TF Transfer function of a controller in the Laplace domain 

Gd Disturbance TF Transfer function of a disturbance in the Laplace domain 

Gff Feed-forward TF Transfer function of a feed-forward controller in the Laplace domain  

Gfbs/Gs Feedback sensor TF Transfer function of a feedback controller sensor in the Laplace 

domain 

Gp Process TF Transfer function of the process in the Laplace domain 

Gv Valve TF Transfer function of a valve in the Laplace domain 

Kc Controller gain Tuning parameter for the proportional function of a PID controller  

Kij Steady-state gains The gain values in the gain matrix  

Kp Process gain Steady-state change component of the process TF 

L Length The length is typically given in meters 

□  Mass flow rate The mass flow rate of a stream, typically in kg/h 

P Pressure The pressure is typically given in bar absolute 

╠ Heat transfer rate Rate of heat addition or removal, typically in kJ/h  

R Gas constant Used in the ideal gas law: 8.314 J/mol.K 

Td/T D Differential time  Tuning parameter for the differential function of a PID controller  

TI Integral time  Tuning parameter for the integral function of a PID controller 

Tt Anti-reset windup time Tuning parameter for the anti -reset windup in PI controllers 

T Temperature The temperature is typically given in 
o
C 

V Volume The volume is typically given in m
3
 

╥  Volumetric flow rate  The volumetric flow rate of a stream, typically L/h 

z Compressibility factor Factor used in the ideal gas law to account for non-ideal behaviour 

ʃ Dead time Time delay due to flow in pipes 

ʊ Damping coefficient  A parameter set for the tuning of mass or level controllers  

ʇ Relative gain Ratio between open and closed loop behaviour 

ʈ Mean The average value of a data set 

ⱬ Density The density is usually given in kg/L 

ʎ Standard deviation Statistic variable with the same units as the parameter in question 

ʐ Time constant The time constant is a time parameter, given in hours for example 
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1.1 BACKGROUND AND PROCESS DESCRIPTION  

Platinum group metals (PGMs) are a group of precious metals that include platinum, palladium, 

rhodium, osmium, iridium and ruthenium. PGMs are in high demand, due to their valuable chemical 

and thermal characteristics ð giving them a premium market value. Uses range from being raw 

materials in the manufacturing industry and catalysts in a wide variety of chemical processes to smaller 

products and tools. Platinum and palladium are also used in jewellery applications, giving them an elite 

status (Platinum Group Metals, 2009). In this flourishing market, increased re-use and recycling of 

PGMs is putting pressure on the PGM refining industry. This is aggravated by the cost of deep 

mining and the complex mineralogy of PGMs - demanding continuous improvement in the efficiency 

of the extraction and refining processes. This translates to an on-going demand for better control in 

the field. 

PGM Refining Process 

The typical PGM refining process can be divided into a number of principal stages. These stages are 

shown in Figure 1, with the typical intermediate products: 

 
Figure 1: Schematic representation of the PGM refining process sequence (drawn from information by 

Crundwell et al, 2011) 

Figure 1 shows that mined ore enters a process of size reduction and classification, where-after it 

undergoes flotation (where the more valuable metals are recovered). The resulting concentrate is 
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smelted and converted to Ni-Cu matte, which is fed to the first stage leach. The solids phase of the 

third stage leach (with 50-70% PGMs) goes to the PGM refining area, where it is purified to 

specification. 

1.1.2 The Base Metal Refinery 

A base metal refinery (BMR) is an important component in the PGM refining industry. Its main 

purpose is to remove base metals (copper, nickel and iron), as well as selenium, from PGM-containing 

matte. Below is the typical composition of the matte entering the first stage leach (Steenekamp & 

Mrubata, Control and Specifications of the BMR, 2013): 

Table 1: Element-wise composition of molten converter matte at Western Platinum BMR 

 

Designs of BMRs vary globally ð mainly due to differences in the composition of the available ore. 

The following is a representation of the layout of a typical South African BMR. Note that the diagram 

is based on the design of Lonminõs Western Platinum BMR. 

 
Figure 2: Schematic representation of the stages at a base metal refinery (drawn from information by Crundwell 

et al, 2011) 

It can be seen that leaching makes up a large part of the BMR. The first stage leach is typically an 

atmospheric pressure leach, with the second and third leaching stages taking place at a high pressure 

inside an autoclave. The reason for the separate stages is to improve the separation efficiency. Each 

Element Composition (mass %)

Nickel 48

Copper 28

Sulphur 20

Iron 1

Cobalt 0.5

PGMôs 0.5 - 0.6
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leach stage takes the solids from the previous stage, since the aim is to purify the PGM-containing 

solids as much as possible.  

1.1.3 Atmospheric and Pressure Leach 

While the objectives of each leaching stage are currently rather well understood, the leaching 

processes are complex in the sense that they involve a large number of reactions. This is partly due to 

the complex mineralogy of the matte. Moreover, each of these elements/compounds can typically 

react with the added reagents in a number of ways ð adding to the complexity of the process (see 

Appendix D).  

The first stage leach is an atmospheric pressure, oxygen leach that takes place in 5 stirred tanks in 

series. The main objective of this step is to remove most of the nickel (as well as iron and cobalt) 

from the matte, in order for it to be sent to the nickel crystallisers, and to remove copper from 

solution by means of cementation reactions (Olivier, 2012). The latter is done in order for the copper 

to be leached out in the second and third leaching stages. A thickener is used to separate the effluent 

slurry into a solid and liquid phase. The solid underflow is sent to the second leaching stage, with a 

certain fraction recycled to the first stage. The reactions identified for the second and third leaching 

stages are given in Appendix D. 

The two pressure leach stages take place in one autoclave, with a dividing wall between the stages. 

The autoclave is fed with slurry that is made up of wet matte (50 wt% water), to which copper spent 

electrolyte and formic filtrate (or water) is added to specification. The overarching aim of the control 

on the plant (especially the reactions taking place in both stages) is to maximise the leaching of 

copper, while limiting the loss of PGMs to the liquid phase.  

Note that a more detailed process description is given in section 2.2.  
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1.2 PROJECT DESCRIPTION  

1.2.1 Background 

Due to the variability of the composition of the entering matte and other process streams, and the 

low levels of PGMs in it, the control of the leaching circuit is a very challenging task. This problem is 

aggravated by the fact that ð until recently ð the complex leaching reactions taking place at the BMR 

(and the reaction kinetics) were not fundamentally understood very well. The personnel at Lonminõs 

BMR have determined that the leaching circuit often operates outside its desired bounds. Much of the 

plant is currently controlled using an iterative approach, based on operator experience ð making 

changes to certain variables in response to deviations of certain key variables from their set points. 

Due to the fact that the control is not based on sound fundamental principles, it is very limited. 

Such a fundamental model had recently been developed by Dorfling for the second and third leaching 

stages at Lonminõs BMR (Dorfling, Bradshaw, & Akdogan, Characterisation and dynamic modelling 

of the behaviour of platinum group metals in high pressure sulphuric acid/oxygen leaching systems, 

2012). This dynamic model has been created in MATLAB, taking reaction specifics and kinetics into 

account, as well as mass and energy balances, heat transfer and local process limitations. It is covers all 

four compartments of the autoclave, as well as the tanks and flows in pressure leach area. The model 

creates the possibility of developing, simulating and evaluating improved control structures/strategies 

for the BMR.  

1.2.2 Purpose of Project  

Taking the aforementioned information into account, the main purpose of this project can be 

summarised as follows: 

¶ To use plant data from Lonmin to calibrate and validate the model to the extent required by 

the development of improved control structures/strategies. 

¶ To use the validated model as òplantó to evaluate control structure against performance 

measures and to sequentially develop improvements on it. 

1.2.3 Project Methodology 

Due to the multi-facetted nature of this project, it is divided into a number of main phases that will 

form the backbone of the projectõs planning. These phases are the following: 

¶ Data acquisition, processing and analysis: the process of getting process data from Lonmin, 

extracting from it what is useful and analysing the data to determine its internal consistency 

and usefulness. 
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¶ Model migration to Simulink: the process of transcribing the dynamic model, from its current 

MATLAB code format, to Simulinkõs interface. 

¶ Model validation and adaption: the process of identifying key differences between the model 

and Lonminõs plant data, and making changes to the model accordingly. 

¶ Control development & evaluation: the process of adding different kinds of control loops and 

structures to the Simulink model, as well as evaluating the ability of the different control 

methods to nullify different process disturbances and choosing the best thereof.  
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1.3 OBJECTIVES, SCOPE AND DELIVERABLES  

1.3.1 Aims and Objectives 

The aims of this project comprise the following five points: 

1. To identify possible control strategies for leaching circuits, as well as improved control 

techniques, from literature. 

2. To validate the pressure leach simulation model presented by Dorfling (2012) by means of 

comparing the model with plant data and implementing the required improvements on the 

model. 

3. To implement an analogue of the current industrial control structure on the pressure stage 

leach simulation model and the assessment of control performance. 

4. To develop and implement of control structure improvements on the simulation model and 

the assessment of control performance. 

5. To evaluate the performance of the different control structures. 

1.3.2 Hypothesis 

Improved control structures can be developed for the pressure leach at Lonminõs BMR, which will 

outperform the current control technique ð by improving the product quality, while still maintaining 

the desired production rates and safety standards. 

1.3.3 Scope 

The scope of this project was confined to the pressure leach process at Lonminõs Western Platinum 

BMR. No control development was done on the actual plant. Instead, the pressure leach simulation 

model presented by Dorfling (2012) was used as the òplantó, from which control was developed and 

on which it was tested. Note that no empirical model was developed, and that only the provided 

fundamental simulation was used. 

1.3.4 Thesis Overview 

This thesis composes of six chapters, of which the first is the introduction. In the second chapter the 

pressure leach process is introduced, along with the current control. This serves both as a means of 

becoming familiar with the process, and of identifying the scope for improvement. In chapter 3 the 

model is introduced, along with the data used in this project. The main aim of chapter 3 is to validate 

the model and to calibrate and adapt it in the means necessary. In chapters 4 and 5 two parts of 

regulatory control is considered, with a base case developed for each and improvements made and 

evaluated. Note that the findings of each of these chapters are independent from one another and can 

be implemented either separately or together. Each of the last 3 chapters has its own conclusion, with 

a summary of the conclusions, as well as recommendations given in chapter 6.  
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2.1 CHAPTER INTRODUCTION  

In order to be able to develop improvements of the manner in which a process is controlled, it is 

important to get to know the process. Developing process control from a fundamental understanding 

requires that the developer should become well acquainted with the plantõs current setup, operation, 

challenges and control. In this chapter the process is introduced and described ð both broadly and in 

more detail. The focus then shifts to the current control of the plant ð focusing both on the overall 

strategy, as well as the specifics. This chapter aims to create a platform from which improvements to 

the current process and its control can be developed. 
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2.2 PROCESS DESCRIPTION  

2.2.1 Summary: First Stage 

Because the first stage precedes the pressure leach, it is the source of the main disturbances to the 

pressure leach circuit. It  is therefore important to understand (albeit briefly) the reactions taking place 

in the atmospheric leach tanks. These reactions can typically be summarised by following main 

reactions (Crundwell et al, 2011): 

.É3 Ó ς#Õ 3/ÁÑO ς.É3/ ÁÑ  #Õ3 Ó .É3 Ó 

[1] 

.É3 Ó (3/ ÁÑ πȢυ/ Çᴼ#Õ3/ÁÑ #Õ3 Ó  (/Ì 

[2] 

.É Ó  (3/ ÁÑ πȢυ/ Çᴼ.É3/ÁÑ (/ Ì 

[3] 

#Õ3 Ó  (3/ ÁÑ πȢυ/ Çᴼ#Õ3/ÁÑ #Õ3 Ó  (/ Ì 

[4] 

The mineralogy of the matte taking part in these reactions is given below (Olivier, 2012). Note that 

additional copper sulphates enter the feed, along with acid, with the copper spent electrolyte. 

Table 2: Mineralogy of the matte entering the first stage leach 

 

2.2.2 Pressure Leach 

As mentioned, the second and third leaching stages take place at a high pressure. A PFD (with current 

control loops indicated) is shown below, with a larger version provided in Appendix A.  

Composition (%)

Heazlewoodite Ni3S2 51.88

Chalcocite Cu2S 32.11

Metal Alloy 14.11

Nickel Ni 10.01

Copper Cu 2.76

Iron Fe 1.02

Cobalt Co 0.32

Copper Selenide Cu2Se 0.11

Copper Telluride Cu2Te 0.03

Mineral
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Figure 3: Simplified schematic representation of the pressure leach process at Lonmin, with basic control loops 

and stream numbers indicated.  

The pressure leach will be explained next, with current control being discussed in section 2.3.  

The underflow of a thickener (300-TH-300) ð which is 50% solids ð is added to 300-TK-100, where 

copper spent electrolyte (spent) is added to decrease the density of the pulp. From here it is pumped 

to a slurry preparation tank (400-TK-10), where spent, pure sulphuric acid and formic filtrate (or pure 

water, if the filtrate is depleted) is added to reach a predefined % solids and % spent specification. 

The contents of 400-TK-10 are pumped, along with pure sulphuric acid, into the flash recycle tank 

(400-TK-20), which receives a flash recycle stream, as well as a vapour bleed stream, from the 

autoclave. The contents of 400-TK-20 are pumped into the autoclave.  

The autoclave has four compartments, of which the first three make up the second stage leach and 

the last is used for the third stage leach. The slurry moves between the first three compartments by 

means of overflow, while the contents of the third compartment are pumped out. Cooling in the first 

compartment is done by means of flash cooling, where part of the slurry is continuously flashed to a 

lower pressure. Compartments 2 and 3 are cooled by means of cooling coils, through which cooling 

water flows. The last autoclave compartment is heated by means of steam addition. Note that oxygen 

is sparged into the last three compartments. 

The contents of compartment 3 are pumped to a discharge tank (400-TK-040), which feeds a 

thickener (400-TH-700) or centrifuge. The overflow of the thickener goes to filters, while the 

underflow is pumped to the third stage slurry preparation tank (400-TK-050). Here, sulphuric acid, 
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spent and water is added, to ensure the correct fraction of solids and acid. The contents of the 

preparation tank are returned to the autoclaveõs last compartment, from where the product is pumped 

to a discharge tank (400-TK-70). 
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2.3 CURRENT CONTROL PHILOSOPHY A ND VARIABLES  

In this project, the control philosophy was determined primarily by communicating with process 

experts (as opposed to using data as main source of information). This was done to get more generally 

applicable knowledge of the process. The information provided is deemed òcurrent controló in this 

project. 

2.3.1 Process & Control Objectives 

The unit downstream form the pressure leach process is a batch process, which means that smooth 

production is not as important as the production rate and product quality. While the production rate 

is limited by the processõ design and has not been made available by Lonmin, the pressure leach 

products have to adhere to the following specifications (Steenekamp & Mrubata, Control and 

Specifications of the BMR, 2013): 

¶ A PGM grade of 65% needs to be maintained at the end of the pressure leach. 

¶ The copper in the second and third stage leach residues need to be below 18 - 25 wt% and 

below 3.5 wt%, respectively. 

The process objectives directly influence the objectives for the control system. Specific process 

knowledge is required to ensure that these objectives are met. More specifically, the exact effects of 

certain process variables, such as pressure, temperatures and stream compositions, on the leaching 

reactions that determine the product compositions need to be determined. The current aim at Lonmin 

is to attempt to control the pressure, acid concentration and temperatures tightly, while the control of 

densities ð for example ð is controlled much less tightly, if at all.  

The role of a control system is to keep these variables at their respective set points, while rejecting the 

disturbances that enter the process. This therefore emphasises the importance of the structural design 

and the tuning of the plantõs control. 

2.3.2 Challenges to Control 

The lack of measurement of key process variables means that they cannot be controlled directly, but 

only inferentially. The inference is done by operator experience, rather than mathematically from 

fundamental principles. The following are the main factors leading to the suboptimal operation: 

¶ The pressure leach process has large residence times (due to large inventories), meaning that 

the effect of any change made by the operator will only be seen after a significant time. 

¶ The process operators work in shifts. The large time constants mean, then, that some changes 

made by the previous operator will have an effect on the process ð whilst the new operator 

may be unaware of what these changes entailed. This phenomenon is aggravated by the 
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tendency of these operators not to react to compositional data analyses made in a shift prior 

to their own (Steenekamp & Mrubata, Control and Specifications of the BMR, 2013).   

¶ The operators have no tool that they can use to anticipate the exact consequences of the made 

changes. They need to wait for key response variables to change, before reacting once more. 

Most control loops are capable of operating successfully under a cascade mode. In many cases, these 

loops need to be overridden by the operator. The exact reason for this is unknown. 

2.3.3 Key Variables 

One of the main reasons for the difficulty faced when controlling the pressure leach process is the 

fact that inferential control is mainly used, with no established relationship between the inferential and 

true variables ð as well as a large amount of disturbances. Below is a list of the most important 

variables: 

Table 3: List of the process variables for which a set point is given during automatic operation, as well as 
disturbance-, manipulated and controlled variables. 

Set Point Inputs  Disturbances  Manipulated Variables  Controlled Variables  

Autoclave Pressure Spent composition & 

density 

Acid feed rate into preparation 

tanks (streams 4, 23 & 20) 

Autoclave pressure 

All tank levels Spent temperature Cooling water flow rates 

(compartments 2 & 3)  

All tank levels 

Autoclave compartment 

temperatures 

Acid concentration & 

density 

Flash recycle flow rate 

(stream 9) 

Autoclave compartment 

temperatures 

Pulp feed rate 

(stream 5) 

Formic composition Formic filtrate flow rate (stream 

3) 

Base metal, acid & PGM 

concentrations in 

compartments 3 & 4  

% Solids in preparation 

tanks (400-TK-10 & -050) 

Matte composition  Matte feed rate  

(stream 1) 

 

% Spent entering  

400-TK-10 

Oxygen temperature Oxygen feed rate/ratio  (streams 

10-12) 

 

% Acid in 400-TK-050 Steam temperature Pulp feed rate (stream 5)  

 Any MV disruptions Spent feed rate (streams 2 & 19)  

  Steam flow rate (stream 13)  

  Vapour bleed flow rate (stream 

8) 

 

 

2.3.4 Control Loops 

The control of the different identified controlled variables (CVs) will now be discussed separately. 

Refer to the following diagram (or the larger version given in Appendix A) throughout this section: 
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Figure 4: Simplified schematic representation of the pressure leach process at Lonmin, with basic control loops 

and stream numbers indicated  

Level Control 

400-TK-10: The level of this tank is controlled by manipulating the flow rate of the entering slurry 

(400-FIC-0106). The fact that the flow rates of spent and formic filtrate (or water) 

depend on the composition and density of the tankõs contents, means that the level of 

400-TK-10 will never really be steady. However, at the time of gathering data for this 

project, the flow rates of these two streams were set to operate in a fixed ratio with the 

slurry stream ð meaning that the total entering flow rate served as MV for level control. 

Note that the set point of 400-FIC-0103 is set constant, in order to ensure that the 

flow entering the autoclave is as stable as possible.  

400-TK-20: The level of this tank is controlled by varying its outflow (400-FIC-2204). The main 

disturbance is the entering flash recycle stream. No advanced control is said to be 

present, but the flow rate of the flash recycle stream is said to be limited to 95% of this 

tankõs outflow (400-FIC-2204), in order to ensure a net inflow into the autoclave 

between these streams. 

Autoclave: The levels of compartments 1 and 2 are automatically regulated by the overflow into 

the next compartment. The level of compartment 3 is controlled by changing 400-FIC-

0402. The level of the last compartment is controlled by the outflow from the 

autoclave. 
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400-TK-040: The level of this tank is controlled by its outflow (400-FIC-0402).  

400-TH-700: The level of this thickener is not controlled directly. Its inflow is used to control the 

level of 400-TK-040, while the variable speed drive (VSD) of the underflow pump is 

changed according to the level of 400-TK-050. There is ð therefore ð potential for 

large improvements in the operation of this thickener (and the parallel centrifuge). 

Note, however, that this process unit falls outside the scope of this project. 

400-TK-050: The VSD is operated manually to keep the level of 400-TK-050 constant. The addition 

rate of acid, spent and water is said to be changed according to the acid concentration 

and density of the tankõs contents. There is an option of automatically controlling the 

addition of the three flows via level control, but this is often overridden, because of the 

VSD control. The outflow of the tank (400-FIC-501) is changed manually and kept 

constant over long periods. Keeping all these factors in mind, it is clear that 400-TK-

050 is controlled in a similar fashion to 400-TK-10. 

Temperature Control 

The only temperature control done in the pressure leach is in the autoclave. The first three 

compartments are cooled, while the last compartment requires the addition of heat.  

The first compartment is cooled by means of flash cooling. A feedback controller uses the 

temperature (400-TIC-2001) measurement and adjusts the flow rate of the flash recycle stream (400-

FIC-2001). In this flash recycle stream, a portion of the autoclave contents is flashed continuously 

from the pressurised autoclave to the flash tank, which is at atmospheric pressure. This leads to the 

cooling of a part of the slurry. The flashed slurry is then returned to the autoclave from 400-TK-20. 

As mentioned, a limit is placed on the flow rate of the flash recycle stream. 

The second and third compartments are controlled by means of circulating cooling water through 

coils. One of these water coils is currently blocked, leading to temperatures being higher than set 

point values (Steenekamp & Mrubata, Control and Specifications of the BMR, 2013).  

The last compartment is heated by means of steam addition. Theoretically, 400-TV-2005 should be 

automatically controlled by 400-TIC-2005, but this valve is currently changed by hand (Steenekamp & 

Mrubata, Control and Specifications of the BMR, 2013). 

Pressure Control 

All the tanks ð except for the autoclave ð are kept at atmospheric pressure by means of the necessary 

ventilation. The autoclave, however, is kept at pressures between 6 and 7 bar absolute by means of 

oxygen addition. Oxygen is sparged into the last three compartments. The ratio between the 

compartments is periodically reset by the operator, in response to hourly sampled compositional data 
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that provides information on the extent of leaching taking place.  However, since the whole autoclave 

shares one vapour space, the ratio has a negligible effect on the pressure.  

The reading of 400-PIC-2001 automatically adjusts the overall oxygen addition rate and it operates 

satisfactorily, according to process engineers (Steenekamp & Mrubata, Control and Specifications of 

the BMR, 2013). 

Control of Acid and Metal Concentrations 

While the tank levels, temperatures and pressure can be easily controlled, the control of the 

concentrations of acid and metals is more difficult. The only automatic control of the latter group is at 

tanks 400-TK-10 and 400-TK-050. Here the acid concentration is controlled by changing the addition 

rate of spent, formic filtrate and pure acid. At 400-TK-10, the percentage that spent makes up of the 

overall entering flow is set. This is also true for the formic filtrate. This means that the spent and 

formic filtrate, in the absence of an acid stream, is controlled by means of ratio control. Note that the 

acid concentration cannot be controlled separately from the slurry density, since the three mentioned 

streams available for controlling acid concentration should be simultaneously used for density control.  

In the case of 400-TK-050, the actual acid concentration is said to be used to determine the necessary 

adjustments to the flow rates of acid and spent. Except for the automatic control, the plant operator 

also examines compositional data in order to change the set points of the automatic control or 

manually change the flow rates of the fed pulp, acid, spent and/or water. Note that, again, the control 

of acid concentration is done hand-in-hand with the control of the pulp density, 

The control of metal concentrations in the process is mainly done by the process operator, but ð as 

mentioned ð there is automatic control on the density in 400-TK-10 and 400TK-050. The most 

important control of metal concentrations is done by looking at the total metal values (sum of 

concentrations of base metals) in the compositional data results, as well as the concentration of metals 

like copper alone (Lonmin, 2013). The operator responds to significant deviations from allowable pre-

defined ranges by changing above-mentioned process parameters, such as the underflow discharge 

rate of the thickener 300-TH-300. The following is an excerpt from the spreadsheet that the process 

operator uses to control the plant. 

Table 4: Allowable ranges used by process operator to control compositions 

 

Compartment 3 Compartment 4

Acid (g/l) 20-25 10 - 20 25-30 35 - 45 30 - 35

Total Metals (g/l) 100- 120 135 - 145 <50 0

Copper (g/l) < 30 < 60

mV 450 - 480 520 - 550

%Pt 12 - 18

%Cu 18 - 25

400TK1102nd Stage 

Residue

Compositional 

Ranges
400TK020

400 - VE - 300
400TK150
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This is the part of control that needs the most input from the operator and is, therefore, an important 

area of improvement. Note that the manner in which these values are used to control the plant could 

not be clearly defined by Lonmin and therefore cannot be quantified here. It can, however, be noted 

that the acid concentration measurements are responded to by manipulating the amount of acid 

entering the autoclave (Burchell, 2014). This refers the acid concentration in the feed entering the 

autoclave. The total metals concentration readings are responded to changing the water and spent 

flow rates into the pressure leach (Burchell, 2014). 

Summary 

Table 5 provides a brief summary of the current control mentioned. 

Table 5: List of control loops that form part of the current control 

CV MV Control Type  Potential Disturbances  

Level of 400-TK-10 400-FIC-0106 Automated feedback Flow rate change: streams 1-5 

Level of 400-TK-20 400-FIC-2204 Automated feedback Flow rate change: streams 5, 7-9, 23 

Level of Comp 3 400-FIC-0402 Automated feedback Reactions change, flow rate change: streams 7-11 

Level of 400-TK-040 400-FIC-0401 Automated feedback Flow rate change: stream 14 

Level of 400-TK-050 more than 1 Unsure Flow rate change: streams 17-21 

Level of Comp 4 400-FIC-2003 Automated feedback Reaction change, flow rate change: streams 12, 

13, 21, 22 

Temperature of Comp 1 400-FIC-2203 Automated feedback Reaction change, upstream temperature change 

Temperature of Comp 2 Cooling coils Automated feedback Reaction change, upstream temperature change 

Temperature of Comp 3 Cooling coils Automated feedback Reaction change, upstream temperature change 

Temperature of Comp 4 400-TV-2005 Manual Reaction change, upstream temperature change 

Autoclave Pressure 400-FIC-2001 Automated feedback Reaction change, flow rate change: streams 8, 

10-13 

%Solids in 400-TK-10 400-FIC-1102 Unsure Change in ratio between streams 1-4 

%Spent in 400-TK-10 more than 1 Unsure Change in ratio between streams 1-4 

%Solids in 400-TK-040 more than 1 Unsure Change in ratio between streams 17-20 

Acid conc in 400-TK-040 more than 1 Unsure Change in ratio between streams 17-20 

 

2.3.5 Control Hierarchy 

The control structure of a process can be divided into two different levels: regulatory and supervisory 

control.  

Regulatory control refers to the control level that regulates a process during normal operation. It 

ensures that all controlled variables are kept at their respective set points, and this is done by 

manipulating one or more manipulated variables (Wang, 2011). For the sake of clarity in this project, 
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regulatory control can be further divided into what will be called basic and compositional regulatory 

control in this project.  

In this project, basic regulatory control refers to the control of temperature, pressure and inventory 

levels in the pressure leach process, and will be dealt with in chapter 4. On the other hand, 

compositional regulatory control refers to the control of density and acid concentration ð as is the 

case in tanks 400TK10 and 400TK050. This will be the focus of chapter 5. 

Supervisory control supervises the regulatory control by determining and entering the set points 

thereof. This is done in order to reach certain, predefined process performance objectives. At 

Lonmin, this control level is currently done by the operator ð but it is possible to incorporate it into 

an automated supervisory control strategy. Supervisory control is also part of chapter 5. 

2.3.6 Recommendations 

From this chapter, the potential areas of interest can be identified.  

Basic Regulatory Control 

This part of the control is done the best of the control levels on the plant. The strengths include the 

control of pressure and the inventory control. The temperature control on the first compartment has 

been identified by Lonmin as an area of concern, and therefore it will be an area of focus in this 

project. The temperature of the second compartment is not controlled, due to the mentioned cooling 

malfunction, but since this project focuses on control only, it will not be focussed on. 

Compositional Regulatory Control 

The procedures surrounding compositional control could not be clearly defined by Lonmin. In 400-

TK-10 the ratio between the flow rates of spent/formic and stream 1 is kept constant to attempt to 

keep the solids fraction and acid concentration in this tank constant. The manner in which these 

ratios are changed is unclear. The clearest part of compositional control is the fact that pure acid is 

added to 400-TK-20 to control the acid concentration in this tank. However, it has been noted by 

Lonmin that this stream is not desired. This will therefore also be an area of focus in this project. 

The compositional control before the third stage leach is a weakness on the plant, partly due to the 

fact that the solids-liquid separation phase between the second and third leaching stages is controlled 

from a different control room. The compositional control on 400-TK-050 is therefore less clearly 

defined than that of 400-TK-10. While this is a significant weakness, it will not be an area of focus in 

this project. The reason for this is that the problem is not yet well enough defined, with more 

information required to be able to accurately simulate the process section. Given this fact, the 

methodology developed for 400-TK-10 should be helpful as a first approximation for future control 

developments on 400-TK-050.  
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Supervisory Control 

The supervisory control on the plant is done by process operators, who follow rules that could not be 

clearly stipulated for use in this project. Inferential variables (to be defined in chapter 4) are measured 

and used to control the project. This is an area with much scope for improvement, but it can only be 

investigated in this project if the model is to be found valid for this control. This validity is 

investigated in chapter 3. 
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3.1 CHAPTER INTRODUCTION  

In order to use the model as a representative simulation of the pressure leach process, the extent to 

which the model matches the actual process needs to be determined. This should be done keeping in 

mind the fact that the match should be sufficient for the investigation of current and improved of 

control structures on the process. This is the central aim of this chapter. 

The plant data from Lonminõs BMR are first introduced and discussed, focussing on the manner in 

which it was acquired and processed, as well as its potential for use in this project. The model ð in the 

form it was received at the onset of this project ð is then introduced and discussed, after which its 

migration from MATLAB to Simulink is explained. The validation, verification and adaption of this 

model are then done. 

The findings of this chapter, specifically the modelõs validity for its intended use, are given ð along 

with the scope for control development that is allowed by the results.  
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3.2 LITERATURE REVIEW  

3.2.1 Data Analysis and Processing 

While it is essential to understand a plant in terms of fundamentals (e.g. reactions and kinetics), as well 

as operating conditions and control, the dynamic behaviour of a plant can only truly be known by 

examining data drawn from a number of important variables. Process data therefore have to be 

accurate and adhere to a number of requirements before it can be used as a reliable source of 

information.  

Data Requirements 

The data gathered from a plant, before it is processed, are to adhere to a number of requirements in 

order for it to be deemed sufficient for doing model validation. The most important of these 

requirements is that it has to give a good and complete representation of the relevant process and it 

should not contain any bad data. In order for a data set to be a good and complete representation of a 

process, it firstly needs to consist of a sufficient number of data points. Roffel and Betlem (2006) 

recommend that the number of data points should be at least 10-20 times the number of model 

parameters (for a model with the complexity of the one at hand). It is also important for the data 

points to span a sufficient range, contain a sufficient amount of low-frequency information (slower 

changes) and should be sampled at a high enough frequency to pick up as much as possible of the 

dynamic process characteristics. òBadó data should also be removed, while the remaining data should 

be examined to determine whether the inputs and outputs of the process adhere to the law of mass 

conservation. (Roffel & Betlem, 2006) 

Detection and Removal of Bad Data 

Bad data are defined as being data that is incomplete or incorrect (Chen, Kwon, Rice, Skabardonis, & 

Varaiya, 2002). Data can have the following possible deficiencies (Ljung, 1999):  

¶ High-frequency disturbances (above frequencies of interest) 

¶ Occasional outliers, missing data or discontinuities in data records 

¶ Drift/offset and unexplainable low-frequency disturbances 

The most common method of removing such data from a data set is by graphical analysis. While 

sufficient in most cases, other methods (such as principal component analysis) can help in identifying 

bad data that may not be directly visible. (Roffel & Betlem, 2006)  

Data Filling 

Roffel and Betlem (2006) propose three ways of filling empty zones in the data. The first of these is to 

interpolate between data, either using splines (Friedman, Grosse, & Stuetzle, 1982) or time-series 
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modelling (Box, Jenkins, & Reinsel, 2008). In the latter method a time series model is created and 

then used to determine the unknown values. A second approach is to use linear interpolation between 

the data points on the boundaries of the gap. While very simple, this often gives satisfactory results 

(Roffel & Betlem, 2006). Finally, a matching pattern approach can be used. This means that a region 

in the data is found which resembles the region with missing points ð and that the observed trend is 

applied to fill the gaps. Roffel and Betlem (2006) propose that the second approach is used.  

It should be noted that ð in the case of very small gaps in the data ð these methods may prove 

unnecessarily complex. For such a case the most basic approach would be to hold the previous value 

for the duration of each gap, creating steps in the data. 

Data Validation 

Data that is appropriately gathered, filled and sufficient in number may still have internal 

inconsistencies. Such inconsistencies typically refer to violations of mass balances and are often 

caused by faulty sensor readings. It is therefore important to do mass balances on the process and its 

sub-systems ð if not to change the data, then only to be able to comment on the quality of the data 

that will be used for model validation. 

Dead Time Identification 

Time lags (dead time and time constants) are very important in the analysis of dynamic time series 

data. The time delay between an input change and a corresponding response in output variables can 

be determined graphically or by means the cross-correlation coefficients between input and outputs 

(Roffel & Betlem, 2006). For a given input series (u1, u2, é, un) and output series (y1, y2, é, yn), the 

cross covariance coefficients (cuy) can be calculated with the following equation (Roffel & Betlem, 

2006): 

ὧ Ὧ
ρ

ὔ Ὧ
ό ό ώ ώ 

[5] 

In this equation k is an integer starting from 0. Moreover, ό and ώ refer to the respective means and 

N to the number of samples. While the calculation of cross correlation is a linear technique, it can also 

be used to a certain extent with non-linear processes (Roffel & Betlem, 2006).  

3.2.2 Model Validation & Verification 

Model validation is defined as the process of determining the degree to which a model is an accurate 

representation of the real world from the perspective of the intended use of the model (AIAA, 1998). 

More directly (in terms of this project): it is the confirmation that a computerised model is sufficiently 

accurate within a suitable range and in the light of the modelõs intended purpose (Schelsinger, et al., 

1979). From both these definitions, it can be seen that the purpose of the model is key to its 
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validation. This stems from the view that the philosophy of model validation in the field of system 

dynamics correlates with the holistic or relativist field of science ð which means that models cannot 

be deemed absolutely true or false, but rather has a certain degree of usefulness with respect to a 

predefined purpose (Barlas, 1994) This implies that the purpose of the model with regards to this 

project has to be stated clearly before model validation can be done. This will be done in section 3.6.1. 

Note that model verification refers to the confirmation that the computerised model is correctly 

implemented on a software platform (Sargent, 2013).  

Concepts & Process 

Sargent (2013) proposes that model validation and verification consists of three components that 

need to be considered. These components, as well as the links between them, are displayed in the 

following figure: 

 
Figure 5: Simplified diagram of the model validation & verification process (redrawn from Sargent, 2013) 

In this figure, it can be seen that a valid and accurate data set lies at the centre of model validation and 

verification. This emphasises the importance of the data acquisition and processing step. Note that at 

the top there is the real plant, which the model looks to represent. By analysis and modelling, a 

conceptual model is developed. This is the mathematical representation of the real plant. From this 

model a computerised model is programmed and implemented on a relevant software package. By 

experimentation, the computerised model and the real plant are compared. 

During conceptual model validation the assumptions and principles on which the conceptual model is 

built are reconsidered and it is ensured that ð within the purpose of the model ð the mathematical 

expression of the process is correct to a satisfactory degree (Sargent, 2013). During the computerised 
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model verification stage, the implementation of the conceptual model in computerised form is 

evaluated. During the operational validation step, the modelõs key output variables are compared to 

that of the real plant and evaluated within the bounds set by the limitations on the modelõs purpose 

and range of operation. 

Conceptual Model Validation 

According to Sargent (2013) this leg of model validation consists of two components: the testing of 

the theories and assumptions that underlie the conceptual model and the evaluation of the model if it 

is reasonable for its intended purpose.  

During this project, the reaction kinetics and its related parameters determined by Dorfling (2012) is 

not revisited ð and therefore in-depth investigation into the derivation of these parameters from 

experimental test work lies outside the scope of this project. This means that the first component of 

conceptual model validation is limited to an evaluation of the assumptions made in the setting up of 

the conceptual model ð as well as other discrepancies encountered during comparisons between the 

true process and the rationale of the model. After defining the modelõs exact purpose in this project in 

section 3.6.1, the suitability of the structure of the model will be commented on. Sargent (2013) 

recommends that face validation should be used for these evaluations, which means that process 

experts (or people who are familiar with the real plantõs operation) should comment on the 

reasonableness of the model ð keeping in mind its intended purpose. Flow charts are typically 

examined, along with model equations.  

Computerised Model Verification 

This is a very important step in the total model validation procedure, since in it the implementation of 

the model in terms of computer programming is verified. Errors arising in this step are typically 

independent of the conceptual model and pertain to the programming philosophy and structure used, 

as well as the details in the programming text and blocks (in the case of a visual programming 

language such as Simulink) ð often referred to as òbugsó in the program. Sargent (2013) proposes two 

possible methods of testing for the computer modelõs correctness. The first of these is a static 

method, wherein the program is gone through systematically ð typically by walking through it with 

other knowledgeable people. The second method entails dynamic testing, where the model runs and 

process-specific checks are done on the model. Checks can be built into the model to ensure that 

internal consistency limitations arenõt violated ð stopping the model with an error message in the case 

of such a violation. Note that the dynamic testing ties in with operational validation, which is 

discussed next. 

Operational Validation 

Operational validation is the most important part of model validation, since the majority of errors are 

detectable in and has an influence on this step. In this step the modelõs performance and outputs are 
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compared with that of the available data from the real plant. There are numerous ways in which this 

can be done, and the best methods depend on whether it is possible to collect data on the operational 

behaviour of modelled system or not, and on the nature of the modelõs outputs. Sargent (2013) 

recommend using both a qualitative and quantitative method of comparison.  

The qualitative method is the more important of the two, due to the fact that the modelõs validity 

(with regards to a specific purpose) is evaluated, and not an absolute measure of accuracy. Sargent 

(2013) recommend a graphical comparison between the model outputs and the data. In this method, 

the two sets of values are plotted on the same graph, with comments made from it. Sargent (2013) 

note that such comparisons should be made for variables that have relationships that are important to 

the modelõs purpose. A consequence of this is that it would be good practice during such a validation 

procedure to go through the process sequentially (one process subsystem at a time) and comment on 

what can be observed. Since such a qualitative method is subjective, it is important that it is done by 

someone who is knowledgeable of the process and the plant.  

Due to the fact that model validation of system dynamics is purpose-dependent, hypothesis tests are 

not included in the quantitative validation step (Barlas, 1994). This consideration also has implications 

for other statistical methods, such as confidence intervals ð which are recommended by Sargent 

(2013). Instead, the differences between two time series data can be compared by means of well-

established statistical measures. An example of this is the root mean squared error (RMSE), which is 

defined as follows (Chai & Draxler, 2014): 

ὙὓὛὉ 
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Here, A  represents the values predicted/calculated by the model and B represents actual measured 

values. n is the number of data points in question. Such an RMSE value has the same units as the 

variables compared. It can also be normalised to become a dimensionless number, as follows: 
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Here, B is defined the same is in the previous equation.  

A perfect quantitative match between the model and the data would lead to an RMSE, and therefore 

also an nRMSE, of zero. Less correlated model and data values lead to larger RMSE and nRMSE 

values. While hypothesis tests are not relevant for this application, a reference RMSE or nRMSE 

value needs to be defined to enable sensible interpretations to be made.  

The RMSE can be viewed as the standard deviation of the residuals between two data sets (Schmee & 

Opperlander, 2010). A reference value for the RMSE can therefore be set as the standard deviations 
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of the sets of model and data values. While an RMSE value smaller than these standard deviations 

would indicate a good correlation, larger RMSE values cannot be deemed as bad. A value of 30% is 

chosen as a crude baseline value for the normalised RMSE. These two interpretation methods will aid 

in the evaluation of the correlation between model and data sets. 
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3.3 DATA GENERATION & PROCESSING 

In order to be able to be able to evaluate and adapt the model in this project, a sufficient amount of 

plant data is necessary. The data requirements listed in section 3.2.1 have an impact on both the 

requirements for the conditions under which process data are generated and how it is processed. 

These two steps are now discussed separately. 

3.3.1 Data Acquisition 

General Information 

In terms of acquiring plant data for this project, it is important to recognise the fact that Lonminõs 

BMR is a fully functioning, large-scale production plant. This means that the manipulations of 

different variables on the plant are limited, if not prohibited. It is for this reason that it was impossible 

for the author to do the tests that would be necessary to ensure that there are sufficient low frequency 

variations, with large enough amplitudes, to cause changes in intermediate and output variables such 

that causal relationships can be verified beyond the uncertainty of noise. Instead, the data obtained for 

this project were generated by external control consultants who focussed on a small part of the 

second stage leach, namely the flash recycle tank and first autoclave compartment. Process 

manipulations were therefore not sufficient to be able to characterise the whole pressure leach 

process. This means that that, while it was ensured that all necessary data tags were logged and 

acquired ð over a sufficiently long time period of 60 hours ð there are some important limitations to 

the data.  

Data Generation Limitations 

The first limitation on the data is caused by the fact that the people that made the process alterations 

and gathered the data at the plant did not have the same purpose for it as this project does. This 

means that data logging outside of their scope ð that is, the part of the process beyond the second 

stage leach ð is done much less frequently than is the case for the second stage leach. This also means 

that process alterations were made mainly to characterise the second stage leach. 

The second limitation is caused by the fact that the plantõs control system was in full operation at the 

time of the data acquisition. The fact that the exact specifications of the control on the plant are not 

known means that much uncertainty is introduced in terms of the plantõs dynamic characteristics. 

Literature supports the fact that system identification is more difficult under closed loop conditions 

(Bitmead & de Callafon, 2003).  This is arguably worsened by the fact that, instead of doing step tests, 

the tests were done in the form of a pseudo-random binary sequence, making it challenging to derive 

low frequency information on process dynamics. 
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3.3.2 Data Processing 

The data received for the second stage leach varied in terms of sampling/logging times and were 

therefore not aligned to the same time intervals. This was addressed by creating an matrix with 10-

second intervals. This interval size was chosen, as it represented the shortest logging rate among the 

data points. The data was fitted onto this matrix, with empty zones left among the values of the less 

frequently logged variables. A suitable interpolation method had to be applied to fill the empty zones. 

As a first approach, the last logged was held until the next one is reached ð creating data that changes 

in a stepwise fashion. From the matrix a smaller, complete data set for the second stage leach was 

chosen for which the time range wherein there are values for all variables. This time range was 

approximately 48 hours long, which is sufficient for the dataõs purpose.  

The logged data received for the third stage leach were logged every 5 minutes, making it less ideal 

than the second stage data in terms of dynamic analyses. This data was treated in a similar manner to 

that of the second stage leach, with values held over the 5 minute intervals.   

By inspection of graphs of the data it could be seen that some of the variables had outliers, which can 

be attributed to sensor or transmission faults. These outliers were removed by setting it equal to the 

last non-outlying value.  

3.3.3 Data Summary & Completeness 

The data provided by Lonmin, logged during the execution of pseudo-random binary sequence tests, 

can be split into two categories: online measurements and analysis data. The former is sampled several 

times per hour (down to every 10 seconds), while the latter is available much less frequently. Before 

these categories are discussed, a summary of the data set ð and how it corresponds to model names ð 

are given below. 

Online Measurements 

Most of the available data for the pressure leach process has been logged. As mentioned, the data tags 

around the second stage leach were logged at a higher frequency than that of the third stage leach. 

This includes volumetric flow rates, tank levels (percentage-wise), temperatures and pressures. The 

available tags are given in the table below, with the two aligned data sets listed separately. Note that 

the flow rates of streams 17, 21 and 22 (see the flow diagram below) ð which are important ð are not 

available. 
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Table 6: Lists of data tags available (for the two aligned data sets), with corresponding locations (model stream 
or tank) given. 

Available  
Not available  

10 seconds 5 minutes  

Data Tag  Location  Data Tag  Location  Data Tag  Location  

400-FIC-0101 Stream 2 400-LIC-0401 400-TK-040 400-FIC-501 Stream 21 

400-FIC-0103 Stream 5 400-FIC-0401 Stream 15 400-FIC-2003 Stream 22 

400-FIC-0106 Stream 1 400-FIC-0501 Stream 19 FIstream17 Stream 17 

400-FIC-0107 Stream 4 400-FIC-0504 Stream 20 
 

 

400-FIC-0402 Stream 14 400-FIC-0505 Stream 18 
 

 

400-FIC-1102 Stream 3 400-LIC-0501 400-TK-050 
 

 

400-FIC-2001A Stream 10 400-LIC-2003 Comp 4 
 

 

400-FIC-2001B Stream 11 400-TIC-2005 Comp 4 
 

 

400-FIC-2202 Stream 23   
 

 

400-FIC-2203 Stream 9   
 

 

400-FIC-2204 Stream 7   
 

 

400-LIC-0101 400-TK-10   
 

 

400-LIC-2002 Comp 3   
 

 

400-LIC-2201 400-TK-20   
 

 

400-PIC-2001 Autoclave   
 

 

400-TIC-2001 Comp 1   
 

 

400-TIC-2002 Comp 2   
 

 

400-TIC-2003 Comp 3   
 

 

      

The data tags provided in the above table can be seen in the following figure:  
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Figure 6: Simplified schematic representation of the pressure leach process at Lonmin, with basic control loops 

and stream numbers indicated 

Control Modes 

The exact modes of the controllers were determined by inspecting the data. Process variables that 

made straight lines are in manual mode, while noisy process variables indicate that it is automatically 

controlled. In a similar manner, variables with noisy set point values are in a cascade mode, with set 

point values determined by another controller. The flow rates of streams 4 and 23 are found to be in 

manual mode throughout the time of the dataõs gathering. The following variables are split into those 

in and not in cascade mode: 

Table 7: Second stage leach variables that are in cascade mode and not in it during the data gathering. 

In cascade mode  Not in cascade mod e 

400-FIC-0106 400-FIC-0104 

400-FIC-0101 400-LIC-2201 

400-FIC-0402 400-TIC-2001 

400-FIC-2009 400-TIC-2002 

400-FIC-2010 400-TIC-2003 

400-FIC-1102 400-LIC-2002 

400-FIC-2204 400-PIC-2001 

 400-LIC-0101 
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It should be noted that the control modes is only available for the second stage leach, since the third 

stage leach data is not logged frequently enough to be able to comment on the control modes. Since it 

is a running plant, however, the third stage was indeed controlled. 

The flow rate of streams 9 seems to be switched between cascade and non-cascade mode at the time 

of the data gathering. The reason for this is that, while the set point of the flow rate of stream 9 is 

typically determined by the temperature controller of compartment 1, the set point is temporarily 

manually changed by the process operators.  

Compositional Analysis Data 

The available analysis data comprise of compositional data of the solids residues (mass fractions) and 

liquid filtrates (concentration) for the second and third stage leach. This is also available for the first 

stage leach residue and the formic filtrate. It is summarised in the following table, along with the rate 

at which it is sampled. 

Table 8: Lists of compositional data available around pressure leach process 

Compositional Data  

Once a shift  Daily  Process Unit  

1st stage residue 
  

2nd stage residue 
 

Compartment 3 

2nd stage filtrate 
 

Compartment 3 

3rd stage residue 
 

Compartment 4 

3rd stage filtrate 
 

Compartment 4 

 
Formic filtrate Formic Leach 

 

Other data that is more directly used by plant operators to control the process are available for the 

process units around the pressure leach process. These include density, redox potential and different 

component concentration measurements. The table below summarises it, along with the frequency at 

which the information is available. 
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Table 9: More frequently available process stream information of different process units in and around the 
pressure leach process 

Process Unit  
Density  Concentration (g/L)  Redox  

(kg/L)  Acid  Copper  Total metals  potential (mV)  

300-TK-100 hourly 
    

400-TK-10 hourly 2/shift  
 

2/shift  
 

400-TK-20 hourly hourly 
 

hourly 
 

Comp 3 
 

1/shift  1/shift  1/shift  hourly 

Comp 4 
 

1/shift  1/shift  1/shift  hourly 

400-TK-050 
 

hourly hourly hourly 
 

 

3.3.4 Internal Consistency  

In order to be able to confidently use the data as bench mark for model validation, its internal 

consistency needs to be verified. This is typically done by means of a mass balance ð but the setting 

up of a mass balance for the data proved to be difficult. This can be attributed to the following 

factors: 

¶ An operator shift is typically 7 hours long. The instantaneous compositional analysis data that 

are used to set up a component balance could therefore have been sampled at any time during 

such a shift.  

¶ A mass balance cannot be done throughout a transient process at one time step. While a mass 

balance can be done over a unit during a period in the data where there is no accumulation in 

the unit, it cannot be done for the process as a whole. For the larger process, dead times and 

time constants need to be taken into account to attempt to follow the same portion of 

contents throughout the process. While the typical values for these times can be calculated 

using typical or mean flow rates, the variability in these flow rates cause a large (especially 

cumulative) uncertainty in the times throughout the process at which data should be chosen 

for comparison.  

With the two sources of uncertainty just mentioned, it is clear that the setting up of a complete mass 

balance is limited, if not impossible.  Due to its importance the mass balances that have been done 

are, however, shown in this section. 

Mass Balances 

The flow rates around 400-TK-10 are inspected at a stage where the tank level is reasonably stable, 

since this indicates a period of no accumulation. In the following plot of the level of 400-TK-10, it 

can be seen that this stable region lies between 10-second intervals 4000 and 6000 (666.7 and 1000 

minutes).  
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Figure 7: Plot of the level of 400-TK-10 over the total data range (in 10 second intervals) 

For this range, the mass flow rates to and from 400-TK-10 should be the same, as can be seen in the 

following equation: 

ὨάὸὥὲὯ

Ὠὸ
π άὭὲ άέόὸ 

[8] 

In this equation, the ά terms refer to mass flow rates. In order to test whether the difference between 

these variables are indeed zero, the respective mass flow rates need to be determined. The following 

densities are available: 

Table 10: Table of densities for stream around 400-TK-10 

Stream Density (kg/L)  Assumed Data 

1 1.5  x 

2 1.15 x  

3 1.15 x  

4 1.836 x  

5 1.18  x 

 

The densities for stream 1 and 5 are available in the compositional data. These values are taken as an 

average of the chosen data range. The densities of streams 2 and 4 are typical values given in literature 

for the respective streams (Dorfling, Bradshaw, & Akdogan, Characterisation and dynamic modelling 
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of the behaviour of platinum group metals in high pressure sulphuric acid/oxygen leaching systems, 

2012). The density of the formic filtrate is approximated as being similar to that of copper spent 

electrolyte. 

The following equation is used to determine the values plotted in the figure below: 

ὠ” ὠ” ὠ” ὠ” ὠ” ɝ ȟ  

[9] 

Here, ὠ refers to the volumetric flow rates as they are given in the data and the delta term is the mass 

balance error, also called the net mass flow rate (in kg/h). These errors are plotted in the following 

figure:  

Mass balance error (kg/h) vs time(min) 

 
Figure 8: Plot of the mass balance error around 400-TK-10 for a region of minimal level change 

From this figure it can be seen that there is generally a net flow out of the tank (with a mean value of 

897 kg/h). This mean value is 10.86% of stream 5õs mean value for the range (representing the tankõs 

throughput), which is very large for a value that should be zero. The logged density values provided 

by Lonmin vary with less than 2%, which means that either the assumed densities are very far from 

correct or the data provided is incorrect to the extent that the mass balance around the tank in 

question does not hold.  

The same can be done for the flash tank, 400-TK-20, as can be seen in the equation below: 
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Ὂ” Ὂ” Ὂ” Ὂ” Ὂ” ɝ ȟ  

[10] 

It should be noted that the case of this tank is more complex than for 400-TK-10, since streams 6 and 

8 are vapour streams, of which the densities are unknown. Moreover, there is evaporation and 

condensation taking place in 400-TK-20, which means that a constant level does not necessarily 

indicate a tank with no accumulation.  

From the following plot it can be seen that a stable region lies between the 6900th and 7400th 10-

second intervals (1150 and 1233.3 minutes, respectively): 

 
Figure 9: Plot of the level of 400-TK-20 over the total data range (in 10 second intervals) 

In the identified region, the tank level stays between the bounds of 54.8% and 55.7%. 

The streams relevant to this comparison are streams 5 to 9. Streams 6 and 8 are the vapour streams 

that exit and enter the tank, respectively. Similarly, streams 7 and 9 are the non-vapour streams that 

exit and enter the tank. It should be noted that neither flow nor density data are available for the 

vapour streams and that a mass balance around 400-TK-20 is limited by this fact. The slurry stream 

densities are given below: 
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Table 11: Table of densities for stream around 400-TK-10 

Stream Density (kg/L)  Assumed Data 

5 1.21  x 

6 -   

7 1.27  x 

8 -   

9 1.2 x  

 

As with the previous mass balance, the density values are in the data are averaged over the chosen 

time range. The flash recycle stream density of 1.2 kg/L is predicted by the model when the inputs 

that Dorfling (2012) used are entered into the model. 

Mass balance error (kg/h) vs time(min) 

 
Figure 10: Plot of mass balance error into 400-TK-20 for a region of minimal level change 

It can be seen from this figure that there is a net flow into the flash tank (with a mean value of 3865.5 

kg/h). This is 9.9% of stream 7õs flow rate (representing the tankõs throughput) in this time range. It is 

clear that the vapour flow rates are important and that clear conclusions cannot be drawn from this 

mass balance. 

The methods used to do the mass balances in this section cannot be applied to the second stage leach 

as a whole. The reason for this is that the reactions taking place consume unknown amounts of 
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oxygen, while steam is also added into the system. While such a mass balance could be set up with a 

sufficient amount of assumptions, its use is limited and the fact that the data are not complete enough 

to formally check whether its mass balances hold has to be accepted. 

Goal Driven Data Validation 

The fact that the data are not sufficient for checking whether the mass balances in the pressure leach 

process hold means that the validation of the data has to be evaluated by other means. Ljung (1999) 

mentions that a model can be validated by using it for its intended purpose and evaluating its 

performance.  

The purpose of this project is to design and evaluate control structures for the BMR pressure leach. 

This means that the model must be sufficient to enable the design and evaluation of control structures 

on it. Continuing this goal driven approach, the data in this project, in turn, have to be sufficient for 

enabling the development or verification of the mentioned model. The requirements for data 

validation are therefore determined by the requirements of model validation, and therefore data 

validation will be continued as part of the model validation procedure in this project. 
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3.4 DYNAMIC MODEL DE SCRIPTION  

3.4.1 Original Purpose 

The dynamic model received at the onset of this project was developed by Dorfling (2012) in 

MATLAB, in order to present the results from experimental batch test work done. The model was 

therefore created as a supplementary project to a larger project ð as a means of incorporating reaction 

kinetic findings into a structure that to a large degree resembles that of the real pressure leach process. 

The manner in which the model reacts to disturbances was evaluated qualitatively by Dorfling, in 

order to show that that the results obtained correlate well with the trends that can be expected from 

process knowledge. With this in mind, it is therefore important to recognise that the model delivered 

at the onset of this project is by no means an exact (or quantitatively verified) simulation of the 

pressure leach process at Lonmin.  

3.4.2 Form and Working 

The MATLAB model consists of the following 7 files: 

Table 12: List of files that make up the received model, along with the purpose of each 

Model file name  Purpose of file  

autoclave_model Calls other functions and plots required outputs  

input_data Sets predetermined parameter values (e.g. flow rates, temperatures, 

pressure, compositions, process component sizes and other constants) 

calculate_steady_state_operation Calculates all unspecified steady-state conditions (e.g. temperatures, flow 

rates and compositions) 

calculate_oxygen_solubility Calculates the oxygen solubility in the leach solution 

calculate_reaction_rates Calculates the reaction rate constants  

calculate_autoclave_odes Contains the modelõs ordinary differential equations of mass and energy 

balances 

calculate_dynamic_behaviour Determines all time domain profiles  

 

The manner in which these files connect, and the order in which they execute, is displayed in the 

following flow chart. A more detailed list of their functions is given in more detail in Appendix B. 
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Figure 11: Flow Chart of Dorflingõs Original Second/Third Stage Leach Dynamic Model 

It can be seen in this figure how the input data (containing the necessary physical and numerical data) 

are used to calculates the steady-state values. These values, along with the input data and the time 

range over which the process runs, are used to solve the ODEs. The results from the ODE-solver, as 

well as the steady-state values and input data are used to calculate the requested mass flow rates, 

leaching results and metal concentrations. 

3.4.3 Previously Added Control 

The possibility of adding control to the dynamic model in the above-mentioned form has been 

researched by the author (Knoblauch & Bradshaw, 2012). PI control loops were added to provide 

dynamic control of the following variables (see Appendix A for a flow sheet of the process): 

¶ Temperature in the first (400-TIC-2001) and (400-TIC-2005) last autoclave compartments 

¶ Mass control of 400-TK-10,  400-TK-20, 400-TK-040 and 400-TK-050 

Tuning was done by means of tuning correlations proposed by Marlin & Ciancone (Marlin, 2000), 

using process curve derived information. The details of this tuning method are provided in sections 

4.2 and 4.3. The control proved to be successful at rejecting different disturbances (both in the form 

of stepwise and sinusoidal inputs). However, the added control was limited to being preliminary test 

work by the following two facts: 

¶ Control was added and tuned without the consideration/inclusion of dead time in the model 

ð which is important in the process of control implementation. 
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¶ The added control is far too limited in its scope to accurately represent the pressure leach 

process at Lonmin.  

3.4.4 Differential Equation Solver Used 

MATLAB and Simulink provide a number of ordinary differential equation (ODE) solvers which can 

be used in models such as the one in this project. Dorfling (2012) used ODE15s, which can solve stiff 

ODEõs and uses a variable order method (Mathworks, 2014).  

The size of the model, along with the different dynamics in it (with some variables changing more 

rapidly than others, makes it important to consider system stiffness in the selection of an ODE solver. 

While system stiffness is a complex principle to define briefly, a very slow execution speed (using a 

non-stiff solver) often indicates stiffness in a simulation (Moler, 2004). One source notes that a 

system that has time constants which vary significantly in magnitude is prone to stiffness (plexim, 

2014). This is the case with the model used in this project. According to Mathworks (2014) ODE45 

should be the first ODE solver attempted, and if the system is stiff, ODE15s should be used. 

ODE15s ran the model in a significantly shorter time, and therefore it is used.   
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3.5 MODEL MIGRATION & VERIFICATION  

3.5.1 Model Migration to Simulink 

The dynamic model received at the start of this project was developed by Dorfling (2012 and changed 

by the author (Knoblauch & Bradshaw, 2012). For its working, see section 3.4.2. Due to the fact that 

MATLABõs Simulink platform provides more comprehensive and helpful tools in terms of controller 

development and implementation, it has been decided that the model would be migrated from its 

received MATLAB code format to Simulink. Note that Dorflingõs initial model was migrated in its 

published form, and that sanity checks are done in section 3.7 to compare the outputs of the Simulink 

model with the received model. 

The following table summarises the interconnection between the resulting Simulink blocks, along with 

the function of each block. 

Table 13: Simulink block numbers, with input and output links, as well as the parameters calculated in each. 

Block # Input Links  Output Links  Variables/parameters  calculated  

A K B, C, E, F-I Flow rates to 400-TK-10 

B A J, K Flow rates to 400-TK-050 

C K, A F-I, K Oxygen & heat transfer in autoclave 

D K E, K Heat capacities & mass fractions in various streams 

E A, D J, K Energy removal & water evaporation in flash recycle stream 

F-I A, C J, K Reactions in autoclave compartment 1-4 

J B, E, F-I K Outstanding variables 

K B, C, D, E, F-I, J A, C, D Solving of differential equations  

  

Once the model was migrated, the control mentioned in section 2.3 was added to it. The controllers 

in question are PI controllers having the same format. The controller for the temperature of the first 

autoclave compartment (400-TIC-2001) is shown below: 
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Figure 12: The setup of the PI controller of 400-TIC -2001 in Simulink 

In this diagram it can be seen that the current and set point values of the CV ð in this case the 

temperature in compartment 1, X(73) ð are entered into the control block. Note that the CV values at 

steady-state are chosen to be the set point values during the simulations. The difference between the 

two values makes up the error, which is sent to the proportional (bottom) and integrator (middle) 

routes. This generates the required change in the position of the relevant valve (ǃv). This ǃv value is 

added to the initial valve position to give the new position. Before translating this valve position to a 

flow rate, it is limited to a predetermined range, with anti-windup added. The correlation between the 

flow rate and the valve position is assumed to be linear and is calculated by dividing the steady-state 

value of the MV by the initial valve position. This value is multiplied by the new valve position to give 

the iterationõs new flow rate.  

3.5.2 Computer Model Verification 

As mentioned in the literature section, there are two methods of doing model verification: static and 

dynamic. While section-focussed walk-throughs through the model have been done with researchers 

knowledgeable in the area of programming and modelling, no single, thorough walk-though (which is 

an important part of static verification) was done by a third party. For this reason, dynamic 

verification will be the main means of verifying the computer model. 

The dynamic part of the computer model verification is lumped in with the operational validation 

section, since this serves as the single, rigorous testing of the model. Note that Dorfling (2012) added 

tests in the model for reactions proceeding past their stoichiometric limitations, while tests have been 

added in this project for checking for tanks running dry and the pressure moving outside its allowable 

range.  



85 

 

3.6 CONCEPTUAL MODEL  VALIDATION  

3.6.1 Model Purpose & Required Accuracy 

The aim of this project, as stated, is to investigate and develop improvements on the control structure 

of the pressure leach process. This means that the purpose of the model is to serve as a plant 

simulation that adheres to the following criteria: 

1. It should be set up in such a way that control can be successfully implemented and tested on 

it. 

2. It should be sufficiently similar to the real plant that conclusions and developments made in 

terms of control structure should apply to the real plant. 

Such a model would enable the testing of control structures for the pressure leach process.  

It is important to note that the required accuracy of the model depends on the nature of the control 

development. However, the control that can be developed is limited by the accuracy of the model. 

With this dilemma in mind, it makes sense that Barlas (1994) states that model validity is achieved by 

means of a òconversationaló, instead of a confrontational, process. This means that instead of 

unceasingly attempting to eliminate errors between the model and the real plant, model validation as a 

whole in this project entails a process wherein the following two questions are asked continuously 

(and in a sense iteratively): 

¶ Is the model similar to the real process in the sense and to the extent that control can be 

developed on the model? 

¶ How does the current model validity limit the control that can be developed, and is it 

sufficient for this project?  

The result of this process is given in this document. 

3.6.2 Applicability of Conceptual Model to Purpose 

Preliminary test work done by Dorfling (2012) suggested and work by the author (Knoblauch & 

Bradshaw, 2012) showed that the modelõs overall structure is suitable for the implementation and 

evaluation of control. Model validation for the investigation of control structures is sufficient for the 

purpose of this project, but it must be noted that a more rigorous conceptual model validation ð 

including the reconsideration of how reaction kinetics were derived and of the manner in which 

reaction rates are calculated ð would be necessary for a detailed design of control for the process. The 

difference between the structural and a detailed design of control lies therein that the latter requires 

accurate tuning that can be applied to the real plant, and this in turn requires a model that 

quantitatively provides a near exact match of plant performance. 
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3.6.3 Conceptual Model Changes 

In the process of migrating the model to Simulink, it was found that a number of the assumptions 

made both by Dorfling (Dorfling, Bradshaw, & Akdogan, Characterisation and dynamic modelling of 

the behaviour of platinum group metals in high pressure sulphuric acid/oxygen leaching systems, 

2012) and the author (Knoblauch & Bradshaw, 2012) in the development of the controlled model are 

not justifiable. This called for some changes to be made to the model, which will now be discussed 

separately. 

The following assumptions made by Dorfling (2012) still hold for this project: 

¶ All mixed tanks and autoclave compartments are perfectly mixed. 

¶ There are no reactions taking place outside the autoclave. 

¶ The flash recycle stream has the same composition as the contents of compartment 1. 

The following table summarises the conceptual model changes in this section: 

Table 14: Conceptual model changes, with a summary of the reason for each 

Conceptual Model Changes  Reason for change  

Addition of cooling of compartments 2 and 3  The temperature of compartments 1 to 3 are not the same 

Addition of level control in the autoclave  Compartment levels do not stay constant 

Change of the level control of 400 -TK-050 Implementation in model did not correlate with statements  

Addition of pressure control  Pressure is incorrectly assumed to be constant 

Addition of dead time  Delays due to piping were not accounted for in model  

Addition of stream 23  Acid stream was not in previous models 

Addition of non -leaching components The omission of Pt and Pd is incorrect 

Addition of water to stream 1  Solids are fed at a solids fraction of 0.5. 

Addition of formic filtrate  Stream 3 was assumed to be water, but is not 

Changed oxygen feed fractions Data and stoichiometry requirements do not correlate well  

Correction of compartment 1 calculations  This was not done correctly 

Correction of inventory sizes All inventories were assumed to be 1 m
3 

 

Each of these changes will now be discussed separately. Note that the following flow diagram can be 

used as reference for the discussion of the changes made: 
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Figure 13: Diagram of the pressure leach process, with the relevant process variable tags added. 

Addition of Cooling of Compartments 2 & 3 

In previous work on the MATLAB model, it was assumed that the cooling coils in the autoclaveõs 

second and third compartments do not have the capacity to sufficiently cool these compartments 

down to set point values (Knoblauch & Bradshaw, 2012). During an inspection of the autoclave on 

the plant, it was found that this was not the case, and that the cooling in the second compartment was 

not operational ð leading to the overheating of the second stage leach. Taking into account for the 

existing cooling coilsõ capacity to bring the respective temperatures down to its set points, these coils 

were added ð along with the control of the flow of cooling water (Steenekamp & Mrubata, Control 

and Specifications of the BMR, 2013). 

Assuming perfect mixing and heat transfer, the following equation is used to determine the heat 

removed by the cooling coils in each compartment (Cengel & Ghajar, 2010): 

ὗ  ά ὅȟ Ὕ Ὕ  

[11] 

In this equation, the ά term refers to the mass flow rate of cooling water through the cooling coils, 

the Cp values is the waterõs heat capacity and the two temperatures are those of the second autoclave 

compartment and of the cooling water, respectively. It  is assumed that the flow rate of the cooling 

water will be high enough that the temperature increase thereof will be small enough that its heat 

capacity remains approximately constant.  
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It should be noted that the manner in which the temperature of the second and third compartments 

are calculated was changed with the addition of the cooling coils. Dorfling assumed in his model that, 

at steady-state, these two temperatures would be the same as that of compartment 1 (Dorfling, 

Bradshaw, & Akdogan, Characterisation and dynamic modelling of the behaviour of platinum group 

metals in high pressure sulphuric acid/oxygen leaching systems, 2012). After an inspection of the data 

from Lonmin this assumption is found to be unjustified. For the steady-state condition, an energy 

balance is solved for each autoclave compartment, as can be seen below for compartment 3: 

Ὕ ςυ
ὖ ὗ ὰ ὅȟ ά Ὕ ςυ ὗ ȟ ὗ ȟ Вὗ

ὅȟ ά ὕͺ ὅȟ
 

[12} 

Here, Pagitator is the energy added by the agitator, Qloss is the rate of heat loss through the compartmentõs 

wall, stream AC2 is the flow into the compartment, Qevap is the rate of heat loss through evaporation, 

Qremoved is the rate of heat removal by the cooling coils and the O2 cons term is in kg/h. 

Addition of Level Control in the Autoclave 

At the onset of this project, no level control has yet been added to the third (400-LIC-2002) and 

fourth (400-LIC-2003) autoclave compartments in the model ð while it is present at the Lonmin plant. 

The reason for this is that it was wrongly assumed that the masses of these compartments remain 

constant, while the respective outflows vary to maintain this condition. This was corrected by 

changing the two compartments in the model in such a way that with each time step in Simulink a 

new compartment content mass is calculated for a given instantaneous outflow, in the form of a 

differential equation. The equation for compartment 3 is given below: 

Ὠά

Ὠὸ
ά ά ὕȟ Ὄὕ  

[13} 

In this equation mAC2 and m14 refer to the mass flow rate of the streams flowing in from compartment 

2 and out of compartment 3, respectively. Moreover, the O2 and H2O terms refer to the rate at which 

oxygen is taken up into the tank contents (by reactions) and water condenses into the contents (which 

can also be a negative term). The resulting compartment contents mass is then used in the calculation 

of the reactions in each compartment.  

A PI mass controller was then added, which operates in the same manner as those already 

implemented, with the effluent flow rate being the manipulated variable in each case. The tuning of 

these controllers is discussed in more detail in section 4.3. 

Change of Level Control of 400-TK-050 

While it was known that the level of 400-TK-050 is controlled by varying the flow rate of the entering 

acid, water and spent, this was not yet implemented on the model (Knoblauch & Bradshaw, 2012). 
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This problem was rectified by changing the MV of the level controller from the tankõs outflow (400-

FIC-501) to the sum of the three added streams (400-FIC-0504, -0505 and -0501, also called streams 

18 to 20). The flow rate of the outflow was then changed to be constant ð making the operation of 

400-TK-050 more similar to that of 400-TK-10.  

Addition of Pressure Control 

An important assumption made by Dorfling was that the pressure in the autoclave remains constant 

(Dorfling, Bradshaw, & Akdogan, Characterisation and dynamic modelling of the behaviour of 

platinum group metals in high pressure sulphuric acid/oxygen leaching systems, 2012). The flow rate 

of the vapour bleed was calculated to be the net sum of the vapour flow rates from the autoclave 

compartments, thus varying as is required to maintain a constant pressure. In practice, the vapour 

bleed streamõs flow rate is more constant than is assumed in the provided model (Steenekamp & 

Mrubata, Control and Specifications of the BMR, 2013). The pressure in the autoclave does change 

and is controlled on the plant by varying the total flow rate of the sparged oxygen into the last three 

compartments. It is important that this is included in the model, due to the fact that fluctuations in 

pressure influence a number of factors, such as reaction kinetics. The addition of pressure as a 

variable therefore introduces to the autoclaveõs control a potential source of instability and loop 

interaction. 

The first step in adding pressure variation and control was to decide on a manner in which the 

pressure would be calculated from known process parameters. A correlation between the temperature, 

volume, mass of components and pressure of the vapour phase in the autoclave was needed. While 

there are a number of comprehensive correlations available in literature, it should be noted that the 

low level of precision of the known parameters mean that a crude, approximated correlation is 

sufficient. With this in mind, the ideal gas law with a compressibility factor is deemed sufficient for 

this purpose. The adapted ideal gas law of a mixture is given below (Felder & Rousseau, Elementary 

Principles of Chemical Processes, 2005): 

ὖ ὠ ᾀ ὲ ὙὝ
ᾀ ά ὙὝ

ὓ
 

[14] 

Here, V tot is the total space in the autoclave available for filling with vapour, while zavg is the 

compressibility factor of the mixture. At the provided typical autoclave conditions, the compressibility 

factor of water is approximately 0.94 (Sandler, 2006). Tavg is set to be a 100oC, which is a reasonable 

representation of the autoclaveõs vapour space, of which the temperature is influenced by the 

temperature of the autoclave contents and tank walls. In order to simplify the process of determining 

the total amount of moles in the vapour space, the adapted ideal gas law is used in the steady-state 

calculations to determine the total mass in the vapour space at a specific pressure. Since the vapour 

phase is assumed to be a saturated mixture between water and oxygen, the molar mass of the mixture 
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is set to be a weighted average of the molar masses of these two components. The steady-state 

pressure is set to the typical pressure in the data.  

Dorfling (2012) assumed that the flow rate of the autoclaveõs vapour bleed stream would be the sum 

of the vapour streams from each autoclave compartment However, the introduction of pressure 

control necessitates the occurrence of accumulation in the vapour space. The first approach to this 

problem would be to assume a constant bleed rate. However, correspondence with Lonmin personnel 

revealed that the bleed stream flows through a valve that opens and closes at a set frequency 

(Burchell, 2014). This frequency is not available, but is said to be very high. Noting that each time the 

valve opens the flow through it is a function of the pressure difference over it, along with assuming 

that the open-close frequency is very high, the bleed flow rate can be assumed to change linearly with 

autoclave pressure. The following equation describes how the bleed stream is calculated at time step i: 

ά ȟ ά ȟ

ὖ

ὖ
 

[15] 

Here, the ratio between the current and initial pressure is multiplied by the initial mass flow rate 

through the bleed stream to calculate the current flow rate thereof. 

A new differential equation is also added to the model,  

Ὠά  

Ὠὸ
ά ȟ ά  

[16] 

Here, mvap,in is the total vapour given off by the four compartments, while m8 is the mass flow rate of 

the bleed stream. The resulting vapour space mass is then used to determine the pressure for each 

iteration.  

A PI controller is added which uses this pressure as CV, while the total oxygen flow rate is the MV. 

This control is discussed later in more detail. 

Addition of dead time 

The addition of dead time in the model is an important step in the refining of the dynamic model, due 

to its potentially significant influence on controller design. This was done by calculating it from plant 

specifications. Pipe lengths and diameters were provided by Lonmin, allowing the calculation of the 

pipesõ approximate volumes. Using the mean values of the flow rates in the gathered data, along with 

the pipe volumes, the following equation is used to determine the typical dead time values. The 

calculated values are called typical values, since flow rate variations will let the exact dead times vary. 

—
ὠ

ὠ 
 

[17] 
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It is important to note that, since the model has to be compared with the data, the positions of the 

sensors are important. This means that ð along with the dead times between tanks ð the dead times of 

the pipe sections before sensors are also important. The dead time calculation for each pipe is 

therefore separated into before and after the sensing point. Dead times are calculated from steady-state 

values, since small changes are not important. Dead time values for typical input data are shown 

below: 

Table 15: Summary of typical dead times in the piping of the pressure leach 

 

It can be seen that not one of the dead times are in excess of 2 minutes, which is magnitudes smaller 

than the large time constants noted by Lonmin (Steenekamp & Mrubata, Control and Specifications 

of the BMR, 2013).  

The dead times are added into the continuous Simulink model by means of Transport Delay blocks. A 

first set of delays are made which represent the dead times in the pipe sections before the sensor 

positions. After this first set, all controllers receive its necessary information ð as would be done by 

the sensors in the plant. Note that this does not include flow sensors, since incompressible flow is 

assumed ð meaning that there will be no delay in flow rate changes in the pipes.  

Thereafter, a second set of delays are made, which represent the pipe sections from the sensors to the 

next tank. After this second delay, the respective variables are used in the modelõs calculations and 

differential equations ð before the next iteration receives its same delays. 

Addition of Stream 23 

The received model does not contain a pure acid stream entering 400-TK-20, while acid is in fact 

added at this point. A pure sulphuric acid stream is therefore added to the dynamic model and named 

Tank Before Tank After Flow Sensor
Relation to 

Sensor
 ̒(s)

Before <0.001

After <0.001

Before 3.60

After 22.68

Before 30.96

After 5.04

Before 28.80

After 5.40

Before 6.48

After 6.48

Before 21.60

After 53.64

Before 6.48

After 25.92

400-TH-700 400-TK-150 (stream 17)

400-FIC-501Autoclave C4400-TK-15

Autoclave C3 400-TK-40 400-FIC-0402

400-FIC-0401400-TH-700400-TK-40

400-TK-20 Autoclave C1400-FIC-2204

Autoclave C1 400-TK-20 400-FIC-2203

400-FIC-0103400-TK-20400-TK-10
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stream 23. On the real plant, this stream serves as a manipulated variable with which the acid 

concentration in 400-TK-20 is controlled. Its measurements are available in the data, so its flow rate 

can be simulated realistically. 

Addition of Non-leaching Components 

The received model contains only Ir, Rh and Ru as PGMs. The reason for this is that is that platinum 

and palladium is assumed not to leach in the autoclave. These two species were added to the model, 

assuming that it does indeed not react. This is done to provide a more realistic representation of 

stream compositions. 

Addition of Water to Stream 1 

The received model assumes that the first stage leach residue enters the second stage area as a solid 

mass. Lonmin, however, noted that this stream is 50% solids (Steenekamp & Mrubata, Control and 

Specifications of the BMR, 2013). Water is therefore added to the modelõs first stream in a mass flow 

rate that matches that of the total entering solids. 

Additi on of Formic Filtrate 

The model in its received form does not have a formic filtrate stream flowing into 400-TK-10. 

Instead, it approximates it as being 100% water. With compositional data of formic filtrate being 

available, this streamõs composition was corrected, as can be seen below: 

Table 16: Sample composition of formic filtrate 

Element  Concentration  

Cu 0.024 g/L 

Ni  2.239 g/L 

Fe 4.56 g/L 

Co ~0 g/L 

Te ~0 g/L 

Pt ~0 g/L 

Pd ~0 g/L 

Au ~0 g/L 

Rh 1.802 ppm 

Ru 166.108 ppm 

Ir  323.455 ppm 

Se ~0 g/L 
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Changed Oxygen Feed Fractions 

The total flow rate values of oxygen into the autoclave in the data are much lower than the 

stoichiometrically required amount, as calculated by simulating the process with inputs that 

correspond with those of the data. Since only the flow rate of the oxygen into the second 

compartment is available in the data, it is assumed that the low oxygen flow rate in the data is caused 

by a small fraction of the total oxygen fed going to compartment 2. This means that only 20% of the 

total oxygen goes into the second compartment. In this manner, a compromise is found between 

adhering to the input data and letting the model reach the plantõs performance. 

Correction of Compartment 1 Calculations 

An error was picked up in the manner in which the reactions in (and flow from) compartment 1 are 

calculated in the received model. It was assumed, in the calculation of the reactions in the 

compartment, that the products leave the compartment only via the flash recycle stream, where in fact 

it also exits via the overflow to compartment 2. Correcting this error introduced the need for a while 

loop, since the flow rate of the overflow stream (and therefore also the reaction rates) has to be 

determined iteratively. This method was correctly present in the calculations of compartment 2. 

Discrete Controllers Considered 

The PI controllers implemented on the model receives set point and CV values continuously, and the 

resulting MV change is also applied continuously. This is typically not ideal, since controllers on a 

plant are generally discrete ð meaning that it receives values sampled at certain time steps and also 

executes at certain times, known as the controller execution rate. Typical values for this controller 

execution rate were received from Lonmin, showing that it is typically in the order of 100 milliseconds 

(Burchell, 2014). In the light of the fact that the Simulink modelõs step sizes are almost never below 1 

second, it can be confirmed that the controllers can be approximated as being continuous.  

Inventory Sizes 

The sizes of the inventories surrounding the autoclave assumed by Dorfling (2012) were found to be 

incoherent with the true sizes on the plant. After a plant visit these sizes were updated to be the 

following (Steenekamp & Mrubata, Control and Specifications of the BMR, 2013): 
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Table 17: Inventory volumes, as provided by Lonmin 

Inventory Name  Dorfling (2012) (m
3
) VTank (m

3
) Normal Level (%)  VLiquid  (m

3
) 

Compartment 1  14.00 18.67 75 14.00 

Compartment 2  4.67 6.23 75 4.67 

Compartment 3  4.67 6.23 75 4.67 

Compartment 4  4.67 6.23 75 4.67 

400-TK-10 1 15.00 60 9.00 

400-TK-20 1 35.00 55 19.25 

400-TK-040 1 15.70 40 6.28 

400-TK-050 1 8.30 60 4.98 

 

In addition to the above volumes, the model requires additional information in terms of the 

autoclaveõs dimensions. It is assumed that the space filled by the cooling coils is negligible. These are 

given below (Steenekamp & Mrubata, Control and Specifications of the BMR, 2013): 

Table 18: Autoclave dimensions as required by the model 

Compartment  Length (m)  Outer Diameter (m)  

1 5.5 2.5 

2 1.8 2.5 

3 1.8 2.5 

4 1.8 2.5 

3.6.4 Validation Input Conditions 

In order for the model to operate in the same operational ranges as the real plant did at the time of 

the gathering of the data, the inputs of the model need to be matched with that of the data. This has 

to be done by setting up mass balances, since much of the required flow rate and compositional 

information is missing in the data. This is first done for the second stage leach and thereafter the third 

stage. A number of assumptions are necessary to be able to do the balance, and these include the 

following: 

¶ The solid and liquid phases mix in an ideal fashion in 400-TK-10 

¶ The densities of formic filtrate and copper spent electrolyte are both 1.15 kg/L 

¶ The solids phase has a density of 4.45 kg/L  (Dorfling, Bradshaw, & Akdogan, 

Characterisation and dynamic modelling of the behaviour of platinum group metals in high 

pressure sulphuric acid/oxygen leaching systems, 2012) 

Due to the fact that the composition of the contents of stream 1 is unknown, the first step is to 

determine it from the data.  The balance set up around 400-TK-10 can be seen below: 
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Table 19: Flow rates and densities for streams 1 to 5, and its phases. 

Phase Stream 1 2 3 4 5 

Liquid  

Mass Flow (kg/h)  947.5 2390 3841 0 7178 

Density (kg/L)  1.1 1.15 1.15 - 1.143 

Volume Flow (L/h)  861.3 2078 3340 0 6279 

Solid  

Mass Flow (kg/h)  521 0 0 0 521 

Density (kg/L)  4.45 - - - 4.45 

Volume Flow (L/h)  117.0787 0 0 0 117.0787 

Total  

Mass Flow (kg/h)  1468.5 2389.7 3841 0 8498.36 

Density (kg/L)  1.5 1.321006 1.15 - 1.18 

Volume Flow (L/h)  979 1809 3340 0 7202 

 

The values used in this balance are means of the first range identified in section 3.3.4. The solids 

fraction of stream was chosen in such a way that the mass balance in stream 1 is satisfied under 

perfect mixing conditions. It can, however,  be calculated that the total mass flow rates across the 

table (streams 1 to 4) add up to 7699.2 kg/h, which gives a 9.4% error. This error value can be caused 

by mistakes in either flow measurements or density readings, as mentioned in section 3.3.4. 

With the phase fractions of stream 1 determined, and the element composition of the respective 

phases set ð it is important to note that the compounds in which the element occur in the solids 

remains to be determined. Due to uncertainties about additional compounds that may be present in 

the first stage leach residue, a component balance on the solids compositional data is not sufficient to 

determine the exact component fractions. Instead, a mass balance is used, in which the following 

assumption is made: 

The base metal reactions in the second stage leach can be approximated by the following four 

(Dorfling, Akdogan, Bradshaw, & Eksteen, Determination of the relative leaching kinetics of Cu, Rh, 

Ru and Ir during the sulphuric acid pressure leaching of leach residue derived from Ni-Cu converter 

matte enriched in platinum group metals, 2010): 

1. NiS + 2O2 ɸ Ni2+ + SO4
2- 

2. 2Ni3S4 + 2H2O + 15O2 ɸ 6Ni2+ + 4H+ + 8SO4
2- 

3. Cu9S5 + 8H+ + 2O2 ɸ 4Cu2+ + 5CuS + 4H2O                       

4. CuS + 2O2 ɸ Cu2+ + SO4
2-  

Using the entering flow rates and compositions as were specified for the previous table, the following 

table was set up: 
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Table 20: Flow rates and densities for streams from the second stage leach, and its phases. 

Phase Stream 1 2 3 4 5 14 

Liquid  

Mass Flow (kg/h)  947.5 2389 3841 0 7177.5 7903.547 

Density (kg/L)  1.070 1.150 1.150 1.840 1.139 1.200 

Volume Flow (L/h)  890 2080 3340 0 6300 6586 

Solid  

Mass Flow (kg/h)  521 0 0 0 521 6.54 

Density (kg/L)  4450 - - - 4450 4450 

Volume Flow (L/h)  0.1170787 0 0 0 0.117079 0.00147 

Total  

Mass Flow (kg/h)  1468.5 2389 3841 0 7698.5 7910.089 

Density (kg/L)  1500 1150 1150 - 1199.146 1200.725 

Volume Flow (L/h)  0.98 2.08 3.34 0.00 6.42 6.59 

Element 

Mass 

Flow 

Rates 

(kg/h)  

Cu 306.42 0.00 0.00 0.00 306.42 1.59 

Ni  64.97 0.00 0.00 0.00 64.97 0.00 

H2SO4 0.00 0.00 0.00 0.00 0.00 0.00 

H2O 0.00 0.00 0.00 0.00 0.00 0.00 

O2 0.00 0.00 0.00 0.00 0.00 0.00 

Fe 1.21 0.00 0.00 0.00 1.21 1.21 

Pt 1.71 0.00 0.00 0.00 1.71 1.71 

Pd 0.84 0.00 0.00 0.00 0.84 0.84 

Rh 0.30 0.00 0.00 0.00 0.30 0.30 

Ru 0.69 0.00 0.00 0.00 0.69 0.69 

Ir  0.19 0.00 0.00 0.00 0.19 0.19 

S 127.85 0.00 0.00 0.00 127.85 0.00 

 

The fraction of copper as Cu9S5 (rest is CuS) and of nickel as NiS (rest is Ni3S4) is assumed and the 

extent of each of the assumed reactions is set to 100%. The latter is done for the following reason: for 

the correct ratioõs ð disregarding the PGM compounds ð such complete reactions would ensure that 

no sulphur is left in the solids phase. With this in mind, the chosen values are solved with Excelõs 

solver function, setting the sulphur in the solids phase as the end of the reaction to zero. The 

following values result from this, with PGM values still being at the values provided by Dorfling 

(2012): 
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Table 21: Compounds in which metallic elements occur in the first stage leach residue 

Element  Major 

Compound  

Fraction  Rest 

Cu Cu9S5 0.914 CuS 

Ni  NiS 0.903 Ni3S4 

Rh Rh2S3 0.5 Rh 

Ru RuS2 0.7 Ru 

Ir  Ir2S3 0.6 Ir 

 

With stream 1 characterised, a number of variables need to be set from the data in order to have a 

completely specified system. Two such variables are the flow rate and ratio of oxygen into the 

autoclave, and the manner in which the thickener/centrifuge split the contents of stream 15 into 16 

and 17. Dorfling (2012) recommends that oxygen is fed at a rate that is 20% more than what is 

required stoichiometrically. Data are only available for the oxygen flow rate into compartments 2 and 

3. As mentioned, if the flow rate into compartment 4 would be the same as that of the other two, the 

total oxygen flow rate would be much too low, if compared with the amount calculated by the model. 

There are three possible explanations for this situation:  

1. The model wrongly predicts the amount of oxygen that is necessary 

2. The real plant does not sparge enough oxygen 

3. The total oxygen flow rate is split in such a way that the majority of it (approximately 60%) 

goes to the last compartment 

Scenarioõs 1 and 2 are outside the scope of this project, which leaves the assumption that scenario 3 is 

true as the only possibility for this project. The recommendation is that scenarios 1 and 2 should be 

investigated in future work. 

Due to the shortage of data for the third leaching stage leach (more specifically, the lack of data for 

the effluent stream of 400-TK-050), the composition of the underflow of the thickener/centrifuge 

(stream 17) cannot be determined with a mass balance. Since the solid-liquid separation step is outside 

the scope of this project, the operation of this step is assumed to be perfect, and that the contents of 

stream 17 is the solids in stream 15. This same assumption is made by Dorfling (2012).   
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3.7 SANITY CHECKS 

Before commencing with operational validation, it is important to ensure that in principle the model 

performs as is expected. This can be done by doing sanity checks in the form of step tests on the 

model, noting the effect it has on several key model variables. In this comparison the results of tests 

done by Dorfling (2012) are used as the expected responses ð and therefore the tests done in this 

section (along with the step sizes of each test) are made similar to those by Dorfling. It is important to 

note here that, due to the complexity of the model, no other expected responses can be given as a 

third option. A thorough comparison of the model responses with experimental knowledge has been 

done by Dorfling (2012), and therefore those results are expected to be matched in this section.  

Note that the input conditions of the model are set to match those of Dorfling (2012) for this 

comparison. Each effect is only noted as an increase or decrease, to verify that the model responds as 

expected. It should be noted that sanity checks are not limited to this section, and that throughout the 

use of the model ð  whether during model validation or controller tuning ð the manner in which 

output variables respond to different input changes are continually considered in the light of process 

knowledge.  

In this section, steady-state tests are done, which means that the noted responses refer to the changes 

in steady-state ranges of operation. The results can be seen below: 

Table 22: Stepped input variables, with step sizes given, along with the responses of several output variables ð 
by Dorfling (2012) and in this project. 

Step Size Dorfling (2012) Response  Current Response  

  T1 T3 Cu3 Cu4 Rh3 Rh4 T1 T3 Cu3 Cu4 Rh3 Rh4 

S1 +6.7% Ạ ạ ạ Ạ ạ Ạ Ạ ạ ạ Ạ ạ Ạ 

m4 + 25% - ạ ạ Ạ ạ Ạ - ạ ạ Ạ - Ạ 

m9 - 40% Ạ ạ ạ Ạ ạ Ạ Ạ ạ ạ Ạ ạ Ạ 

P +6.7% Ạ ạ Ạ - Ạ ạ Ạ ạ Ạ - Ạ ạ 

 

In this table S1, m4 and m9 refer to the solids flow rate in stream 1, and the mass flow rates of stream 4 

and 9, respectively. The response variables are the temperatures of compartments 1 and 3, the copper 

concentration in compartments 3 and 4, and the rhodium concentrations in compartments 3 and 4. 

It can be seen that all the given response variables ð in each of the runs ð change in the same 

direction as has been found by Dorfling (2012). This shows that the model used in this project 

performs in a manner that is in line with experimental knowledge. One exception is the fact that the 

rhodium concentration in the third autoclave compartment does not change in response to the acid 

feed change, while it is expected to decrease. Dorfling (2012) mentions that the rate of rhodium 

leaching does not depend directly on the acid concentration, but rather on the dissolved oxygen 
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concentration. Therefore, while the responses do not correlate well (due to one or more of the 

changes made in section 3.6.3), the current response is in line with experimental knowledge. 
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3.8 OPERATIONAL VALI DATION  

The purpose of this section, as was discussed in the literature review, is to evaluate the performance 

of the model by comparing it to the data. The aim is not to achieve an exact quantitative match 

between the model and the data, but to systematically demonstrate how suitable the model is to its 

intended purpose.  

3.8.1 Adaptions to Model for Validation 

The dynamic model was adjusted in a number of ways in order to facilitate the comparison with the 

data.  

Differences between the model and data can be due to the following factors: 

1. Differences in plant specifications and reaction kinetics (collectively referred to as model 

errors). 

2. Differences in controller performance (including setup and tuning). 

In order to minimise the effect of point 2, the decision was made to bypass the effect of control by 

importing actual MV values into the model as inputs. During this process, the fact that the mass 

balances in the data do not hold was encountered again. For the sake of mass conservation, therefore, 

some flow rate values are calculated instead of being imported, in order to ensure that all relevant 

flow rates balance. The variables imported are listed below: 

Table 23: Table of data arrays imported into the model for validation 

Variable  Stream Number  Manner in which imported  

400-FIC-0101 2 Directly 

400-FIC-1102 3 Directly 

400-FIC-0107 4 Directly 

400-FIC-0103 5 Adapted:  outliers removed & moving average of 1 minute taken  

400-FIC-2204 7 Adapted: data values for 400-FIC-2203 multiplied by 1.18  

400-FIC-2203 9 Adapted: data values divided by 1.1 

400-FIC-0505 18 Adapted: data values multiplied by 0.85 to aid mass balance 

400-FIC-0504 20 Directly 

400-FIC-2202 23 Directly 

 

Note that the reasoning behind the given factors with which some of the data values have been 

multiplied, are given below: 

¶ The flow rate of stream 7 is imported as 1.18 times the data values of the flash recycle stream. 

This is due to the fact that a large enough ratio between the flow rates has to be kept at all 
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times in order to ensure that the net effect of these two streams is an inflow into the 

autoclave. The value of 1.18 is chosen, since multiplying it with the flash recycle stream values 

produced flow rates of stream 7 that best approximated the data values for this stream.  

¶ The flow rate of the flash recycle stream is divided by 1.1 in order to aid in ensuring that the 

ratio between this stream and stream 7 is large enough (see previous point) without resulting 

in a stream 7 flow rate that is too large.  

¶ The data values of stream 18 are multiplied by 0.85 to minimise the times where a negative 

flow rate of stream 19 is required to prevent accumulation in 400-TK-050. 

Some variables could not be imported and rather had to be set as an MV by a control loop. The 

following values are determined in this manner: 

Table 24: Control loops added to the validation model, with reasons therefor 

MV CV Reason for control addition  

400-FIC-0103 Mass in 400-TK-10 Mass balance around tank 

400-FIC-2001(A -C) Autoclave pressure Pressure control needed to run model 

m13 (steam)  400-TIC-2005 MV flow rate not in data  

400-FIC-0402 Mass in compartment 3 Compartment mass should drive outflow (response 

variable) 

400-FIC-0401 Mass in 400-TK-040 Mass throughput more important than exact flow  

400-FIC-0501 Mass in 400-TK-050 Mass balance around tank 

400-FIC-2003 Mass in compartment 4 MV flow rate not in data  

Water in coils (comp 3)  400-TIC-2003 MV flow rate not in data 

 

The added controllers were tuned and fine-tuned in the manner described in section 4.3. Examples of 

such a tuning procedure are shown in Appendix F. The following tuning parameters are used: 

Table 25: Tuning parameters used in validation model 

CV Kc 1/T I 

Mass in 400 -TK-10 N/A  N/A  

Autoclave pressure  18.75 0.9 

400-TIC-2005 2 5 

Mass in compartment 3  -0.12 0.3 

Mass in 400 -TK-040 -0.027 0.7 

Mass in 400 -TK-050 N/A  N/A  

Mass in compartment 4  -0.005 0.3 

400-TIC-2003 -6 0.1 
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Note that ð for the model validation phase ð the mass controllers of 400-TK-10 and 400-TK-050 are 

replaced by manual calculations. This means that the MV values are calculated such that there is a 

minimal change in the mass of the tankõs contents. For 400-TK-10 the mass flow rate of stream 1 is 

calculated as follows: 

ά ά ά ά  

[18] 

Note that the mass flow rates of streams 2, 3 and 5 are imported from the data. In the case of 400-

TK-050, stream 19 is chosen to be the stream that will be calculated from other imported values. The 

following equation shows how this is done: 

ά ά ά ά ά  

[19] 

The compositions of the streams entering the pressure leach process are sampled too infrequently to 

be able to continuously import these compositions into the simulation. With this in mind, the 

compositions of formic filtrate, copper spent and first stage leach residue are taken to be the average 

of the sampled values over the timespan of the data gathered. The flow rates entered for the 

calculation of initial values (under steady-state assumptions) are taken to be the mean of the first few 

hoursõ values in the data set.  

Note again that the data are provided for a period stretching from 11:38 on 22 April to 12:09 on 24 

April 2013. For the generation of the validation plots that is to be discussed, the model was run for 24 

hours simulation time, from the start of the data set. A script file was written to automatically import 

the input data, run the steady-state model, import the variables to be added as flow rates into the 

model, run the dynamic model using the Sim function, import the data values and plot the model and 

data values below one another.  

3.8.2 Validation Overview 

Due to the large number of variables to be compared for this validation, the operational model 

validation is done in Appendix D, with a summary of the statistics and the resulting findings 

presented in this section.  

The following diagram can be referred to throughout the operational validation section: 
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Figure 14: Simplified schematic representation of the pressure leach process at Lonmin, with basic control loops 

and stream numbers indicated  

Table 26 contains the key variables for the comparison of flow rates, temperatures, pressure and tank 

levels:  
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Table 26: Variables for which a comparison is done between model and data values, with units, means and 
absolute error values are given, along with the ordinary and normalised root mean square error (RMSE) values 

and an indication of the trend match. 

Tag 

(400-) 

Stream /  

Tank 
Unit  

Mean  Standard Dev.  Error  
RMSE nRMSE 

Trend 

match  Data Model  Data Model  Min  Max  

FIC-0106 Stream 1 L/h 1143.8 2641.1 778.53 1613.4 0.403 6961.0 2674.5 40.94% Fair 

FIC-0101 Stream 2 L/h 2357.3 2357.2 1720.5 1720.5 0 80.530 2.2250 0.02% Match 

FIC-1102 Stream 3 L/h 2892.4 2893.3 1872.7 1872.6 0 663.61 21.235 0.22% Match 

LIC-0101 400-TK-10 %full 65.372 65.846 6.6322 12.311 0.0246 38.95 13.063 23.02% Bad 

FIC-0103 Stream 5 L/h 7445.2 7453.7 482.14 421.68 0 6322.3 254.19 3.40% Match 

FIC-2202 Stream 23 L/h 42.072 42.136 64.028 64.009 0 46.24 1.7227 0.73% Match 

LIC-2201 400-TK-20 %full 58.904 60.831 4.3599 8.9655 0.0024 27.395 11.799 57.37% Bad 

FIC-2204 Stream 7 L/h 28352 31355 42969 3854.8 3.0906 162530 42996 2.64% Good 

FIC-2203 Stream 9 L/h 26548 24120 3424.1 2964.7 1.8385 16720 2764.0 9.97% Match 

TIC-2001 Comp 1 o
C 136.34 106.44 1.8437 2.2718 23.603 39.460 30.055 269.1% Bad 

TIC-2002 Comp 2 o
C 141.62 124.25 1.5410 4.0681 9.029 27.133 17.824 245.4% Bad 

TIC-2003 Comp 3 o
C 125.17 124.93 2.8060 3.2923 0.0033 18.697 2.980 23.01% Good 

LIC-2002 Comp 3 %full 65.241 65.367 2.1939 0.7708 0.0008 23.893 2.425 8.38% Bad 

FIC-0402 Stream 14 L/h 7954.5 7502.0 2084.9 888.47 0.9173 7123.3 2518.5 23.42% Bad 

LIC-0401 400-TK-040 %full 49.654 49.654 6.1035 1.5988 0.0139 22.823 6.329 15.23% Bad 

FIC-0401 Stream 15 L/h 7346.1 7720.3 2335.8 875.90 0.0987 7349.3 2741.6 21.53% Bad 

LIC-151 400-TK-050 %full 72.28 72.28 10.614 13.314 0.0013 44.525 20.654 39.33% Bad 

FIC-0505 Stream 18 L/h 1095.2 932.13 48.181 42.910 48.401 180.99 164.24 95.98% Good 

FIC-0501 Stream 19 L/h 107.16 66.88 343.95 119.71 0 1595.5 382.73 23.99% Bad 

FIC-0504 Stream 20 L/h 0 0 0 0 0 0 0 N/A  N/A  

TIC-2005 Comp 4 o
C 139.97 139.71 2.9852 2.9018 0.0073 17.543 4.820 30.71% Fair 

LIC-2003 Comp 4 %full 66.385 61.331 15.455 1.2170 0.0089 43.667 15.364 28.93% Bad 

PIC-2001 Autoclave bar 650.00 646.29 6.5036 8.3318 0.0027 63.996 11.363 11.72% Bad 

FIC-2009 Stream 10 kg/h  88.127 85.574 6.4333 7.2751 0.0081 34.349 9.2935 19.29% Bad 

 

From this table it can be seen that for some of the variables there is a good correlation between 

model and data values, while large errors are evident for others. This is discussed in Appendix D, with 

the findings of the analysis given in the next section. 

A summary of the acid concentrations in key process inventories are given in Table 27, both for data 

and model values. 
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Table 27: A summary of the data and model values for acid concentrations in 5 process inventories. 

Inventory  
Data Values (g/L)  Model Values (g/L)  

Min  Mean  Max  Min  Mean  Max  

[Acid] 400-TK-10 31.0 41.5 55.9 24.2 32.6 41.9 

[Acid] 400-TK-20 13.0 19.2 32.4 23.3 28.4 35.7 

[Acid] comp 3  9.0 19.6  39.0 13.6 17.3 21.1 

[Acid] 400-TK-050 36.9 42.2 49.1 76.5 89.5 98.3 

[Acid] comp 4  30.4 35.8 44.0 51.5 56.8 60.1 

 

It is evident that the acid concentration ranges overlap for the second stage leach inventories, but not 

for those of the third stage. For the analysis of these results, see Appendix D. 

Lastly, the solids and liquid compositional values for the second and third stage leach products are 

given in the two tables below: 

Table 28: Minimum, mean and maximum values for the fractions different metal components make up of the 
second and third stage residue from 22 to 24 April 2013, with corresponding model values given. 

Data Values  Model Values  

% Cu % Ni  % Fe % PGMs % Cu % Ni  % Fe % PGMs 

2
nd

 Stage 

Min  4.50 5.54 4.34 28.07 27.55 6.64 0.004 4.90 

Mean  10.27 7.35 5.70 36.27 59.93 10.53 0.010 5.53 

Max  14.41 9.52 7.14 42.82 65.13 32.18 0.037 9.83 

3
rd

 Stage 

Min  1.47 5.46 8.39 48.07 29.51 4.64 1.0E-4 7.19 

Mean  1.89 5.80 8.48 48.33 51.63 12.59 5.8E-4 9.05 

Max  2.31 6.15 8.57 48.59 65.36 26.40 1.6E-3 13.21 

 

Table 29: Minimum, mean and maximum values for the concentrations of metal components of the second and 
third stage residue from 22 to 24 April 2013, with corresponding model values given. 

Data Values (g/L)  Model Values (g/L)  

[Cu]  [Ni]  [Fe] [PGMs]  [Cu]  [Ni]  [Fe] [PGMs]  

2
nd

 Stage 

Min  83.19 38.35 0.47 0.22 50.62 19.39 2.11 4.5E-3 

Mean  97.32 43.15 0.57 0.23 52.76 25.30 2.34 0.04 

Max  153.03 52.25 0.66 0.25 57.39 28.28 2.72 0.19 

3
rd

 Stage 

Min  25.36 11.49 0.18 0.07 28.26 31.75 0.68 0.04 

Mean  63.62 33.88 0.48 0.23 56.76 41.14 0.78 0.61 

Max  78.33 42.28 0.61 0.29 76.56 51.27 0.88 1.73 
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From the solids table it can be clearly seen that there are significant differences between the data and 

model values, with only the percentage ranges of nickel that overlap. In the case of the liquid 

compositions, the third stage values compare better than those of the second stage. The results are 

discussed in more depth in Appendix D, of which the findings are given below:  

3.8.3 Operational Validation Findings 

Data Comments 

While working with the data, it was clear that the mass balances over several process sections do not 

hold. While such mass balance errors have specifically been found for 400-TK-10 and 400-TK-20 in 

section 3.3.4, due to an incomplete data set it could not be confirmed to be as a result of faulty data. 

This model validation step, however, affirms the internal inconsistency of the data in terms of mass 

balances. In response to this, adaptions were made to several flow rates in the data before importing it 

into the model. This was done to ensure that mass balance errors in the model did not interfere with 

the model validation procedure by wrongly causing inventories to run dry or overflow.    

It would be more ideal if the compositional data was available more frequently than once a shift (or 

once a day, in some cases), so that trends could be compared along with value ranges. The lack of 

flow data for streams 8, 12, 13, 17, 21 and 22 and high-frequency compositional data (especially 

densities) for streams 1, 3, 7, 9, 14, 17, 21 and 22 prevents the setting up of a complete mass balance. 

Other important information that is lacking is the compounds that are present in the first to third 

stage solid residue. It is recommended that ð for future projects ð this information is retrieved from 

Lonmin before commencing a more rigorous data and model validation. 

Model Comments 

During the setup of the model validation plots, it became very clear that the model does not execute 

for certain combinations of input data. Due to the long execution time of both the steady-state and 

dynamic models, it was not possible to determine the exact combinations or code structures (as set up 

by Dorfling (2012)) that cause these failures. It is recommended that the steady-state modelõs 

programming structure be reviewed in order to find the root of this problem. Moreover, it is 

recommended that the dynamic model is migrated from its current form ð in Simulink, with function 

blocks ð into a Simulink-only form. This would ensure that the model runs more quickly and perhaps 

more accurately.  

Validation Plot Findings 

The performance of the model, as evaluated from comparisons with plant data, can be divided into 

two sections. The first section deals with the responses of process variables such as temperature and 

calculated flow rates to the variables added from the data (whether directly or after being altered) and 

those controlled to approximate the corresponding variables in the data. The temperatures of the 
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autoclave compartments 1 and 2, as well as the flow rate of stream 10 and 14, are the most important 

ones to consider in this first section. While these temperatures displayed a clear offset between model 

and data values and trends were not followed very well, the modelõs outputs prove to be satisfactory 

in the light of this project. It was mentioned that the main cause of the differences could either be 

differences between the compositions of the autoclave contents (which, in turn, would be caused by 

inaccurate stream compositions) or by an inaccurate correlation in the model between the flow rate of 

the flash recycle stream and the resulting energy loss in compartment 1. Differences between model 

and data values for stream 14 showed that what happens in the autoclave differ to a significant extent, 

but that this too can be attributed to compositional (as well as temperature) differences. Trends were, 

however, followed to satisfaction ð with the omission of noise in the model. 

 This first section impacts a division of control that is called regulatory control. It is the control of 

inventories, temperatures and pressure (to be termed basic regulatory control) as well as of acid 

concentrations and densities (to be termed compostional regulatory control). Note that the latter is not 

called supervisory control, since the aim of this control is to eventually be employed under another 

supervisory control level. For the sake of model validation, however, and in the light of the 

aforementioned definitions, it can be said that for the purpose of investigating and improving the 

control structure of basic regulatory control, this model is sufficient, for the following reasons: 

¶ The flow rates of the streams around each inventory influence the contents of these 

inventories in a correct manner, showing that mass control can be implemented on the model. 

¶ While not matching the dataõs temperatures, the modelõs temperatures respond as expected to 

by flow rates (most notably those of the flash recycle stream, cooling coils and steam addition) 

and other process variables, such as stream compositions. The model therefore allows for the 

structural control of temperatures. The sources of temperature errors identified in this section 

need to be resolved before the model can be used for the detailed design of temperature 

control on the model. 

¶ The pressure responds as expected to changes in oxygen feed, and therefore ð as with 

temperature ð allows for a structural control investigation. 

Moreover, in terms of compositional regulatory control, it can be seen that ð while the modelõs acid 

values do not correlate well with data values (due to incorrect assumptions, flow rates and/or model 

kinetics) ð it is clear that the entering flow rates lead to sensible acid concentrations in the mixing 

tanks and that these concentrations have a notable impact of the acid concentrations in the autoclave. 

This observation ð along with the fact that solids compositions are calculated by means of mixing 

rules ð deems the model appropriate for the investigation of advanced regulatory control. 

The second section of the data-model comparisons pertain to the leaching reactions and the resulting 

solid and liquid compositions. Since leaching is the main purpose of the autoclave, and the 
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compositional information is the best source of information on leaching performance, the accuracy of 

the modelõs calculated compositions are directly linked to the its usability for the development of 

supervisory control. Due to the observation that the leaching performance ð especially in terms of the 

under-prediction of copper leaching ð is not well simulated, it is preliminarily recommended that 

control structure investigation and development be limited to regulatory control. In order to confirm 

this, sensitivity analyses are done in the next section. 

3.8.4 Sensitivity Analysis 

Introduction & Preparation 

In order to see which variables can be changed that will simultaneously increase the leaching of 

copper and nickel, a steady-state sensitivity analysis is done. The purpose of this sensitivity analysis is 

not to find exact mathematical correlations for different sensitivities, but to determine whether certain 

particular changes lead to large enough changes in key output variables for these changes to be 

considered as possible solutions for fixing model errors. For this reason a one-way sensitivity analysis 

is done (Clemen & Reilly, 2004), specifically in the direction which is expected to improve the base 

metal leaching, in this case. Moreover, only the variables that are examined for improved responses to 

the changes are added in this section as response variables. These include the fraction of base metals 

and PGMs in the solid products of the second and third stage leach.  

The decision of the percentages with which each variable is changed is influenced by the amount with 

which this variable typically varies in the data. Run 2 is an exception to this, since mineralogical data is 

not available. The fraction used by Dorfling is therefore chosen as a reasonable test value. 

Table 30: List of variables changed for each sensitivity analysis run, with initial and final values displayed 

Run 

Nr  

Run 

Name 

Tested Variable  Unit  Initial 

Value 

Test 

Value 

% Change 

1 çm9 Flash recycle stream (400-FIC-2203) kg/h  27000 20000 -25.9 

2 çCuMin Fraction Cu as Cu9S5 (rest as CuS) - 0.914 0.85 -7 

3 çCuFrac Percentage Cu in 1
st
 Stage Residue % 59.31 50 -15.7 

4 çSpent1 Spent in stream 1 L/h 421.95 500 18.5 

5 çm23 Acid addition to 400 -TK-20 (400-FIC-2202) kg/h  46.24 50 8.13 

6 çP Pressure kPa 660 700 6.06 

 

In each of these tests all other variables are kept at their respective base case values, with only the one 

in question changed.  
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Table 31 contains responses to the tests that best display the processõ sensitivity to it. 

Table 31: Selected list of responses to each of the test runs done. 

Run Base çm9 çCuMin  çCuFrac çSpent1 çm23 çP 

400-TIC-2001 (
o
C) 104.3 105.4 105.6 104.0 104.2 104.5 104.8 

[Acid] in 400 -TK-20 (g/L)  20.09 21.25 20.45 20.01 20.44 20.66 19.77 

% Cu (comp 3)  27.55 31.39 11.60 6.145 21.18 20.29 20.55 

% Ni (comp 3)  32.19 29.43 42.44 48.33 36.45 36.90 35.29 

% Fe (comp 3)  0.037 0.032 0.044 0.054 0.041 0.040 0.048 

% PGM (comp 3)  9.826 9.427 12.00 11.20 10.83 11.12 12.58 

% Cu (comp 4)  26.40 24.22 34.22 40.71 30.20 30.74 29.73 

% Ni (comp 4)  9.82 9.19 12.30 13.75 11.06 11.32 12.36 

% Fe (comp 4) 0.001 0.001 0.001 0.002 0.001 0.001 0.001 

% PGM (comp 4)  29.57 32.48 18.98 10.72 24.39 23.58 23.88 

 

The results of each of these tests are now discussed separately. 

Sensitivity to Flash Recycle Rate 

In the first test the effect of the temperature of the first autoclave compartment is tested by changing 

the flash recycle flow rate. The latter is decreased with 25.9% (in terms of mass flow), which results in 

a 1.05oC change in temperature. This, in turn, leads to an increase in copper % in the second stage 

residue from 27.6% to 31.4%, while the nickel percentage decreases. The sum of copper and nickel in 

the second and third leaching stages change from 58.74% and 36.23%, to 60.82% and 33.41%, 

respectively. This means that the effect of the change introduced in test run 1 does not have the 

potential of improving the leaching kinetics. 

Sensitivity to Copper Mineralogy 

In this test the fraction of copper that that is prevalent in the residue of the first stage leach as Cu9S5 

(with the rest as CuS) is changed from 0.914 to 0.85 (a 7% change). This leads to a significant change 

in copper fraction (from 27.6% to 11.6%). Meanwhile, nickel increases from 32% to 42%. However, 

the sum of copper and nickel for the second stage leach decrease from 58.74% to 54.034% - showing 

that the mineralogy of the pressure leach process feed is of great importance, and that more 

information regarding it is required for more accurate model validation. Note that the change made in 

this test has a more significant impact on the temperature of compartment 1 than the flash recycle 

flow has. 
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Sensitivity to Copper in Solid Feed 

In this test the percentage copper in the solids feed to the pressure leach process is changed from 

59.31% to 50%. This led to an 11.6% decrease in the stoichiometric oxygen requirement. Moreover, 

this caused the copper percentage to change from 27.6% to 6.15% for the second stage leach, while 

nickel changed from 32% to 48%. This means an overall decrease of the percentage made up by 

copper and nickel, allowing the PGM fraction to climb to 11.2%. While the change is significant, it is 

small relative to the input change during this test ð indicating that the leaching is not very sensitive to 

the copper fraction in the solids feed. 

Sensitivity to Spent Addition before Second Stage 

For this test an 18.5% increase was made in the flow rate of spent in stream 1. Looking at the results, 

it can be seen that the impact of this change on the sum of copper and nickel in the second stage 

leach (from 59.74% to 57.63%) is negligible. 

Sensitivity to Pure Acid Addition 

This test entailed increasing the mass flow rate of pure sulphuric acid to 400-TK-20 from 46.24 to 50 

kg/h. It can be seen that, although it has only a slightly more significant impact than that of test run 4, 

the change in this case was due to an 8% change (instead of 18.5%). This means that the leaching in 

the process is very sensitive to the acid addition rate to 400-TK-20. 

Sensitivity to Autoclave Pressure 

In this test the pressure inside the autoclave is changed from 660 to 700 kPa. This is a 6.1% change, 

which leads to the PGM fraction changing from 9.8% to 12.6% in the second stage leach, but 

decreases it from 29.6% to 23.9% in the third stage. This result indicates that the process reactions are 

sensitive to the pressure in the autoclave, and can be explained by the importance of dissolved oxygen 

in the system and the direct link between pressure and oxygen solubility.  

Sensitivity Analysis Findings 

It is clear from these analyses that the acid addition rate and process pressure, as well as the first stage 

leach residueõs mineralogy, are factors to which the process is reasonably sensitive, while other factors 

ð such as the flash recycle rate seems to have a small impact. Due to the fact that none of the tests 

give a solution to the problem of the difference between the product solids compositions in the 

model and data, the last finding of section 3.7.7 has to be accepted: the current model, with process 

inputs resembling that of the data, under-predicts the leaching of copper and nickel in the process ð 

and thereby deems the model in its current form not suitable to be used for the investigation and 

design of supervisory control strategies. This, however, does not hamper the modelõs use as tool for 

investigating and designing regulatory control structure improvements. 
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3.8.5 Copper Reaction Rate Adaption 

While good conclusions have been made thus far, with the modelõs validity evaluated in terms of its 

purpose in this project ð covering a host of variables and the interactions between them ð there is one 

issue that has yet to be addressed. That is the fact that in the operational validation thus far, the 

temperatures calculated by the model for the autoclave could not come near the temperatures in the 

data. There is always a constant offset that is unaccounted for. During this project it was proposed by 

the modelõs author that the pre-exponential factor for the reaction rate constants for reactions 4 and 5 

(see Appendix C) are too low and the reaction rate can be adjusted by merely increasing these factors 

(Dorfling, Bradshaw, & Akdogan, Characterisation and dynamic modelling of the behaviour of 

platinum group metals in high pressure sulphuric acid/oxygen leaching systems, 2012). The reason for 

this stems from the fact the reaction kinetic parameters used in the model were determined by doing 

batch experiments, while the actual plant is a continuous process. Due to this difference, it is probable 

that the dissolved oxygen concentration in the autoclave is higher than it would be in the batch 

experiments. The copper leaching reactions are assumed to be mass transfer dependent and the rate at 

which they proceed is limited by the amount of dissolved oxygen available. 

Due to the fact that the steady-state model with the current inputs does not converge to reach its 

predefined tolerances when these factors are increased, another set of inputs are used to demonstrate 

the effect such an increase would have. These inputs can be seen in Appendix E, of which an excerpt 

is given below: 

Table 32: Flow rates added into the model 

Stream Units  Value  

Solids in stream 1  kg/h  1400  

Water in stream 1  L/h 1400  

Spent in stream 1  L/h 730  

Stream 2  L/h 3600  

Stream 3  L/h 900  

Stream 4  L/h 0  

Stream 23  L/h 46.24  

Stream 9  kg/h  27000  

Stream 18  L/h 88.5  

Stream 19  L/h 6  

Stream 20  L/h 0  

 

It is important to remember that, due to the change in input conditions, the results obtained in this 

test are not comparable to the data, but only serves to investigate the effect of the proposed change 

on key process variables. First a test is done with the same kinetic parameters, but with the new input 

conditions, for the sake of a local base case. The second run is then done by multiplying each pre-



112 

 

exponential factor with a factor that leads to the best approximation of the temperatures in the 

second stage leach. After varying this factor between its initial value of 1 and a very high value of 20, a 

factor of 9 gave the best results. It should be noted here that the exact value is not of importance, 

since this rate adaption is merely done to crudely adjust the model for this project, and the 

improvements of reaction kinetics for this project lies outside its time frame. The effects of the 

change on key variables are given below:  

Table 33: Responses in key variables to the two steady-state model runs done, with the old and new pre-
exponential factors. 

Variable  Old Factors  New Factors  Data Range 

400-FIC-2203 21552 22316 7500-32000 

400-PIC-2001 660.000 660.000 600-690 

400-TIC-2001 107.573 130.456 132-145 

400-TIC-2002 127.414 146.009 137-146 

400-TIC-2003 116.953 132.675 119-131 

[Acid] in 400 -TK-20 34.544 22.924 23-36 

% Cu (comp 3)  64.431 49.839 4.5-14.4 

% Ni (comp 3)  7.898 20.057 5.5-9.5 

% Fe (comp 3)  0.002 0.010 4.3-7.1 

% PGM (comp 3)  1.569 3.575 28.1-42.8 

% Cu (comp 4)  4.291 18.833 1.4-2.3 

% Ni (comp 4)  1.762 6.230 5.4-6.2 

% Fe (comp 4)  0.000 0.001 8.4-8.6 

% PGM (comp 4)  67.982 47.782 48.0-48.6 

 

From Table 33 it can be seen that the changes in the pre-exponential factors clearly lead to an increase 

in steady-state temperatures, moving it into the ranges seen in the data. The change leads to more 

complete leaching reactions, as can be seen from the acid concentration difference in 400-TK-20. The 

sum of copper and nickel for the second and third leaching stages change from 72.329% and 6.053%, 

to 69.896% and 25.063%, respectively. This improvement is insufficient to overturn the conclusion 

that the model in its current form is not suitable for investigating supervisory control. However, the 

change does improve the response of the variables that have an influence on the regulatory control 

system. Hence the model is adapted at this point, for the sake of this project, with the 

recommendation that the reaction kinetic parameters that form the backbone of the model be 

reconsidered for the sake of model accuracy.  
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3.9 SECTION CONCLUSIONS  

In this chapter the manner in which plant data are gathered and processed is discussed, as well as its 

completeness and internal consistency. Due to the fact that key variables and values are missing from 

the data, and that compositional data is not available at a high enough frequency, a complete process 

mass balance is not possible. Data validation is therefore primarily lumped with model validation. 

After the dataõs discussion, the model used in this project is described, focussing on the purpose, 

form and adaptions of it, after which its migration from the normal MATLAB workspace to Simulink 

is discussed. This follows into the validation of the model, which is done in 3 steps ð as 

recommended by Sargent (2013): computer model verification, conceptual model validation and 

operational validation.  

As part of the conceptual validation stage, several changes are made to the model. These include the 

addition of cooling for compartment 2 and 3, level control in the autoclave, pressure control, dead 

time, stream 23, non-leaching components, formic filtrate to stream 3 and water to stream 1, as well 

as calculation corrections and the correction of inventory sizes. It was noted in this stage that the 

oxygen flow rate in the data is much lower than what is required stoichiometrically, as calculated by 

the model. This can be the result of a wrong calculation in the model of the amount of oxygen 

required, the sparging of an insufficient amount of oxygen on the plant or the oxygen flow rate into 

the autoclave is split in such a way that more than 50% of it is sparged into the last compartment. 

After conceptual validation sanity checks are done, which serves as a qualitative comparison with 

experimental knowledge, as presented by Dorfling (2012). The modelõs performance was found to 

correspond well with what is expected. 

A sensitivity analysis is done in order to determine which changes have the potential of solving the 

copper and nickel dissolution inconsistency. None of the tested changes have this potential, but the 

acid addition rate, pressure and the first stage leach residueõs mineralogy have significant influences on 

the process. The effect of a recommended adjustment to the copper leaching reaction kinetics 

presents a solution to the temperature bias found in the validation plots, but should not be used 

outside this project. 

During operational validation, certain input flow rates were imported from data into the model, in 

order to bypass the control system as much as possible and to view the modelõs response to real, 

dynamic process inputs. Due to inconsistent data, some flow rates had to be calculated ð either 

explicitly or by a controller. Model outputs and data values were compared to each other, noting the 

errors qualitatively and quantitatively. The propagation of trends through the system ð both in the 

case of the data and model output ð are investigated and discussed. A number of conclusions were 

made from these comparisons, and they include the following: 
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¶ Data values around 400-TK-10 and 400-TK-20 do not balance. 

¶ The modelõs current structure (with function blocks in Simulink) does not execute for all input 

data combinations, due to values not converging. It is recommended that the model is 

migrated to a Simulink-only platform, with its structure reconsidered. 

¶ There is a near-constant temperature offset between model and data values, due to 

compositional differences in the autoclave or an inaccurate correlation in the model between 

the flow rate of the flash recycle stream and the resulting energy loss. It is recommended that 

this is examined in a future project. 

Moreover, the model is validated for the investigation and improvement of the structure of basic 

regulatory control, due to the following observations: 

¶ The inventory contents change in a correct manner in response to adjacent flow rate changes. 

¶ The modelõs temperatures respond qualitatively as expected (though with an offset) to the 

flow rates of the flash recycle stream, the water in the cooling coils and the steam into the last 

compartment, as well as to compositional changes.  

¶ The autoclave pressure changes as expected to changes in the oxygen sparging rate. 

It is noted that the quantitative discrepancies between the model and data values need to be resolved 

before a detailed design of the basic regulatory control structure can be done. Until then the model is 

validated for structural research only. 

The model is validated for the investigation and improvement of the structure of compositional 

control. This is due to the observation that flow rate changes in the model lead to sensible changes in 

the acid concentration and solids fraction, despite offsets between model and data values. The model 

is, however, not validated for the development of improved supervisory control structures. This is 

due to the fact that the leaching behaviour of the plant is not well predicted by the model, with the 

copper leaching especially being under-predicted. The mean concentration of copper in the second 

stage leach product is approximately 46% less than in the data mean, for example. It is recommended 

that the reaction kinetics of the model be improved in a follow-up project before investigating 

supervisory control. Until then the model is only valid for structure investigations on regulatory 

control. For such an investigation it is recommended that more complete data is made available (in 

terms of variables measured/logged and the frequency at which it is done) to be able to better validate 

the data and model for this purpose. 
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4.1 CHAPTER INTRODUCTION  

In this project the control on the pressure leach process has been divided into two levels: supervisory 

and regulatory control. In chapter 3 it has been found that the model is sufficient for use in the 

investigation and development of control structures in the latter.  Regulatory control has been defined 

as consisting of basic regulatory control (referring to the control of temperatures, pressure and 

inventories) and compositional control.  

In this chapter the structure of the basic regulatory control level is considered. This is done by first 

creating a base case, which has control that is structurally equivalent to that of the currently employed, 

basic regulatory control. Hereafter a series of steps are followed to reconsider several aspects of this 

structure. This involves reconsidering the variable pairings, as well as the control of areas of interest. 

All recommended improvements are evaluated against the base case in order to comment on its 

success.  
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4.2 LITERATURE REVIEW  

4.2.1 Control Objectives 

Marlin (2000) notes several objectives that a control system should aim to ensure. These are discussed 

separately, with the relevance of each to the project noted. 

Safe operation 

It is important that the process is always controlled in such a manner that all forms of risk to 

personnel are minimised. The autoclave is the part of the pressure leach process that poses the biggest 

threat in terms of safety. In order to ensure that the autoclave operates within safe limits, the 

temperature and pressure inside it should not exceed 155oC and 10 bar, respectively (Steenekamp & 

Mrubata, Control and Specifications of the BMR, 2013). Moreover, tank levels should not rise above a 

safe maximum height, in order to prevent spillages in the form of an overflow.  

Emergency control procedures need to be developed to ensure that the correct/necessary valves 

close/open, or that the whole plant shuts down if needed. More specifically, Marlin notes that there 

are five òlayersó in a control system when controlling for safety. They are the following (Marlin, 

2000): 

1. Basic Process Control System 

2. Alarms (high, medium and low) 

3. Safety Interlock System 

4. Safety Valves 

5. Containment 

Note that only layer i falls into the scope of this project. 

Environmental protection 

Compounds such as concentrated sulphuric acid, which pose a threat to the environment, are used in 

large quantities at the base metal refinery. This means that ð along with careful òsteady stateó control 

of the plant ð start-up, shut-down and cleaning procedures should proceed in such a way as to ensure 

that process fluids are correctly disposed of. This is very important to a designed control system, but 

lies outside the scope of this project. 

Equipment protection 

Process equipment need to be protected for economic, as well as safety and environmental reasons. 

The process fluid in the leaching circuit is very acidic and is particulate in nature, which makes for a 

very erosive and corrosive environment. Fluid densities are also high, putting high loads on piping 

and pumps. For this reason it is important to keep the limitations of the materials used for specific 
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sections in mind when controlling the plant. The control of pumps and feed flows should prevent 

pumps from running dry and pipes from clogging. As mentioned, the stated maximum temperature 

and pressure of the autoclave should not be exceeded, in order to prevent material/seal failure. Lastly, 

the action of the controller should not be too erratic; otherwise the generated stresses may cause 

additional damage.  

Smooth operation and production rate 

As noted, the actions of the controller should be executed smoothly in order to minimise the stress 

on valves, pipes and pumps. Because of the solids content of the process fluid, it is prone to settling. 

Since settling in a pipe may cause blockages ð which may lead to plant shut-down ð it is critical that all 

flow should be kept above its critical settling velocity. Note that these velocities are unknown in this 

project, and therefore it cannot be included. It is worth noting that the pressure leach process forms 

part of the larger base metal refinery, with the efficiency of downstream processes directly depending 

on production by the leaching circuit.  

Profit 

Because of the fact that the operation of the BMR is economically driven, it is important that the 

plant is operated and controlled in such a way that the BMR as a whole is profitable. This means that 

ð for example ð as little PGMs as possible should be leached from the solid phase, and that the 

separation of additional valuable metals should be as close to complete as possible. Lastly, the 

production rate should not be limited by the leaching circuit. Rather, the production rate should be as 

high as the rate at which the provided ore is milled. 

Monitoring and diagnostics 

Sensors and final control elements need to be positioned in a manner that makes the monitoring of 

key variables and the identification of faults a relatively easy task. The processes in the BMR are prone 

to pipe blockages ð which is a fault that would need to be quickly picked up by the control system. 

Note that this is outside the scope of this project. 

Additional Note: Simplicity 

In the process of designing a control system to meet the above-mentioned objectives, Luyben and 

Luyben (1997) mention that ð on an industrial scale ð the simplest control system that achieves the 

desired aims is the best. 
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4.2.2 Challenges to Control in the Chemical Process Industry 

The chemical process industry poses unique challenges to process control, which will have to be 

considered and overcome in this project. 

Non-Linear Processes 

The first of these is the fact that similar processes are typically rather complex ð behaving non-linearly 

(Rhinehart, Darby, & Wade, 2011). This means that the control of these processes should be more 

advanced and capable of handling non-linearities. 

Non-Stationary Processes 

Chemical processes never really reach a steady state, because of the fact that the entering reagent 

grade (or solid residue, in this case) typically keeps changing with time (Rhinehart, Darby, & Wade, 

2011). Fouling or blockages can also occur, leading to process disruptions. On a less regular basis, 

there may also be planned changes to the process (in terms of piping, tank/pump bypassing or unit 

switching). The control of the plant should be able to take care of the regular disturbances and should 

not be rendered ineffective in the case of process changes. 

Challenging Dynamics 

The large tank sizes and long pipes on industrial scale processes typically lead to large residence- and 

dead times (Rhinehart, Darby, & Wade, 2011). These times make it difficult to successfully implement 

feedback control. This is typically overcome by introducing cascade, feed-forward or other advanced 

control. 

Multiple Variables 

Chemical processes tend to have a large amount of MVs that affect and interact with several CVs 

(Rhinehart, Darby, & Wade, 2011). This makes control much more complex than the case where a 

process has clear MV-CV pairs without interaction. It is also improbable that the amount of MVs and 

CVs are the same. If the former is more than the latter, the controller has extra degrees of freedom, 

which requires additional decision-making or calculations in order to use the MVs optimally. On the 

other hand, if there are more CVs than MVs, a compromise on one or more of the CVs will have to 

be made. This is often the case in industry, and a developed control system should be able to do this. 

Constraints 

There are numerous constraints on both the process and the product. The whole process is designed 

to reach a certain product specification. This aim needs to be upheld at all times ð except perhaps 

during start-up and shut-down periods. Process constraints include the following (Rhinehart, Darby, 

& Wade, 2011): 
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¶ Operational limits on equipment (e.g. vibrations, valve positions, temperatures and pressures) 

¶ Tank sizes/levels 

¶ Occupational health and safety considerations 

Such constraints influence control by setting òsoftó boundaries from which the MVs and CVs should 

steer clear, as well as òhardó limits, which requires interlocks on the process.  

Uniqueness 

Each industrial process is unique in a number of ways. This leads to the situation where a different 

control system needs to be developed for each process. The fact that this project focusses on 

Lonminõs BMR is a clear example of this challenge.  

Disturbances 

Disturbances in plants in the chemical process industry (CPI) can be very complicated in nature ð 

partly due to the fact that there is a large amount of important variables. There is a wide variety of 

possible forms that disturbances can come in. These include the following (Rhinehart, Darby, & 

Wade, 2011): 

¶ Disruptions or errors due to human actions 

¶ Equipment failures or fouling 

¶ Environmental upsets 

¶ Changes to upstream processes 

Each of these disturbance types will affect one or more CVs and its effect will need to be nullified (or 

minimised) by the control system. 

Noise 

Noise is a nearly unavoidable challenge on industrial scale processes. It can be divided into two types: 

process noise and measurement noise. The latter is introduced by a sensor, while the former can be 

due to vibrations, flow turbulence, etc. Note that high frequency disturbances may also be picked up 

as noise (Rhinehart, Darby, & Wade, 2011). 

Cost Involved 

Any change to control on the plant should be economically justifiable, since the making of a profit is 

arguably the main reason for the plantõs existence. Theoretically, a control system can be developed 

that will control the process close to perfection ð but the sensors and other equipment needed to 

implement it may be expensive. While the aim of this project is not to create an economical APC, but 

merely recommend structural control improvements, it should be kept in mind that the current 
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sensors and MVs should be used as much as possible. In other words, the theoretical cost of any 

proposed process changes should be kept in mind. 

4.2.3 Process Control Development 

Marlin (2000) proposes an integrated control design procedure, which combines important concepts 

like sequence, hierarchy and design decisions. It will be discussed briefly in this section. 

At the onset of the project it is important to acquire information about the process. This pertains to 

process equipment, flow structure, sensor locations and operating conditions. It is also important to 

understand the aims of the process and the desired product quality. Hereafter, the feasibility of the 

proposed project needs to be determined. This is done by means of a degrees of freedom (DOF) 

analysis, as well as evaluating the controllability of the plant. In the case of this project, the BMR is 

already being controlled in a certain manner. The controllability of different subsections of it ð in the 

way that is desired ð will be discussed in the sections where the relevant control is dealt with. 

Next, it is important to develop an understanding of the process as a whole, to be able to make 

òbigger pictureó decisions. The following need to be considered: 

¶ Key production rate variables 

¶ Inventories for control 

¶ Open-loop unstable processes 

¶ Any complex dynamics (e.g. long delays, strong interactions, etc.) 

¶ Key product qualities 

¶ Key constraints 

¶ Key disturbances 

Hereafter, the actual design of the control strategy commences. Luyben and Luyben (1997) present a 

more practical sequence of this process control development. The following five steps are 

recommended: 

1. Count the number of available control valves. This is the number of control degrees of 

freedom. 

2. Determine which valve will be used to set the production rate, taking into account the 

availability of different feed streams and limitations on production rate by downstream 

processes.  

3. Select the MVs which can most tightly control important process variables influencing the 

product quality and plant safety. 

4. Determine the valves for inventory control. 

5. Assign other control valves with component balances and other optimisation criteria. 
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Note that this designed control structure applies to single-input single-output control methods, but 

can also serve as foundation for more advanced control.  

4.2.4 Control Selection 

Advanced process control (APC) is an umbrella term for a wide variety of methods to control 

processes. It generally refers to control methods that are more complex than the more classical PID-

based methods, but often also include methods such as gain scheduling, ratio- and cascade control. In 

the chemical process industry (CPI), APC typically refers to model predictive control (MPC), but the 

field is much broader and the control options more numerous today (Rhinehart, Darby, & Wade, 

2011).  

A guideline is given in literature for the selection of control in the CPI (Rhinehart, Darby, & Wade, 

2011). A clear distinction is made between single input single output (SISO) and multiple input multiple output 

(MIMO) processes. While the pressure leach process to be considered is a MIMO process, there are 

sub-processes that can be considered as SISO processes within the larger framework. 

SISO Control 

For a linear SISO system with dynamics that is well-behaved (having small dead times relative to other 

time constants and open-loop stability, for example) and well understood, PID control is 

recommended. This is the simplest and most often used method, and should be used as first 

approach. If the process is linear, but has ill-behaved dynamics, one is to use internal model control 

(IMC) ð a simple version of MPC. In the case of a non-linear process with well-behaved dynamics, it 

is recommended that a gain scheduled PI(D) controller is used. For a non-linear process that is only 

qualitatively understood, but adequately understood for manual control, it is recommended that fuzzy 

logic control (FLC) is used. (Rhinehart, Darby, & Wade, 2011) 

MIMO Control  

For a linear MIMO process, which is interactive and subject to simple constraints (and that has less 

than 4 MVs), it is recommended that advanced regulatory control is used (Rhinehart, Darby, & Wade, 

2011). This includes cascade, feed-forward and ratio control. For a linear process with non-zero 

degrees of freedom, a large number of MVs, loops that switch between manual and automatic and 

similar dynamics for all CVs, one should use MPC. If the dynamics of the CVs are dissimilar, a 

hierarchical control structure should be used. 

In the case of a process that is interactive, subject to constraints and non-linear/non-stationary, it is 

recommended that one considers nonlinear MPC or a hierarchical structure. 
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Control Shortlisting 

As mentioned, control in large scale chemical process plants should be as simple as possible (Luyben 

& Luyben, 1997). With available control methods becoming increasingly complex, this fact is often 

disregarded. With this in mind, the first approach to control would be SISO control. For processes 

showing linear behaviour, PID controllers will be used as first approach. Other methods will be 

considered if the SISO dynamics are ill-behaved and PID controllers are unable to achieve satisfactory 

performance. 

Process subsystems that can be well defined as a MIMO system, and that cannot be controlled well 

when subdivided into SISO systems, will be provided with MIMO control. Depending on the nature 

of such a subsystem, one of the recommended MIMO control methods will be used. 

4.2.5 Feedback Control Structure & Tuning 

Definition  

Feedback control is the most widely used online control method used in the industry. In its simplest 

form, a control variable (CV) is compared to an entered set point (SP) value ð of which the difference 

(E) is sent to a controller (Gc). The general block diagram is shown below: 

 
Figure 15: Block diagram of a feedback control system (Redrawn from Marlin, 2000) 

Here, D and Gd refer to the disturbance and disturbance transfer function, respectively. Gv and Gp are 

the transfer functions of the valve and the process. The sensor also has its transfer function, denoted 

as Gs. 

PID Control: Introduction & Open Loop Tuning  

The most common feedback controller is a PID controller, which has a proportional, integral and 

derivative function. The general Laplace-domain transfer function for a PID controller is as follows 

(Marlin, 2000): 
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Note that there are three parameters that need to be determined: Kc, TI and Td. This is done by means 

of controller tuning. These parameters are typically employed as shown in the figure below: 

 
Figure 16: Block diagram of a PID control system, as typically implemented in Simulink. 

In this figure, CVm is the measured CV, while the saturation block is a feature that will be discussed at 

the end of this subsection. The 1/s term is an integrator, while the s term refers to a derivative block. 

The information in the figure is based on information provided by Marlin (2000). 

There is a wide variety of tuning methods available in literature. The method most applicable to 

industrial chemical processes with significant dead times, according to Marlin (2000) is the use of 

tuning correlations that are based on generated process reaction curves. The Ziegler-Nichols (Z-N) 

tuning method (or adaptions thereof) is considered to be the benchmark for such tuning correlations 

and is often used in industry (Shamsuzzoha, 2013).  One improvement on the Z-N tuning method is 

the tuning method developed by Marlin and Ciancone, which typically leads to more robust 

performance with model errors (Marlin, 2000). This method determines suitable tuning constants 

from the processõ time constant (ǲ) and dead time (Ǧ). These can be derived directly for first-order 

systems, but higher order processes need to be approximated by a first order system with dead time 

before the Ciancone correlations are useful. For a first-order system with dead time, the time constant 

and dead time of a process is related to the process transfer function by the following equation 

(Marlin, 2000): 
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[21] 

From this equation it can be seen that Gp should be a first order transfer function (with dead time). 

The aforementioned approximation can be done in two ways: mathematically or graphically. The 

mathematical method consists of linearizing the differential equation(s) that describe the sub-process 

in question. Due to the large number of differential equations in the model received at the onset of 

this project, the graphical method is preferred.  
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The graphical method is typically employed by making a step change in the manipulated variable (MV) 

and noting the dynamic response of the controlled variable (CV). Both variables are plotted as 

functions of time. The following three values can be determined from these plots (Marlin, 2000):  

ὑ
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Here, Kp, is the ratio between the CV and MV changes, using steady-state values. The two t values in 

these equations are the times the CV takes to teach 28% and 63% of its final value. With these two 

factors known, the Ciancone tuning correlation charts given in literature can be used to determine the 

PID controller tuning constants. Note that the goals of these tuning correlations are to minimise the 

IAE of the CV, to be robust to model errors and to prevent unnecessarily large MV variations. 

For these correlations to produce usable tuning parameters, two assumptions need to be met (Marlin, 

2000): 

1. The controlled variable in question must have a response to a MV step that at least resembles 

a first order (plus dead time) response. 

2. All control loops in the process must be open during the step test. This means that no control 

should be present. 

In the figure depicting a PID controller, a saturation block could be seen. The purpose of this 

saturation block is to prevent reset windup by the PID controllerõs integrator mode. The MV is 

bounded to a certain range. The reset value (RS) that is returned to the integral path of the controller 

is calculated as follows: 

ὙὛ ὓὠ ὓὠ 

[24] 

Here, MV lim refers to the MV that is limited to the saturation blockõs predefined bounds, while MV 0 

refers to the MV without limits applied. This reset value is added to the integrator path before being 

multiplied by the reciprocal of the integral time. This is done since the reset time for anti-reset windup 

by back calculation is often approximated as being the same as that of the integral time (Visioli, 2006). 

PID Level & Mass Control 

It is important to note that the inventories are integrators and do not adhere to the aforementioned 

assumptions. Any flow rate change that is upstream from an inventory will cause the inventory in 

question to either overflow or run dry after a certain amount of time, without propagating the flow 

change to the rest of the process. A consequence of this is that open loop tests will not be able to be 

used for process characterisation.  An alternative tuning method is recommended for inventories, 

where the maximum variations in tank level and flow rate determine the necessary parameters. 
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For level control, Marlin (2000) recommends the following tuning equations: 
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Here, the damping coefficient (Ǭ) is normally set to one, while A is the area of the liquid surface.  

These methods are adjusted to apply to a mass (instead of level) controller by means of the following 

equations are relevant: 
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This leads to a new equation for the mass controller gain: 
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Here, var refers to the maximum variation. The areas in these equations are approximated by 

assuming that the tank height is equal to 1.5 times its diameter for all tanks, except the autoclave 

compartments. Compartments 3 and 4 are approximated as being perfect cubes. The rest of the 

symbols are defined in the nomenclature section.  

Note that the above equations apply to mass controllers of which the MV is the flow rate out of the 

tank. If the MV were to be an inlet of the tank, the negative sign of equation 31 would fall away, with 

the TI value remaining a positive value.   

Closed Loop PID Controller Tuning 

In the tuning of PID controllers, there might be a non-inventory case where process characteristics 

make it impossible to derive process reaction curves under open loop conditions. A method proposed 

to overcome this challenge has recently been developed by Shamsuzzoha (2013). This is a closed-loop 

tuning method, which means that all other available controllers need to be in operation as this process 

characterisation and tuning method takes place. The method will now be discussed in more detail.   
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With all other control loops closed, the PID controller to be tuned is changed into a proportional-

only controller. This is done by setting the 1/TI and Td values to zero. The controller gain is chosen so 

that a step change in the set point of the controlled variable brings about an overshoot between 10% 

and 60% (with 30% being ideal). This overshoot is defined as follows: 

ὕὛ
ɝώ ɝώ

ɝώ
 

[32] 

Here, ǃyp refers to the difference between the first peakõs maximum value and the initial CV value and 

ǃyÐ refers to the difference between the new steady state CV value and the initial value. 

When achieved, the tuning parameters are determined as follows: 
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Here, A  is the ratio between Kc and Kc0 and tp is the time to the peak of the overshoot. The b value is 

defined as follows: 
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Note that ǃys is defined as the difference between the final and initial set point values.  

Controller Fine Tuning 

The tuning parameters determined during one of the aforementioned tuning methods serve only as 

initial values, and should be adjusted to give the required controller performance. This is done by 

means of fine tuning, which entails the adjustment of the tuning parameters based on the controllerõs 

initial dynamic responses. It is recommended that the controller to be fine-tuned, should be set in its 

automatic mode and a set point change be made. The main reason for a set point change is that, in 

the case of a PI controller, the effects of the proportional and integral modes can be split and 

examined separately. (Marlin, 2000) 

The fine tuning of the proportional mode is aided by the fact that the immediate change in the MV 

(MV imt) results due to the following equation (Marlin, 2000): 

ɝὓὠ ὑɝὉὸ ὑɝὛὖὸ  

[37] 

This immediate change is usually 50% to 150% of the final steady-state MV change. The integral time 

is reconsidered if a controller with a suitable gain leads to unsatisfactory performance.  
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Note that, while this method should lead to suitable results, the objectives for the controller in 

question need to be taken into account to ensure that CV or MV limits are not breached, for example. 

4.2.6 Variable Pairing & Controllability 

Variable Pairing 

The advanced regulatory control methods discussed in the previous section are ways of improving a 

basic, existing feedback control structure. It is important to note that any advanced regulatory 

methods applied to a control system with undesirable MV-CV pairings will not be able to make for 

good control. Luyben and Luybenõs (1997) approach to this step has been introduced in section 4.2.2. 

The following method is more rigorous and is advisable to be used if allowed by the nature of the 

model. 

This method employs the relative gain array (RGA), which is a matrix that consists of a processõ 

relative gains (RG). The latter is defined as the ratio between the open-loop and closed-loop gains. It 

is defined as follows (Marlin, 2000): 
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From this equation it can be seen that a relative gain of 1 will mean that the process gain is not 

affected by the other control loops and that no interaction is therefore prevalent. Deviation from 

unity means that there is process interaction ð the extent to which is indicated by the value of the RG. 

Using the above equation directly, doing open- and closed-loop tests for all variable parings can be a 

tedious process ð especially if there are more than 3 MVs (or CVs) to be tested. This is avoidable due 

to the fact that the RGA can be calculated by using open-loop tests only (Marlin, 2000). This is done 

as follows, where the second equation indicates an element by element multiplication, called the 

Hadamard product: 
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The K-matrix in these equations is called the gain matrix ð which should be set up first. Before using 

this matrix to calculate the gain array, the condition number (CN) thereof is first calculated. This is 

done in order to determine whether the process can be decoupled. A CN below 50 is regarded as a 



131 

 

good indication of decouplability (Carey, van Kuiken, Longcore, & Yeung, 2007). The RGA can then 

be determined from the gain matrix. 

In the case where the process in question contains an integrator, such as a non-self-regulating tank, 

the gain matrix is replaced by a transfer matrix. This matrix contains the transfer functions between 

each MV and CV in a similar manner as a gain matrix. From this transfer matrix, the RGA can be 

determined as follows (Hu, Cai, & Xiao, 2010): 

‗ Ὃ ίϽὋ ί ȿ  

[41] 

Here the G(s) values represent the respective transfer functions. The RGA is calculated in terms of s, 

which is in the Laplace domain, and the s-terms in the solution are then multiplied by zero. 

Loop pairings are done in response to the RGA. MV-CV pairings that result in real, positive RGõs are 

considered. The closer the RG value is to 1, the better, since this indicates little transmission 

interaction (Marlin, 2000).  

Process Controllability 

Marlin (2000) mentions the importance of ensuring that a process is controllable. If the controlled 

variables of a process can be kept at its respective set points under steady-state conditions, even with 

disturbances entering the system, it is deemed controllable. In other terms a system is said to be 

controllable if its gain matrix is invertible (Marlin, 2000).  

4.2.7 Enhancements to Feedback Control 

Cascade Control 

In cascade control two or more feedback control loops are used in a hierarchal fashion. It is often 

used when a second MV is available that may aid in improving control ð especially in processes with 

slow dynamics (caused by significant dead times, for example). The second variable should have 

quicker dynamics than the primary variable, since the main aim of cascade control is to detect and 

nullify errors faster than single loop feedback control can (Marlin, 2000). A block diagram of a typical 

cascade block diagram is shown below: 
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Figure 17: Block diagram of a cascade control system (Redrawn from Marlin, 2000) 

It can be seen that cascade control is a combination of two feedback control systems. The primary 

controllerõs output is the set point for the secondary controller. Tuning a cascade controller is done in 

a similar fashion to a normal feedback controller, with the only detail to be noted being that the 

secondary controller should be tuned first. This control loop should then be closed while tuning the 

primary, outer control loop. 

Feed-forward Control & Decoupling 

Feed-forward control uses the measurement of a disturbance to adjust an MV. The main purpose of 

this control method is therefore to aid in rejecting disturbances. It is may be necessary when feedback 

control is not satisfactory ð and when an additional MV is available (Marlin, 2000). The appeal of 

feed-forward control is that it can decrease the time a process takes to respond to and rectify a 

disturbance-induced error.  The following block diagram displays the control structure: 
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Figure 18: Block diagram of a feedback control system with feed-forward control (Redrawn from Marlin, 2000) 

It is clear how the feed-forward transfer function (Gff) is added between the measured disturbance 

(Dm) and the measured variable ð thereby aiding the feedback control system by contributing to it as 

the disturbance influences the controlled variable. 

Note that the feed-forward controllerõs transfer function is defined as follows (Marlin, 2000): 
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Marlin (2000) lays out a design criteria that have to be met before implementing feed-forward control: 

¶ The identified feed-forward variable must detect and clearly indicate the occurrence of an 

important process disturbance.  

¶ There should not be a causal link between the MV and feed-forward variable. 

¶ The dynamics between the MV and the output variable should not be significantly slower than 

the disturbance dynamics in the presence of feedback control. 

In the light of these criteria, feed-forward control is implemented by the following procedure: 

1. Identify disturbances in the plant which the current control system does not successfully 

reject. 

2. Identify potential feed-forward variables and apply the design criteria to determine the best 

one. 

3. Design and tune the feed-forward controller. 


