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Abstract
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Passive millimetre-wave (PMMW) imaging is a technique that uses radiometers to detect thermal radiation emitted and reflected by metallic and non-metallic objects. While visual and infra-red emissions are attenuated by atmospheric constituents, PMMW emissions are transmitted, resulting in consistent contrast between different objects from day to night in clear weather and in low-visibility conditions to form images for a range of security and inclement weather applications.

The use of a PMMW imaging system on a small unmanned aerial vehicle (UAV) offers extremely attractive possibilities for applications such as airborne surveillance for search and rescue operations, which are often hindered by inclement weather making visibility poor and endangering the rescuers as the search vehicle flies through the bad weather zone. The UAV would fly above the bad weather zone, with the PMMW imaging system detecting the thermal radiation emitted and reflected by objects in the MMW spectrum through the inclement weather. The 35GHz propagation window is chosen for the greater transmission through atmospheric constituents.

The design of the PMMW imaging system is severely limited by the size of the UAV, particularly in the inability to incorporate any form of optical or mechanical scanning antenna. A possible solution is a long, thin antenna array fitted under the wings of the UAV. Such an antenna has a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path blurs the image, making it difficult to accurately determine the position of an object or to differentiate between objects situated along the plane of the flight path.

This dissertation proposes a technique of image reconstruction based on the Kalman filter, a recursive filter that uses feedback control to estimate the state of a partially observed non-stationary stochastic process, to reconstruct an accurate image of the target area from such a detected signal. It is shown that given a simulated target area, populated with an arbitrary number of objects, the Kalman filter is able to successfully reconstruct the image using the measured antenna pattern to model the scanning process and reverse the blurring effect.
Opsomming

*Sleutelwoorde* – Passiewe Millimeter-Golf Beeldvorming, Beeldherwinning, Kalman Filter, Multi-Oktaaf Strooklyn Multiplekser

Passiewe millimetergolf (PMMG) beeldvorming is ’n tegniek wat van radiometers gebruik maak om termiese straling waar te neem vanaf beide metaal en nie-metaal voorwerpe. Waar optiese en infra-rooi straling attenueer word deur atmosferiese bestanddele, plant PMMG strale ongehinderd voort. Dit lei tot konstante kontras tussen verskillende voorwerpe in daglig of snags, mooi of bewolkte weer, en in ander lae-sigbaarheid toestande om beelde te vorm vir ’n wye reeks sekuriteits- of weertoepassings.

Die gebruik van PMMG beeldvorming op ’n klein onbemande lugtuig (OLT) bied aantreklike moontlikhede vir toepassings in observasie en reddingsoperasies, wat dikwels verhinder word door bewolke weer wat reddingswerkers in gevaar stel as hul moet vlieg in toestande van lae sigbaarheid. Die OLT kan bokant die onweer vlieg, met die PMMG beeldvormer wat termiese straling in die millimetergolf spektrum vanaf voorwerpe kan waarneem in swaks weerstoestande. Vir verbeterde golfvoortplanting deur atmosferiese bestanddele, word die 35GHz band gekies.

Die ontwerp van die PMMG stelsel word geweldig beperk deur die grootte van die OLT, spesifiek deur die tuig se onvermoë om ’n antenne te huisves wat opties of meganies kan skandeer. ’n Moontlike oplossing is om gebruik te maak van ’n lang, dun antenne samestelling wat onder die OLT se vlerke geplaas word. So ’n antenne het ’n nou, hoë-aanwins bundel wat met frekwensie skandeer langs ’n vlak loodreg tot die vlugtrajek. So ’n antenne het egter ’n baie wye bundel langs die vlugtrajek, wat beeldkwaliteit verlaag en dit moeilik maak om die posisie van ’n voorwerp langs die vlugtrajek te bepaal, of om tussen veelvuldige voorwerpe te onderskei.

Hierdie proefskrif bied ’n tegniek van beeldherwinning gebaseer op die Kalman filter, ’n rekursiewe filter wat terugvoerbeheer gebruik om die toestand van ’n nie-stasionêre stochastiese proses af te skat wat slegs gedeeltelik waargeneem is, om soedoende ’n akkurate beeld van die teikenarea te herkonstrueer vanuit ’n ver-wronge beeld. Dit word getoon dat, gegewe ’n gesimuleerde teikenomgewing met ’n arbitrêre hoeveelheid voorwerpe, die Kalman filter suksesvol ’n beeld kan herkonstrueer deur gebruik te maak van die antenne se gemete stralingspatroon om die skanderingsproses na te boots, om soodoende die beeldkwaliteit te verhoog.
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Chapter 1

Introduction

Imaging techniques form an image of a target area by exploiting the emission, reflection and transmission properties of the objects within the target area. Active imaging systems expend large amounts of energy to artificially illuminate the objects within the target area and form images from the reflected illumination. Passive imaging systems form images from the natural emissions and reflections of objects within the target area.

In both cases the medium separating the radiometer from the target area plays a significant role in affecting the level of emissions that reach the radiometer. As both active and passive systems have a minimum threshold level at which emissions are detectable, an unfavourable environment can cause the level of emissions that reach the radiometer to be below this threshold, with active systems only able to expend a finite level of energy to try and artificially increase the incident emissions.

In the presence of sunlight objects can be detected by the reflected illumination concentrated within the optical region, while in the absence of sunlight objects can be detected by the emitted radiation concentrated within the Infra-Red (IR) region. In clear weather the use of optical radiometers during the day and the use of IR radiometers at night are therefore sufficient to form an image of the target area, but the presence of atmospheric constituents within the medium separating the radiometer from the target area causes significant absorption and scattering at these wavelengths.

Passive Millimetre-Wave (PMMW) imaging is a technique that uses radiometers to detect thermal radiation emitted and reflected by metallic and non-metallic objects. Millimetre-Wave (MMW) imaging systems operate within the MMW region, defined as 30GHz to 300GHz. Imaging within the MMW region in inclement weather is possible because the MMW region contains atmospheric transmission windows around 35GHz, 94GHz, 140GHz and 220GHz, where the attenuation caused by atmospheric constituents is relatively low.

Because MMW emissions are not significantly affected by the presence or absence of the natural illumination of the sun or the majority of atmospheric constituents, images formed using PMMW imaging systems have consistent contrast between different objects from day to night in clear weather and in low-visibility conditions such as fog, smoke, maritime layers and sandstorms.

These images are used in all-weather fixed and mobile land, air and sea surveillance and navigation applications, such as the location and point of origin of boats in search and rescue operations, for reconnaissance and in the detection and capture of drug traffickers. A typical system contains some form of antenna to detect the emissions, fronted by lens to focus the emissions, and some form of detection mechanism to convert the emissions to a form presentable in an image to the operator.
The use of a PMMW imaging system on a small Unmanned Aerial Vehicle (UAV) offers extremely attractive possibilities for applications such as airborne surveillance for search and rescue operations, which are often hindered by inclement weather making visibility poor and endangering the rescuers as the search vehicle flies through the bad weather zone. The UAV would fly above the bad weather zone, with the PMMW imaging system detecting the thermal radiation emitted and reflected by objects in an atmospheric transmission window of the MMW spectrum through the inclement weather.

A typical small UAV is a scaled-down model of an aeroplane and offers an inexpensive option for applications requiring a bird’s eye view of a terrain, with some form of camera pointed downwards relaying images to the ground station. The images can be used for anything from beach reports during the summertime to reconnaissance missions for the many branches of the military.

The central fuselage would contain the power supply, fuel, navigation software, communication link to the ground station and for this application the majority of the imaging system. The receiver part of the radiometer would be attached to the underside of the wings of the UAV, and would have to conform to a low-profile, rectangular shape in order to minimise the effect on the aerodynamics of the UAV.

This size constraint of the UAV places severe limitations on the design of the PMMW imaging system, particularly in the inability to incorporate any form of optical or mechanical scanning antenna. These techniques require motors, lenses, reflectors and mirrors that are too large, heavy and power-dependent to be supported by a small UAV.

1.1 Proposed Solution

This dissertation proposes a PMMW imaging system, designed to detect objects in low-visibility conditions within an atmospheric transmission window, for use on a small UAV, as depicted in Figure 1.1. The antenna will be fitted under the wings of a small UAV, with the rest of the imaging system contained within the fuselage. PMMW images are formed by capturing the MMW emissions from the target area and measuring the magnitude of the captured emissions.

![Multi-Channel Passive Millimetre-Wave Imaging Radiometer](image)

The choice of atmospheric transmission window is a compromise between price, transmission and resolution. Technology is immature within the atmospheric transmission windows at 140GHz and 220GHz, thereby making these options not cost-effective. For a given antenna aperture size the 94GHz window has greater spatial resolution, but the 35GHz window is chosen for the greater transmission through atmospheric constituents and thin layers of absorbent materials.
The antenna couples the MMW emissions to the radiometer and the detector measures the emissions. As the detectors are operational at a lower frequency range than that of the emissions, a mixer is used to convert the emissions down using a Local Oscillator (LO). With the PMMW imaging system building an image from thermal noise measurements, the MMW emissions are weak signals that need to be strengthened by amplifiers to the level of the input dynamic range of detectors.

The size of the UAV precludes any form of optical or mechanical scanning, thereby limiting the design to one that electronically controls the orientation of the main beam along both planes. However, in using the motion of the UAV to scan along the plane of the flight path, the antenna is only required to scans along the plane perpendicular to the flight path.

The antenna is a long, thin antenna array fitted under the wings of the UAV. Such an antenna has a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path that blurs the image, making it difficult to accurately determine the position of an object or to differentiate between objects situated along the plane of the flight path.

As the orientation of the antenna tilts linearly as a function of frequency, by measuring the antenna over a wide frequency range the scan angle is swept over the target area. Frequency-scanning arrays are simple, inexpensive and reliable as no controlling electronics and no moving parts are required, with space-to-frequency mapping an inherent property, as depicted in Figure 1.2. While the scan angle is limited, this is an economical, compact and fast system well suited to work with the available space and power on the UAV.

![Figure 1.2: Antenna Patterns at Different Frequencies](image)

When using a frequency-scanned array for the antenna the captured MMW emissions have to be split up into different frequency bands before detection to use the space-to-frequency mapping property of the antenna to form the images. This is done by including a multiplexer into the design, with each output channel terminated in a detector, as depicted in Figure 1.1.

The spatial resolution of an imaging system is defined by the number of resolvable pixels across the horizontal Field of View (FOV), and is directly proportional to the size of the antenna and indirectly proportional to the wavelength of the emissions. MMW wavelengths are much longer than optical and IR wavelengths, requiring much larger antennae to achieve equivalent resolution to optical and IR imaging systems. Also, the spatial resolution of an imaging system is limited by the number of channels in the multiplexer.

The image is built up line by line as the antenna concurrently scans the target area along the plane perpendicular to the flight path, with each orientation $\theta^m$ scanned by a beam centred at frequency $f^m_0$. Division of the frequency range $f_L$ to $f_H$ into $M$ equal-sized contiguous bandwidths each assigned to a different pixel column $P^m$ separates the target area into bands. Division of the flight path time-period $t_0$ to $t_N$ into $N$ measurements taken at discrete time-intervals each assigned to a different pixel row $P^m$ separates the bands into pixels.
The combination of flight-measuring and scan-filtering maps the $w \times h$ coordinate system of the target area to the $f \times t$ coordinate system of the image of size $N \times M$, as depicted in Figure 1.3. The antenna displays a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path that leads to a larger area than the target area being detected.

When flying over the target area the image of an object is blurred along the plane of the flight path, making it difficult to accurately determine the position of an object or to differentiate between objects situated along the plane of the flight path. Prevention of object blurring is impossible as the size of the UAV precludes the use of bulky optics to focus the antenna pattern along the plane of the flight path as well. The only solution is to design a post-processor that reconstructs the target area from the blurred image.

As conventional image reconstruction processes deal with localised object blurring modelled by Gaussian noise, which is insufficient to counter the more global object blurring of the antenna pattern, this dissertation proposes a technique of image reconstruction based on the Kalman filter to reconstruct an accurate image of the target area from such a detected signal. It is shown that the Kalman filter is able to successfully reconstruct the image using the measured antenna pattern to model the scanning process and reverse the blurring effect.

Due to the scope of the project, this dissertation focuses only on the design of the system, the multiplexer and the image reconstruction. The full measurement of an airborne system is a major project on its own, as variations in flight path, yaw and pitch have to be factored into any image data in such a measurement. This is to form the focus of future projects. For the purposes of this work, it was shown that the system can reconstruct simulated targets using the actual measured antenna pattern successfully.

### 1.2 Original Contribution

The work contains two main original contribution and one smaller one.

- The first major contribution is the proposal of a PMMW imaging system that fits the spatial constraints that a typical UAV enforces.
- The second major contribution is the use of a Kalman filter [1, 2] to reconstruct an image of the target from the measurements that such a system would make.
- The minor contribution is the design of a contiguous, wideband, stripline, manifold-coupled multiplexer.
Up until now the antennae of **MMW** imaging systems have been designed to obtain a main beam with high gain along both axes and is controlled using a combination of mechanical, optical and electronic techniques. These systems are large, heavy and power-dependent for a small **UAV**. Therefore, all aerial applications of **PMMW** imaging have involved large aeroplanes and helicopters capable of supporting such systems.

In this dissertation a system capable of fitting under the wing of a small **UAV** is designed. This severely restrict the potential realisations of the antenna, which are slightly lessened by making use of the motion of the **UAV** to control the orientation of the beam along one axis. The resulting antenna pattern contains only a high gain beam along one axis, with a very broad beam along the other axis.

When flying over the target area the image of an object is blurred along the plane of the flight path, making it difficult to determine the position of objects or to differentiate between objects situated along the plane of the flight path. This type of blur is not supported by conventional image reconstruction processes, which deal with localised object blurring modelled by Gaussian noise.

In this dissertation an image reconstruction algorithm capable of dealing with the global object blurring of the antenna pattern is designed. This technique of image reconstruction is based on the Kalman filter to reconstruct an accurate image of the target area from such a detected signal using the measured antenna pattern to model the scanning process and reverse the blurring effect.

A further contribution is the design of contiguous, wideband, stripline, manifold-coupled multiplexer. The majority of contiguous multiplexers function over a narrow band, where the connections between channels and junctions need only be optimised for a narrow band. The majority of multiplexers at microwave frequencies are realised in waveguide due to the loss in substrates at these frequencies.

In this dissertation the frequency range is 1.6 octaves, which results in the second harmonic of the low-band filters overlapping with the passbands of the high-band filters and which is too wide to be implemented in waveguide. While the realisation in stripline led to high in-band loss, the multiplexer is able to correctly divide up the wideband signal into the relevant bandwidths.

### 1.3 Contents

This dissertation describes the design of a **PMMW** imaging system that detects objects in low-visibility conditions within the transmission window around 35GHz. In Chapter 2 the properties of **MMW** imaging is compared with optical and **IR** imaging and applications of **MMW** imaging are presented. The **PMMW** imaging system is to be fitted under the wings of a small **UAV**, where the size of the **UAV** precludes any form of optical or mechanical scanning. In Chapter 3 the antenna is designed, as well as a reflector for testing purposes.

The **MMW** emissions are split up into different frequency bands to form the images. In Chapter 4 the multiplexer and filters used to divide of the frequency range into equal-sized contiguous bandwidths is designed. The **PMMW** imaging system requires good noise performance to deal with the weak **MMW** emissions. In Chapter 5 the analogue system required to amplify, mix down and detect the signal are designed.

The antenna displays a narrow beam along the plane perpendicular to the flight path, but a broad beam along the plane of the flight path blurs the image, making it difficult to determine the position of an object or to differentiate between objects situated along the plane of the flight path. Prevention of blurring is impossible as the size of the **UAV** precludes the use of bulky optics to focus the antenna pattern along the plane of the flight path. In Chapter 6 a post-processor is designed to reconstruct the target area from the blurred image.
Chapter 2

Millimetre-Wave Imaging

2.1 Introduction

Imaging techniques form an image of a target area by exploiting the emission, reflection and transmission properties of the objects within the target area, the medium separating the radiometer from the target area and any illumination incident on the target area. The effective temperature $T_E$ of an object is [3]

$$T_E = \varepsilon T_O + \rho T_I + \tau T_B$$  (2.1.1)

where emissivity $\varepsilon$ is the measure of the ability of an object to emit the physical temperature of the object, reflectivity $\rho$ is the measure of the ability of an object to reflect the illumination temperature incident on the object and transmissivity $\tau$ is the measure of the ability of an object to transmit the background temperature.

For the radiometer to detect an object, the medium separating the radiometer from the target area must transmit a sufficient level of the effective temperature of the object to the radiometer, while emitting a minimal level of its physical temperature and reflecting a minimal level of illumination incident on it. Therefore, the detected temperature $T_D$ of an object is the effective temperature of the separating medium, where the effective temperature of the object is the background temperature of the medium, as depicted in Figure 2.1.

![Figure 2.1: Sources of Radiation in Target Area](image)

The emissivity, reflectivity and transmissivity of an object are a function of thickness, material, surface roughness, angle of observation, polarisation and frequency. Objects range between perfect reflectors of the incident illumination ($\varepsilon = 0$, $\rho = 1$) and perfect absorbers of the incident illumination ($\varepsilon = 1$, $\rho = 0$). An image of the target area is formed as each type of object has a different set of emission, reflection and transmission properties, thereby radiating a different effective temperature.
Active imaging systems expend large amounts of energy to artificially illuminate the objects within the target area and form images from the reflected illumination, where objects with high reflectivity are easily detected and objects with low reflectivity are easily hidden. Active imaging systems are able to control the level and geometry of the illumination within the target area, but are plagued by speckle, interference and multi-path effects.

On the other hand passive imaging systems form images from the natural emissions and reflections of objects within the target area, where objects are easily hidden when there is insufficient illumination temperature to be reflected or physical temperature to be emitted. Passive imaging systems are safe for covert and personnel applications as no detected or harmful energy is expended by the antenna and capable of mobile operations as little power is required to operate the imaging system.

The passive detection of objects is simplified by designing the imaging system to work at frequencies where naturally occurring phenomena are at an optimum. All objects with physical temperature above absolute zero emit passive radiation, with the theoretical limit at a given wavelength given by the radiation of a perfect radiator \((\varepsilon = 1, \rho = 0)\). The radiation \(W\) from a perfect radiator is calculated from Planck’s law

\[
W = \frac{2hc^2}{\lambda^5} \left[ \exp \left( \frac{hc}{\lambda kT_0} \right) - 1 \right]^{-1} \tag{2.1.2}
\]

where \(c\) is the speed of light, \(h\) is Planck’s constant, \(k\) is Boltzmann’s constant and \(\lambda\) is the wavelength. The emitted radiation from the sun, with illumination temperature of approximately 6000K, peaks at 623THz in the optical region, while the emitted radiation from a room temperature perfect radiator, with physical temperature of approximately 300K, peaks at 31THz in the Infra-Red (IR) region, as depicted in Figure 2.2.

![Figure 2.2: Comparison of Perfect Radiator Emissions at Passive Imaging Frequencies](image)

In the presence of sunlight objects can be detected by the reflected illumination concentrated within the optical region, while in the absence of sunlight objects can be detected by the emitted radiation concentrated within the IR region. Therefore in clear weather optical radiometers during the day and IR radiometers at night are sufficient to form an image of the target area, but the presence of atmospheric constituents within the medium separating the radiometer from the target area causes significant attenuation at these wavelengths.

The level of absorption and scattering of radiation is dependent on the type of constituents in the atmosphere. Atmospheric molecules such as oxygen and water vapour absorb emissions at the specific frequencies where the molecules change energy levels. Small particles suspended in the atmosphere scatter emissions as a function of size, shape, refractive index and frequency. The geometrical cross-section of particles such as rain and snow obstruct emissions as a function of the ratio between particle size and wavelength.
To extend the conditions at which imaging is possible, Passive Millimetre-Wave (PMMW) imaging systems have been developed in the Millimetre-Wave (MMW) region, defined as 30GHz to 300GHz. MMW emissions can be detected in low visibility conditions that limit optical and IR imaging systems. Extensive research has been performed on the properties of the MMW region, with an overview presented here.

Imaging within the MMW region in inclement weather is possible because the MMW region contains transmission windows around 35GHz, 94GHz, 140GHz and 220GHz, where the attenuation caused by atmospheric constituents is low, as presented in Table 2.1 [4] for temperature of 20°C, pressure of 101kPa and 50% humidity. The best results are achieved within the 35GHz window, with imaging severely limited by heavy rain.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Clear</th>
<th>Drizzle (0.25mm/h)</th>
<th>Heavy Rain (25mm/h)</th>
<th>Fog (100m Visibility)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35GHz</td>
<td>0.13dB/km</td>
<td>0.25dB/km</td>
<td>6.49dB/km</td>
<td>0.50dB/km</td>
</tr>
<tr>
<td>94GHz</td>
<td>0.50dB/km</td>
<td>1.11dB/km</td>
<td>12.08dB/km</td>
<td>2.57dB/km</td>
</tr>
<tr>
<td>140GHz</td>
<td>1.10dB/km</td>
<td>1.86dB/km</td>
<td>13.02dB/km</td>
<td>5.01dB/km</td>
</tr>
<tr>
<td>220GHz</td>
<td>2.24dB/km</td>
<td>3.17dB/km</td>
<td>14.36dB/km</td>
<td>8.59dB/km</td>
</tr>
</tbody>
</table>

Imaging in the MMW region not only allows for imaging in certain low visibility conditions not possible with optical and IR imaging systems, but also allows for imaging through thin layers of materials that are opaque in the optical and IR regions as MMW wavelengths are longer than optical and IR wavelengths, with better transmission attained at lower frequencies. Based on a 3dB criterion, the cut-off frequencies at which certain clothing materials start becoming opaque are presented in Table 2.2 [5].

<table>
<thead>
<tr>
<th>Fabric</th>
<th>Thickness</th>
<th>Density</th>
<th>Cut-off Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wool</td>
<td>2.2mm</td>
<td>214kg/m³</td>
<td>350GHz</td>
</tr>
<tr>
<td>Linen</td>
<td>1.1mm</td>
<td>509kg/m³</td>
<td>350GHz</td>
</tr>
<tr>
<td>Leather</td>
<td>0.75mm</td>
<td>813kg/m³</td>
<td>400GHz</td>
</tr>
<tr>
<td>Denim</td>
<td>0.96mm</td>
<td>490kg/m³</td>
<td>50GHz</td>
</tr>
<tr>
<td>Silk</td>
<td>0.36mm</td>
<td>256kg/m³</td>
<td>1THz</td>
</tr>
<tr>
<td>Nylon</td>
<td>0.19mm</td>
<td>379kg/m³</td>
<td>1THz</td>
</tr>
</tbody>
</table>

The properties of an object are changed when mixed with another substance. The change in the transmissivity of different types of soil when water is added is presented in Table 2.3 [6] at 10GHz. The addition of water molecules to the soil increases the absorption and scattering of emissions, resulting in an image that is able to distinguish between different levels of irrigation of agricultural land [7].

<table>
<thead>
<tr>
<th>Soil</th>
<th>Skin Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dry</td>
</tr>
<tr>
<td>Loam</td>
<td>4.8m</td>
</tr>
<tr>
<td>Sand</td>
<td>1.6m</td>
</tr>
<tr>
<td>Clay</td>
<td>0.55m</td>
</tr>
</tbody>
</table>
The emissivity of common materials at MMW frequencies measured at normal incidence and at one polarisation is presented in Table 2.4 [8]. The unique difference in signature in the MMW region between metallic objects, detected by strongly reflecting the illumination temperature, and non-metallic objects, detected by strongly emitting the physical temperature, result in high contrast images.

Table 2.4: Emissivity for Common Materials at MMW Frequencies

<table>
<thead>
<tr>
<th>Surface</th>
<th>Emissivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>44GHz</td>
</tr>
<tr>
<td>Bare metal</td>
<td>0.01</td>
</tr>
<tr>
<td>Painted metal</td>
<td>0.03</td>
</tr>
<tr>
<td>Painted metal under camouflage</td>
<td>0.22</td>
</tr>
<tr>
<td>Smooth water</td>
<td>0.47</td>
</tr>
<tr>
<td>Dry gravel</td>
<td>0.88</td>
</tr>
<tr>
<td>Dry concrete</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The ability of an MMW imaging system to distinguish between objects can clearly be seen in the study of the detected temperature of a painted metallic object under camouflage and dry gravel at 94GHz under various atmospheric conditions presented in Table 2.5 [9]. The objects have a physical temperature of 290K and are at a range of 750m from the radiometer, where \( \tau = 10^{-\alpha R/10} \). The camouflaged metallic object reflecting the illuminating sky can be seen to be clearly distinguishable from the surrounding absorptive gravel background.

Table 2.5: Detected Temperature for Various Atmospheric Conditions at MMW Frequencies

<table>
<thead>
<tr>
<th>Atmospheric Condition</th>
<th>Illumination Temperature</th>
<th>Detected Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear, Smoke, Light Fog (( \alpha = 0.6\text{dB/km} ))</td>
<td>60K</td>
<td>164K</td>
</tr>
<tr>
<td>Thick Fog, Overcast (( \alpha = 1.0\text{dB/km} ))</td>
<td>120K</td>
<td>203K</td>
</tr>
<tr>
<td>Thick Clouds (( \alpha = 2.0\text{dB/km} ))</td>
<td>180K</td>
<td>242K</td>
</tr>
</tbody>
</table>

2.2 Basic System

The simplest system to measure MMW emissions is depicted in Figure 2.3. The antenna couples the emissions to the radiometer, the mixer converts the Radio Frequency (RF) \( f_{RF} \) signal to a lower Intermediate Frequency (IF) \( f_{IF} \) signal using the Local Oscillator (LO) frequency \( f_{LO} \), the filter removes unwanted mixing products and the detector converts the signal to a Direct Current (DC) voltage proportional to the incident power level.

![Figure 2.3: Heterodyne Radiometer](image)
The radiometer performs a series of thermal noise measurements of the target area to form an image. The imaging process is characterised by the speed at which images are formed of the target area, the sensitivity to changes in temperature in the target area and the ability to resolve the angular separation between closely-spaced objects in the target area.

The spatial resolution of an imaging system is defined by the number \( N \) of resolvable pixels across the horizontal Field of View (FOV), \( \theta \)

\[
N = \frac{\theta}{\alpha}
\]

where \( \alpha \) is the angle subtended by the smallest resolvable object in the target area. This angle is a function of the wavelength of the incident radiation and size of the antenna

\[
\alpha = \frac{\lambda}{\eta D}
\]

where \( \eta \) is the refractive index of the medium and \( D \) is the largest dimension of the antenna aperture. MMW wavelengths are much longer than optical and IR wavelengths, requiring much larger antennae to achieve equivalent resolution to IR and optical imaging systems.

The thermal sensitivity of \( \Delta T \) is the lowest temperature change in the target area that is detectable by the imaging system, and is defined as [10]

\[
\Delta T = \frac{T_S}{\sqrt{B t_s}}
\]

where \( B \) is the bandwidth of the noise, \( t_s \) is the sample time of the system and \( T_S \) is the system temperature.

The system temperature is a function of the Noise Figure (NF) and gain of the individual components

\[
T_S = \left( F_1 + \frac{F_i-1}{G_i} + \frac{F_i-1}{G_iG_2} + \ldots - 1 \right) T_O
\]

where \( T_O \) is the physical temperature of the system, \( F_i \) is the NF of the component of stage \( i \), \( G_i \) is the gain of the component of stage \( i \) and \( L_i = 1/G_i \) is the loss of the component of stage \( i \). The parameters of former stages are more crucial than latter stages. In order to minimise the effect of the loss of the mixer, a high-gain Low-Noise Amplifier (LNA) is needed as high up in the chain as possible.

MMW emissions of room temperature objects are between \( 10^{10} \) and \( 10^{7} \) times smaller than IR emissions within the thermal imaging region of 20THz to 300THz. With \( 10^3 \) better temperature contrast in the MMW region than in the IR region [10], the LNA requires at least \( 10^4 \) times better noise performance than IR radiometers to be comparable in signal-to-noise ratio with IR imaging systems.

To operate in real time the sample time of the imaging system must be less than the refresh rate of the display. This can be achieved by increasing the number of radiometers in the imaging system, each of which is used to take measurements of different parts of the target area. The sample time \( t \) of each receiver is

\[
t = \frac{t_s n}{m}
\]

where \( m \) is the total number of pixels in the image and \( n \) is the number of radiometers in the imaging system.

The thermal sensitivity of each of these radiometers is

\[
\Delta T = \frac{T_S}{\sqrt{B t_s m}}
\]

where it is clear that the more pixels that each radiometer has to measure per sample time of the imaging system, the more difficult to obtain a good thermal sensitivity. Small arrays of more expensive, higher-performance radiometers are far more cost effective than large arrays of cheap radiometers because of the strong dependence of the noise temperature to thermal sensitivity ratio.
2.3 Passive Millimetre-Wave Imaging Applications

The simplest system is a single antenna operating at a single frequency directed at a single orientation raster scanned over the target area by a mechanical motor. The speed at which images are formed is increased by making use of multiple radiometers, each of which is directed at different parts of the target area, with the orientation of the antennae controlled using mechanical, optical or electronic techniques.

Systems that make use of a single antenna have an instantaneous FOV of $1 \times 1$ pixels. It is only with the mechanical motion of the antenna or the focusing optics in two dimensions that the whole FOV is measured. These systems are bulky in that they require motors and focusing optics, however the backend is quite simple, requiring only one set of analogue devices.

An example of this is for instance the system described in [11], where the single antenna is connected to an opto-mechanical scanner consisting of a high speed vertical scanner scanning the target area through $\pm 10^\circ$ and a low speed flapping mirror that scanned the beam horizontally through an angle of $60^\circ$, resulting in a $60^\circ \times 20^\circ$ FOV, with a thermal sensitivity of 2K and a spatial resolution of 0.5°.

When the number of antennae is increased along one dimension in the form of a linear array the instantaneous FOV increases to $a \times 1$ pixels, where $a$ is the scan angle of the array. Only motion in the dimension orthogonal to the array is required to measure the whole FOV. These systems are also bulky in that they still require motors and focusing optics and the backend is more complex, requiring up to $a$ sets of analogue devices.

One such system is described in [12], where the orientation of the antennae are controlled electronically to cover a $30^\circ \times 20^\circ$ FOV, with a thermal sensitivity of 5K, spatial resolution of 0.3° and sample times of 33ms. A linear phased-array antenna is used, which is frequency-scanned along the orthogonal dimension. The combination of phase and frequency sorting resolved the measurements into a two-dimensional image.

When the number of antennae is increased along both dimensions in the form of a planar array the instantaneous FOV increases to $a \times b$ pixels, where $a$ is the scan angle of the array in one dimension and $b$ is the scan angle of the array in the other dimension, thereby mitigating the requirement for motion. These systems are compact as no motors or focusing optics are required, however the backend is very complex, requiring up to $a \times b$ sets of expensive MMW analogue devices.

In [13], where the radiometer contains a Focal Plane Array (FPA) of $40 \times 26$ individual antennae to cover a $15^\circ \times 10^\circ$ instantaneous FOV, with a thermal sensitivity of 0.4K, spatial resolution of 0.34° and sample times of 10ms. The imaging system contains a focusing lens, with each antenna connected to a Monolithic Millimetre-Wave Integrated Circuit (MMIC) that directly amplifies and detects the emissions [14], thereby mitigating the need for oscillators and lossy mixers.

So far only stationary systems have been discussed, but the imaging system can also be attached to an airborne vehicle. In the vehicle providing motion along one dimension the imaging system is only required to scan along the dimension orthogonal to this motion. If the instantaneous FOV of the radiometer is less than the whole FOV along the orthogonal dimension, some form of backward motion of the orientation of the antenna is required to compensate for the forward motion of the vehicle.

Two such systems are described in [9, 15]. In the first the radiometer attached to a helicopter is used to cover a $40^\circ \times 1^\circ$ FOV, with a thermal sensitivity of 0.8K, spatial resolution of 0.5° and sample times of 250ms. In the second the radiometer attached to a satellite is used to cover a $34^\circ \times 1^\circ$ FOV, with a spatial resolution of 1.4° and sample times of 600ms.
Because MMW emissions are not significantly affected by the presence or absence of the natural illumination of the sun or the majority of atmospheric constituents, images formed using PMMW imaging systems have consistent contrast between different objects from day to night in clear weather and in low-visibility conditions that are used in all-weather fixed and mobile land, air and sea surveillance and navigation applications.

The contrast of metal, fibreglass, wood, rubber and long, trailing wakes to a water background is used to locate boats and trace their point of origin in search and rescue operations, for surveillance and reconnaissance and in the detection and capture of drug traffickers [8]. The high transmissivity of MMW emissions through canvas and plastic coupled with the radiated emissions off human bodies has for instance been used to detect concealed personnel in soft-sided freight vehicles attempting to illegally cross borders [16].

The radiated emissions from a body of water is changed by the introduction of oil, ice and wind as they change the emissivity of the water [17]. This has been used to map the extent and thickness of an oil spill at sea [8], map sea ice movements [7] and measure wind speed [18]. The contrast in emissivity between land, water, vegetation and minerals results in the identification of surface composition of planetary systems, including portable remote sensing of lava flow [19] and mapping of annual rainfall levels [15].

The spectral behaviour of molecules in the MMW region contains a wealth of information about atmospheric chemistry. The resonant spectral lines in the MMW range provide a means of studying Earth’s climate for weather monitoring and climate change research [20, 21]. Ground-based radio astronomy observatories require monitoring of the atmospheric emission, attenuation and refraction at MMWs to calibrate out the attenuation and phase delay of the earth’s atmosphere in order to isolate the astronomical emissions [22].

2.4 Proposed System

The use of a PMMW imaging system on a small Unmanned Aerial Vehicle (UAV) has possibilities for applications such as airborne surveillance for search and rescue operations, which are hindered by inclement weather making visibility poor and endangering the rescuers as the search vehicle flies through the bad weather zone. The UAV would fly above the bad weather zone, with the PMMW imaging system detecting the radiation emitted and reflected by objects in a MMW atmospheric transmission window through the inclement weather.

A block diagram of the proposed system is depicted in Figure 2.4, with the aspects that were developed for this work highlighted. Due to the scope of the project the rest of the system are built up from purchased components, while the analogue-to-digital conversion, implementation of the post-processor on a Field-Programmable Gate Array (FPGA), incorporation onto an UAV and the communication link with the UAV are omitted.

![Figure 2.4: Multi-Channel Passive Millimetre-Wave Imaging Radiometer](image-url)
The choice of atmospheric transmission window is a compromise between price, transmission and resolution. Technology is immature within the atmospheric transmission windows at 140GHz and 220GHz, thereby making these options not cost-effective. For a given antenna aperture size the 94GHz window has greater spatial resolution, but the 35GHz window is chosen for the greater transmission through atmospheric constituents.

The focal application for the PMMW imaging system is maritime airborne surveillance for search and rescue operations, where the PMMW imaging system is primarily required to detect an isolated boat in a sea of water. For this reason the reduced spatial resolution of the 35GHz window is acceptable as it is coupled to the improved response to environmental conditions of the 35GHz window.

The design of the PMMW imaging system is severely limited by the size of a small UAV, such as the examples presented in Table 2.6. As the imaging system is to be fitted under the wing of the UAV, the antenna must conform to the rectangular shape of the wing and have a low profile to maintain the aerodynamics of the UAV, thereby excluding any form of optical or mechanical scanning antenna. The system must be lightweight as a UAV has a limited payload and consume a minimum of power as there is limited available on a UAV.

<table>
<thead>
<tr>
<th>UAV</th>
<th>Wing Span</th>
<th>Payload</th>
<th>Endurance</th>
<th>Cruise Speed</th>
<th>Altitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerosonde</td>
<td>3.45m</td>
<td>16.8kg</td>
<td>14hrs to 24hrs</td>
<td>50knots</td>
<td>4500m</td>
</tr>
<tr>
<td>Silver Fox</td>
<td>2.4m</td>
<td>2.2kg</td>
<td>8hrs</td>
<td>40knots</td>
<td>3600m</td>
</tr>
<tr>
<td>Viking</td>
<td>3.66m</td>
<td>9kg</td>
<td>6hrs to 8hrs</td>
<td>50knots</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.6: Examples of UAV Properties

The proposed solution is a long, thin, slotted-waveguide antenna array of dimensions $515.6 \times 9.1 \times 5.6$mm. The antenna has a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path. This antenna is chosen for its inherent space-to-frequency mapping, where the orientation of the main beam of the antenna pattern sweeps from an angle of $2^\circ$ off axis at a frequency of 37GHz to an angle of $25^\circ$ off axis at a frequency of 29GHz.

In not employing any form of active elements such as phase shifters or time delays within the antenna design, the main beam of the antenna pattern of each frequency component is directed at a fixed orientation. Therefore, the antenna only scans along a wide FOV along the plane perpendicular to the flight path, with the flight of the UAV used to provide the FOV along the plane of the flight path.

In using the flight of the UAV to sweep the main beam of the antenna pattern along the plane of the flight path, the whole frequency range must be measured concurrently because as the imaging system is propelled forward by the motion of the UAV the main beam is moved forward. Unlike the design of [9], the imaging system does not contain a mechanical motor that compensates for the motion of the UAV.

While devices such as MMICs [14, 26] are capable of direct amplification and detection at MMW frequencies, the majority of affordable, off-the-shelf detectors only operate up to 10GHz [27, 28, 29]. Therefore, a heterodyne system is employed to mix the captured MMW emissions down to a detectable frequency range using a mixer [30] covering the frequency range of 26.5GHz to 40GHz coupled to a 42GHz local oscillator [31].

The LO-mixer combination converts the captured MMW emissions from the RF range of 29GHz to 37GHz to the lower IF range of 5GHz to 12GHz, with the orientation of the main beam of the antenna pattern swept from an angle of $2^\circ$ off axis at a frequency of 5GHz to an angle of $24^\circ$ off axis at a frequency of 12GHz. This output is strengthened using a pair of 32dB amplifiers [32] covering the frequency range of 2GHz to 18GHz.
Of key importance in this work is the development of a first iteration of a PMMW imaging system, with provision made for future work to concentrate on one aspect only, such as increasing the scan angle of the antenna by increasing the frequency range of the antenna. For this reason components with bandwidths larger than that required by the current system were purchased. While these devices add excessive noise to the current system, these components do not need to be replaced when the frequency range is increased.

Price played a role in the choice of frequency ranges of the components. Due to industries standards certain frequencies ranges are more common, resulting in cheaper components at these frequencies. Therefore, an amplifier covering the frequency range of 2GHz to 18GHz is cheaper than one custom-made to fit the 5GHz to 13GHz IF range.

A good system temperature is required as the imaging system forms the image out of a series of thermal noise measurements of low noise, with stages near the frontend having a greater affect. As the mixer supplies 6dB of loss to the imaging system, a LNA [33] with a noise performance of 3.5dB and a gain of 20dB is placed at the output of the antenna to alleviate the effect of the loss of the mixer on the system temperature.

The output of the mixer is split up into 10 contiguous bands of size 800MHz by a stripline multiplexer. The output of each one of these bands is connected to a detector for conversion to a DC voltage proportional to the incident power level. While stripline circuits at microwave frequencies are known to be lossy, with this multiplexer supplying 10dB of loss, the wide band of the multiplexer of 1.6 octaves excluded a waveguide solution.

As the antenna has an inherent space-to-frequency mapping property, the output of each one of the channels is related only to MMW emissions from one portion of the target area. This portion covers a short distance along the plane perpendicular to the flight path due to the narrow beam along this direction. However, this portion covers a large distance along the plane of the flight path due to the very broad beam along this direction.

The blur along the plane of the flight path of the main beam of the antenna pattern would easily be focused by optics, however this is not possible because a compact, low-profile antenna is required to fit under the wings of the UAV. Therefore, an image reconstruction technique is required to reconstruct an accurate image of the target area from the detected signal.

As conventional image reconstruction processes deal with localised blurring modelled by Gaussian noise, which is insufficient to counter the global blurring of the antenna pattern, a novel technique [1, 2] based on the Kalman filter [34] is implemented that uses the measured antenna pattern to model the scanning process and reverse the blurring effect.

### 2.5 Conclusion

The basic outline of the proposed imaging system is described in this chapter, with each of the following chapters dedicated to an indepth study of the design, manufacture and testing of the various subsystems. This system has been proposed for applications such as airborne surveillance for search and rescue operations because of the unique ability of MMW emissions to be detected in inclement weather. However, the size of the UAV restricts the ability to focus the antenna pattern along both axes, with a novel technique proposed to reconstructed the target area.
Chapter 3

Antenna

3.1 Introduction

For any type of radiometric scanning the antenna is one of the crucial aspects in the system, as it is the device that couples the emissions in free-space to the rest of the system. Two elements of the antenna in particular are of great importance, namely the shape of the beam and the scanning ability. While any design tries to optimise these elements, the environment that the antenna will operate in, namely the wing of a Unmanned Aerial Vehicle (UAV) in this work, places restriction on the shape, dimensions and operation of the antenna.

For the purposes of this dissertation an existing antenna was used [35]. As the characteristics of the antenna are the basis of the system and the image reconstruction algorithm, this chapter gives a short description of the design and the key concepts. This is followed by an indepth explanation of the characterisation of the antenna performed as part of this dissertation for use by the image reconstruction algorithm.

3.2 Antenna

In general, beam forming and beam scanning of antenna are achieved using electronic, optical and mechanical techniques [36]. Beam forming is normally performed by increasing the electrical size of the antenna, as depicted in Figure 3.1. This is achieved mechanically by increasing the physical dimensions of the antenna aperture, optically by focusing the emissions to be captured by the antenna using a reflector, lens or mirror or electronically by increasing the number of antenna in the form of an array.

![Figure 3.1: Beam Forming Techniques](image)
On the other hand, beam scanning is achieved by repositioning the orientation of main beam of the antenna pattern, as depicted in Figure 3.2. This is achieved mechanically by physical movement of the antenna in the case of the single antenna or antenna array, optically by physical movement or rotation of the reflector, lens or mirror that is being used to focus the emissions to be captured or electronically by adding phase shifts between the antenna elements in the case of the antenna array.

The scan angle of mechanical and optical techniques is not limited by the antenna itself and is arbitrarily set by the motor positioning of the antenna and focusing optics. Beam forming in mechanical and optical techniques is determined by the geometric cross-sections of the aperture and focusing optics. The profile in mechanical and optical techniques is fixed by the displacement of the antenna to the focal point of the optics.

The application considered in this dissertation requires an antenna that can be fitted under the wings of a small UAV, thereby placing constraints of size, weight and power on the antenna design to minimise the affect on the aerodynamics of the UAV. The motors, apertures and optics required by mechanical and optical techniques can therefore not be considered as alternatives because they are large, heavy, cumbersome and slow.

It follows that the solution in this work is an antenna array with a main beam that is electronically controlled in two planes. However, if one could use the motion of the UAV to scan along the plane of the flight path, the antenna is only required to scan along the plane perpendicular to the flight path. Such an antenna would need a narrow, high gain beam along the plane perpendicular to the flight path, but will have a very broad beam along the plane of the flight path. Prevention of object blurring in this case is impossible as the size of the UAV precludes the use of bulky optics to focus the antenna pattern along the plane of the flight path as well.

The characteristics of array antennae are determined by the combined effect of the number $N$ of elements, the spacing $d$ between the elements, the amplitude excitation of the individual elements and the phase excitation of the individual elements [37, 38], as depicted in Figure 3.3. By controlling the phase of the individual elements the orientation $\theta$ of the main beam is scanned electronically over the target area at a faster rate and in a more flexible manner than that achieved by mechanical and optical techniques.
The phase of the antenna is normally controlled actively by adding a phase shifter or time-delay circuit to each element [37, 38], as depicted in Figure 3.4. The scan angle is swept by changing the incremental phase shift $\psi$ of $\frac{2\pi}{\lambda}d\sin\theta_0$ between adjacent elements or by changing the incremental delay $\tau$ of $\frac{d}{c}\sin\theta_0$ between adjacent elements, where $c$ is the velocity of propagation. For high gain arrays containing numerous elements this type of steering becomes very expensive, especially in the Millimetre-Wave (MMW) region.

![Figure 3.4: Electronic Beam Scanning](image)

An alternative is to use a fixed array so constructed that the main beam scans over a given Field of View (FOV) as a linear function of frequency [37, 38], as depicted in Figure 3.5. Frequency-scanning arrays are simple, inexpensive and reliable as no expensive controlling electronics and no moving parts are required. While the scan angle is limited, this is an economical, compact and fast system well suited to work with the space and power on the UAV.

![Figure 3.5: Frequency Beam Scanning](image)

Frequency scanning arrays can be implemented either in microstrip or waveguide. Microstrip arrays consist of radiating elements, fed by a microstrip network. They are low cost, light weight, easy to fabricate and low in profile. There is a lot of flexibility in the design of the feed network and radiating elements. However microstrip arrays have high loss at MMW frequencies.

Slotted waveguide arrays consist of resonant or leaky-wave slots cut into one of the walls of a waveguide feed, as depicted in Figure 3.6. Meander waveguides are compact and have a large scan angle, but are mechanically complex and incur high losses in the bends and additional line lengths. Straight waveguides have a small scan angle, but are simple to machine and incur low losses. Operating near cut-off does increase the scan angle, but is sensitive to manufacturing tolerances and has a very non-linear space to frequency mapping.

![Figure 3.6: Frequency-Scanned Array](image)
For this work, a frequency-scanned array [39] was used to concurrently scan the whole FOV along the plane perpendicular to the flight path. The image is then formed by dividing the captured emissions into frequency bands, each band containing emissions from a different orientation. The elements of the array are equally-spaced and incorporate a weighting amplitude function to minimise side-lobes.

The array implementation is the classic slotted waveguide array that is an excellent solution to the problem at hand, with a shape factor that conform very well to the essentially cross-shaped layout of a UAV. It must be noted at this stage that a fundamental assumption made when proposing a frequency-scanned array as a viable option, is that the power-density spectrum of the objects that need to be detected do not vary by much over the scan bandwidth.

The design specifications of the antenna are presented in Table 3.1. The waveguide dimensions need to be chosen to be able to support the propagation of the desired frequency range $f_L$ to $f_H$, the slot spacings are set to orient the main beam of the antenna pattern to the desired angle for a given frequency, the number of slots determine the angle subtended by the 3dB beamwidth and the amplitude excitation of the individual elements fix the maximum level of the sidelobes.

Table 3.1: Frequency-Scanned Linear Antenna Array Specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range ($f_L$ to $f_H$)</td>
<td>29GHz to 37GHz</td>
</tr>
<tr>
<td>Scan Angle ($\theta_L$ to $\theta_H$)</td>
<td>24° to 2°</td>
</tr>
<tr>
<td>3dB Beamwidth</td>
<td>1°</td>
</tr>
<tr>
<td>Sidelobe Level</td>
<td>−21dB$_{\text{max}}$</td>
</tr>
</tbody>
</table>

The antenna is designed using the travelling-wave method, which allows for non-resonant spacing and arbitrary beam placement. This method begins with an equivalent circuit of of lumped elements with admittance $Y_n$ spaced $d$ apart, as depicted in Figure 3.7, where $G_0$ is the conductance of the matched load. The antenna order $N$ determines the angle subtended by the 3dB beamwidth, with an order $N$ of 110 required to obtain the 3dB beamwidth of 1°.

The FOV is chosen to scan from directly beneath the UAV to one side of the UAV so that an antenna was placed on either wing the two antenna patterns would not overlap. The scan angle $\theta_0$ for a given frequency $f$ can be calculated by equating the phase $\beta$ of $\frac{2\pi}{\lambda} d$ between the elements in the waveguide with the phase $\frac{2\pi}{\lambda} a \sin \theta$ in free-space, that is

$$\theta_0 = \arcsin \left( \sqrt{1 - \left( \frac{\lambda}{\lambda_g} \right)^2 - \frac{\lambda a}{d}} \right)$$

(3.2.1)

where $\lambda$ is the wavelength in free-space, $\lambda_g$ is the wavelength in the waveguide, $a$ is the inner broad wall dimension of the waveguide and $n = 1/2$. 
With the spacing between the elements set to 4.73mm to obtain a scan angle of $\theta_H = 2^\circ$ at $f_H = 37\text{GHz}$, the scan angle over the whole frequency range is inherently set. The scan angle at nine frequency points within the frequency range are presented in Table 3.2, as calculated using Equation 3.2.1.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Orientation</th>
<th>Frequency</th>
<th>Orientation</th>
<th>Frequency</th>
<th>Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>29GHz</td>
<td>24.0(^\circ)</td>
<td>32GHz</td>
<td>13.8(^\circ)</td>
<td>35GHz</td>
<td>6.2(^\circ)</td>
</tr>
<tr>
<td>30GHz</td>
<td>20.2(^\circ)</td>
<td>33GHz</td>
<td>11.0(^\circ)</td>
<td>36GHz</td>
<td>4.0(^\circ)</td>
</tr>
<tr>
<td>31GHz</td>
<td>16.8(^\circ)</td>
<td>34GHz</td>
<td>8.5(^\circ)</td>
<td>37GHz</td>
<td>2.0(^\circ)</td>
</tr>
</tbody>
</table>

The amplitude weighting is based on standard aperture distribution synthesis [37]. The Villeneuve array synthesis [40] is used because it has been developed directly for discrete arrays. The necessary element weights $a_n$ are calculated, as depicted in Figure 3.8, to obtain a pattern with a maximum sidelobe level of 21dB below the main beam and for 6 sidelobes adjacent to main beam which have equal height.

<table>
<thead>
<tr>
<th>Element</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.1</td>
</tr>
<tr>
<td>30</td>
<td>0.9</td>
</tr>
<tr>
<td>50</td>
<td>1.5</td>
</tr>
<tr>
<td>90</td>
<td>1.3</td>
</tr>
<tr>
<td>110</td>
<td>0.7</td>
</tr>
</tbody>
</table>

![Antenna Array Element Amplitude Weights](image)

Figure 3.8: Antenna Array Element Amplitude Weights

Lumped elements are calculated for 7% power dissipation in the load as chosen in [35], for a loss of 0.7dB/m within the waveguide and with coupling between slots taken into account [41]. The lumped elements are converted to slots as presented in Appendix A.1, using CST MWS [42] simulations performed at 33.5GHz on 1.5mm thick slots with the wall containing the slots skimmed down by 0.8mm to obtain the necessary coupling.

The antenna is simulated in CST using time-domain analyses with nine far-field probes at frequencies within the frequency range. Cut-planes are made to determine the orientation $\theta_0$ of the main beam of the antenna pattern as a function of frequency, with the orientation presented in Table 3.3.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Orientation</th>
<th>Frequency</th>
<th>Orientation</th>
<th>Frequency</th>
<th>Orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td>29GHz</td>
<td>21.7(^\circ)</td>
<td>32GHz</td>
<td>13.6(^\circ)</td>
<td>35GHz</td>
<td>7.0(^\circ)</td>
</tr>
<tr>
<td>30GHz</td>
<td>18.6(^\circ)</td>
<td>33GHz</td>
<td>11.6(^\circ)</td>
<td>36GHz</td>
<td>4.6(^\circ)</td>
</tr>
<tr>
<td>31GHz</td>
<td>15.9(^\circ)</td>
<td>34GHz</td>
<td>9.0(^\circ)</td>
<td>37GHz</td>
<td>2.7(^\circ)</td>
</tr>
</tbody>
</table>

The simulated 3D far-field patterns obtained from the far-field probes in CST are depicted in Figure 3.9. The antenna has a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path.
The antenna is constructed out of a length of WR-28 waveguide [33], with specifications presented in Table 3.4. Square WR-28 flanges (QuinStar QFF-AB599) [33] are soldered onto the waveguide to connect to the matched load at the end near slot 110 and the mixer at the end near slot 1.

Table 3.4: QuinStar QWR-A20000 Waveguide Specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Broad Wall</td>
<td>7.112mm</td>
<td>Inner Narrow Wall</td>
<td>3.556mm</td>
</tr>
<tr>
<td>Outer Broad Wall</td>
<td>9.144mm</td>
<td>Outer Narrow Wall</td>
<td>5.588mm</td>
</tr>
</tbody>
</table>

The antenna is connected to waveguide to 2.4mm coaxial adapters (QWA-28S24F) [33] to perform measurements on a network analyser [43], as depicted in Figure 3.10, with far-field measurements described in Section 3.4. The antenna is well matched over the frequency range, with a passband response of $S_{11} < 20\text{dB}$. 

Figure 3.10: Measured Antenna Response
3.3 Reflector

While the size of the UAV precludes any form of optical or mechanical beam forming or scanning it is required for testing purposes to use an antenna with a smaller beamwidth. For this purpose, an optical reflector is designed to focus the antenna pattern along the plane of the flight path as well, resulting in a $1^\circ \times 1^\circ$ main beam. A second configuration to form a slightly blurred $1^\circ \times 5^\circ$ main beam is also designed to test the image reconstruction process for an intermediate step between the ideal case and the final design.

The cross-section of the reflector determines the existence of a focal region of the incident waves [44, 37], as depicted in Figure 3.11. Corner cross-sections have no focal point, with the reflected wave directed back in the direction of the incident wave. Spherical cross-sections have paraxial focal points, with the height of the focal point dependent on the offset of the incident wave to the centre of the reflector. Parabolic cross-sections have unique focal points, with all incident wave converging at a singular point.

![Figure 3.11: Reflector Cross-Section](image)

The shape of the reflector determines the focal region of the incident waves [44, 37], as depicted in Figure 3.12. The circular form of a paraboloid collimates the incident waves into a focal point in the centre of the paraboloid. Paraboloids are designed to work with point sources. The cylindrical form of a parabolic cylinder collimates the incident waves into a focal plane along a line parallel to the axis of the parabolic cylinder. Parabolic cylinders are designed to work with line sources.

![Figure 3.12: Reflector Shape](image)

The feed of the reflector determines the amount of aperture blockage [44, 37], as depicted in Figure 3.13. Offset feeds have the least aperture blockage, but cross-polarisation is introduced due to the asymmetry of the reflector. Back feed is the most compact in being able to obtain a focal length greater than the physical size, but requires a second reflector that causes significant aperture blockage and leads to a complex design. Front feed is normally used being the simplest design and the one-dimensional array causes minimal aperture blockage.

![Figure 3.13: Parabolic Reflector Feed Configurations](image)
The reflector for this work is a front-fed, parabolic, cylindrical reflector with surface parallel to the antenna and cross-section surface of \( y = \frac{x^2}{4f} \), where \( f \) is the focal length and \( -\frac{w}{2} \leq x \leq \frac{w}{2} \), as depicted in Figure 3.14. The reflector is constructed out of a copper sheet with thickness of 0.508mm supported by five 50mm ribs water-jet cut out of polystyrene-foam into a parabolic profile. Two further 50mm ribs of polystyrene-foam are placed along the breadth of the reflector to support the antenna at the focal length.

![Figure 3.14: Parabolic Cylindrical Reflector](image)

The design specifications of the reflector are presented in Table 3.5. The reflector length is calculated to support the scan angle \( \theta_L \) to \( \theta_H \) of the antenna, the reflector width and height and the focal length are calculated to obtain the desired 3dB beamwidth and spill-over of the main beam for the two test configurations and the amount of absorbing material required to absorb the cross polarisation is calculated, with the positioning of the support structure of polystyrene-foam calculated to prevent aperture blockage.

**Table 3.5: Parabolic Cylindrical Reflector Specifications**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scan Angle (( \theta_L ) to ( \theta_H ))</td>
<td>25° to 2°</td>
</tr>
<tr>
<td>3dB Beamwidth</td>
<td>1°/5°</td>
</tr>
<tr>
<td>Cross Polarisation Suppression</td>
<td>20dB</td>
</tr>
</tbody>
</table>

The focal length and the reflector width required to obtain the desired 3dB beamwidth is determined using EMSS FEKO [45] simulations of the reflector and antenna at 33GHz based on the CST MWS [42] simulations of the antenna. With the focal length set at 225mm, a 3dB beamwidth of 1° is obtained with a reflector width of 625mm and a 3dB beamwidth of 5° is obtained with a reflector width of 87.5mm, as depicted in Figure 3.15.

![Figure 3.15: Reflector Directivity for Different Beamwidth](image)
To minimise costs and set-up time, it is desirable to use a singular reflector to obtain the two 3dB beam-widths. The 3dB beamwidth of $1^\circ$ is obtained using a copper sheet with width of 672.1mm folded to a parabolic profile and the 3dB beamwidth of $5^\circ$ is obtained by covering the outer regions of the copper sheet with absorbing material [46], with specifications presented in Table 3.6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness ($t_a$)</td>
<td>10mm</td>
</tr>
<tr>
<td>Frequency Range</td>
<td>12GHz to 70GHz</td>
</tr>
<tr>
<td>Reflectivity</td>
<td>20dB min</td>
</tr>
</tbody>
</table>

The scan angle of the main beam sweeps from $\theta_H \approx 0^\circ$ at the high end of the frequency range to $\theta_L \approx 30^\circ$ at the low end of the frequency range in the feed direction. The reflector covers the area below the antenna and the area extending $f \tan \theta = 130$mm on the feed end, with a total length $l_f$ of 645.6mm, as depicted in Figure 3.16. The support structure is spaced a further $f \tan \theta = 130$mm on the feed end to prevent blockage.

The orientation of the antenna pattern is controlled by the angle of the slots, but this tilting introduces cross-polarisation components in the antenna pattern. The cross-polarisation is minimised in the antenna design by alternating the direction of tilt, but total cancellation of cross-polarisation is not possible because the amplitude taper of the array changes the amplitude from element to element and the fields do not cancel [37].

The scan angle of the cross-polarised field sweeps from $\theta_L \approx 45^\circ$ at the low end of the frequency range to $\theta_H \approx 55^\circ$ at the high end of the frequency range in the load direction. Because the cross-polarised field is directed in the opposite direction as the main beam, it can be removed without affecting the main beam by simply attaching absorbing material to the support structure on the load side of antenna, as depicted in Figure 3.17, with the height $h$ of the absorber of $\frac{l_f}{\tan \theta} - f = 291$mm.

The antenna is positioned in the centre of the parabola and clamped in place using a Perspex section and nylon nuts and bolts. Technical drawings of the antenna and reflector are shown in Appendix A.2.
3.4 Measurements

Measurements of the radiation characteristics of the antenna play a significant role in this work. Obviously the ability of the antenna to couple MMW emissions to the rest of the system must be verified, but more importantly these measurements are required by the image reconstruction algorithm to reconstruct the target area from the blurred images.

The space surrounding an antenna is divided into regions according to field structure, as depicted in Figure 3.18. In the reactive near-field region the reactive field predominates. In the radiating near-field region, or Fresnel region, radiating fields predominate with the angular field distribution dependent upon the distance from the antenna. In the far-field region, or Fraunhofer region, radiating fields predominate with the angular field distribution independent of the distance from the antenna.

The ideal condition for measuring far-field radiation characteristics is the illumination of the antenna by uniform plane waves. Although this ideal condition is not achievable, it can be approximated by separating the antenna from the illumination source by a distance \( r > R_2 \). At large radii the curvature of the spherical phase front produced by the source antenna is small over the antenna aperture, where the maximum phase error of the incident field from an ideal plane wave is about 22.5° when the distance \( r = R_2 \).

While there are no abrupt changes in the field configurations as the boundaries are crossed, the established criteria used to separate the regions are

\[
R_1 = 0.62 \sqrt{D^3/\lambda} \\
R_2 = 2D^2/\lambda
\]  

(3.4.1)

where \( D \) is the largest dimension of the antenna aperture. The maximum values for the boundaries for both antenna configurations, with and without reflector, are obtained at \( f = 37\text{GHz} \) and are presented in Table 3.7.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( D )</th>
<th>( R_1 )</th>
<th>( R_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>With Reflector</td>
<td>625mm</td>
<td>3.4m</td>
<td>96.4m</td>
</tr>
<tr>
<td>Without Reflector</td>
<td>515.6mm</td>
<td>2.5m</td>
<td>65.6m</td>
</tr>
</tbody>
</table>

At such large distances it becomes difficult to keep unwanted reflections from the ground and the surrounding objects below acceptable levels. In using a frequency-scanned array the time required to measure the necessary characteristics is extensive. Outdoor ranges are not protected from environmental conditions and do not possess all-weather capabilities. These shortcomings are overcome by using special techniques such as far-field pattern prediction from near-field measurements.
3.4.1 Near-Field Measurements

To provide a controlled environment and to minimise electromagnetic interference measurements are made in
the near-field in anechoic chambers with walls covered with absorbing material. The reduced distance results
in time and cost effective measurements. Fourier transform methods are used to compute the far-field radiation
characteristics from these measurements that are as accurate as those measured in a far-field range [47].

The magnitude and phase distributions of the tangential electric field components radiated by the antenna
are measured at regular intervals by a field probe over a planar surface in the near-field. The sampled data is
used to determine the amplitude and phase of an angular spectrum of plane waves by using the principle of
modal expansion [36]. By expressing the total field of the antenna in terms of a modal expansion the field at
any distance can be calculated. Solving for the fields at an infinite distance results in the far-field pattern.

The antenna is aligned with its maximum radiation along the \( z \) axis, while a mechanical controller scans
a probe at a distance \( z_0 = 50\text{mm} > 3\lambda \) from the antenna over the planar surface in the near-field. The sampled data is
used to determine the amplitude and phase of an angular spectrum of plane waves by using the principle of
modal expansion [36]. By expressing the total field of the antenna in terms of a modal expansion the field at
any distance can be calculated. Solving for the fields at an infinite distance results in the far-field pattern.

The measurement plane parameters for the both antenna configurations are presented in Table 3.8.

![Figure 3.19: Near-Field Planar Measurement Surface](image)

Table 3.8: Measurement Surface Parameters

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( a )</th>
<th>( b )</th>
<th>( M )</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>With Reflector</td>
<td>996mm</td>
<td>876mm</td>
<td>333</td>
<td>293</td>
</tr>
<tr>
<td>Without Reflector</td>
<td>816mm</td>
<td>300mm</td>
<td>273</td>
<td>101</td>
</tr>
</tbody>
</table>

The probe is a 95mm section of open-ended WR28 waveguide [33], with specifications presented in
Table 3.4. Both co-polarisation and cross-polarisation measurements are acquired by rotating the waveguide
probe 90° about its longitudinal axis. The orientation of the probe to the antenna changes as the probe location
varies, as depicted in Figure 3.20. Probe compensation methods couple the far-field of the antenna to those of
the measuring probe to compensate for the directivity and polarisation of the probe.

![Figure 3.20: Probe Compensation of Near-Field Measurements](image)
The probe measures the field radiated by the antenna in the plane $z = 0$, as depicted in Figure 3.21. In the source free region, where $z > 0$, the field $E(x,y,z)$ of a monochromatic wave radiated by the antenna is written as a superposition of plane waves of the form $f(k_x,k_y) \exp(-j k \cdot r)$ with different amplitudes travelling in different directions but of the same frequency. The objective of the plane wave expansion is to determine the unknown amplitudes $f(k_x,k_y)$ and direction of propagation of the plane waves.

The field $E(x,y,z)$ is written as

$$E(x,y,z) = \frac{1}{4 \pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(k_x,k_y) \exp(-j k \cdot r) \, dk_x \, dk_y$$

or

$$E(x,y,z) = \frac{1}{4 \pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathcal{E}(k_x,k_y,z) \exp[-j (k_x x + k_y y)] \, dk_x \, dk_y$$

with transform field $\mathcal{E}(k_x,k_y,z)$

$$\mathcal{E}(k_x,k_y,z) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} E(x,y,z) \exp[j (k_x x + k_y y)] \, dx \, dy$$

where

$$\mathcal{E}(k_x,k_y,z) = f(k_x,k_y) \exp(-j k z)$$

$$f(k_x,k_y) = \hat{a}_x f_x(k_x,k_y) + \hat{a}_y f_y(k_x,k_y) + \hat{a}_z f_z(k_x,k_y)$$

$$k = \hat{a}_x k_x + \hat{a}_y k_y + \hat{a}_z k_z$$

and $k_x = k \sin \theta \cos \phi$, $k_y = k \sin \theta \sin \phi$ and $k_z = k \cos \theta$ are the spectral frequencies that extend over the entire frequency spectrum, $k = 2\pi/\lambda$ is the free-space wavenumber, $k$ is the vector wavenumber and $r$ is the position vector.

In making measurements at $z = 0$ the transform field $\mathcal{E}(k_x,k_y,z)$ reduces to $\mathcal{E}(k_x,k_y,z = 0) = f(k_x,k_y)$ and the tangential components $f_x$ and $f_y$ of the plane wave spectrum $f(k_x,k_y)$ are obtained from these measurements

$$f_x(k_x,k_y) = \int_{-b/2}^{+b/2} \int_{-a/2}^{+a/2} E_{xa}(x',y',z' = 0) \exp[j (k_x x' + k_y y')] \, dx' \, dy'$$

$$f_y(k_x,k_y) = \int_{-b/2}^{+b/2} \int_{-a/2}^{+a/2} E_{ya}(x',y',z' = 0) \exp[j (k_x x' + k_y y')] \, dx' \, dy'$$

where $E_{xa}$ is measured by the horizontally-polarised probe and $E_{ya}$ is measure by the vertically-polarised probe.

The parallel component $f_z$ of the plane wave spectrum $f(k_x,k_y)$ is obtained by manipulating the solenoidal nature of the field $E(x,y,z)$, $\nabla \cdot E(x,y,z) = 0$

$$f_z = -\frac{f_x k_x + f_y k_y}{k_z}$$
The three components $E_x, E_y$ and $E_z$ of the field $E(x, y, z)$ can be obtained at any distance $z > 0$

$$E_x(x, y, z) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_x(k_x, k_y) \exp[-j(k_x x + k_y y + k_z z)] dk_x dk_y$$
$$E_y(x, y, z) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_y(k_x, k_y) \exp[-j(k_x x + k_y y + k_z z)] dk_x dk_y$$
$$E_z(x, y, z) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f_z(k_x, k_y) \exp[-j(k_x x + k_y y + k_z z)] dk_x dk_y$$

(3.4.8)

The far-field radiation characteristics are obtained by solving the field $E(x, y, z)$ for a distance $z \to \infty$ in Cartesian form

$$E_x(x, y, z) = \frac{j^k \exp(-jkr)}{2\pi r} f_x \cos \theta$$
$$E_y(x, y, z) = \frac{j^k \exp(-jkr)}{2\pi r} f_y \cos \theta$$
$$E_z(x, y, z) = \frac{j^k \exp(-jkr)}{2\pi r} (f_z \cos \phi - f_x \sin \theta \sin \phi)$$

(3.4.9)

and in spherical form

$$E_\theta (r, \theta, \phi) = \frac{j^k \exp(-jkr)}{2\pi r} (f_x \cos \phi + f_y \sin \phi)$$
$$E_\phi (r, \theta, \phi) = \frac{j^k \exp(-jkr)}{2\pi r} \cos \theta (f_x \sin \phi + f_y \cos \phi)$$

(3.4.10)

### 3.4.2 Far-Field Computations

A network analyser [48] is used to measure the magnitude and phase of the transmission between the antenna and the probe. The analyser is initialised with a through calibration performed between waveguide flanges, which takes into account the cables from the analyser to the antenna and the probe and the waveguide to 2.4mm coaxial adapters (QWA-28S24F) [33] used to connect the antenna and the probe to the cables. The measurements are performed with an averaging factor of 256.

The tangential field components $E_{x0}$ and $E_{y0}$ are recorded over the aperture at grid points with spacings of $\Delta x = \frac{\pi}{k_x}$ and $\Delta y = \frac{\pi}{k_y}$, where $k_x$ and $k_y$ are real numbers that represent the largest magnitudes of $k_x$ and $k_y$ so $f(k_x, k_y) \simeq 0$ for $|k_x| > k_{x0}$ or $|k_y| > k_{y0}$. The tangential components $f_x$ and $f_y$ of the plane wave spectrum are obtained by performing a discrete Fourier transform algorithm at the set of wavenumbers explicitly defined by

$$k_x = \frac{2\pi}{M \Delta x}, \quad -\frac{M}{2} \leq m \leq \frac{M}{2} - 1$$
$$k_y = \frac{2\pi}{N \Delta y}, \quad -\frac{N}{2} \leq n \leq \frac{N}{2} - 1$$

$$k_z = \begin{cases} \sqrt{k^2 - (k_x^2 + k_y^2)}, & k^2 \geq k_x^2 + k_y^2 \\ -j\sqrt{(k_x^2 + k_y^2) - k^2}, & k^2 < k_x^2 + k_y^2 \end{cases}$$

(3.4.11)

where the $k^2 \geq k_x^2 + k_y^2$ form of $k_z$ contributes to the propagating waves and the $k^2 < k_x^2 + k_y^2$ form contributes to the evanescent waves.

The resolution of the far-field pattern is determined by the number of wavenumber spectrum points, which are equal to the number of points in the near-field distribution. However, the resolution of the far-field pattern is not improved by decreasing the sampling spacing to increase the number of the near-field sample points as the decreased sample spacing will increase the limits of the wavenumber spectrum points, which are in the large evanescent mode region and do not contribute to improved resolution of the far-field pattern.

An improvement to the resolution of the far-field pattern is obtained by artificially adding data sampling points with zero value at the outer extremities of the near-field distribution. This artificially increases the number of sample points without decreasing the sample spacing. As the sample spacing remains fixed the limits of the wavenumber spectrum points remain fixed. With the additional wavenumber spectrum points within the original wavenumber limits the resolution in the computed far-field patterns is improved.
The near-field measurements of the three configurations of the antenna are transformed to far-field patterns at a planar surface at a fixed distance away from the antenna, with the orientation of the main beam of the antenna pattern as a function of frequency depicted in Figure 3.22. There is a near-perfect comparison between the theoretical values and the computations, with good comparison with the CST MWS simulations.

![Figure 3.22: Computed and Measured Orientation of Main Beam of Far-Field Pattern](image)

The 2D far-field patterns for these three configurations are depicted in Figure 3.23, Figure 3.24 and Figure 3.25. For all three configurations the narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path is clearly displayed. In the configuration of the antenna without a reflector the very broad beam along the plane of the flight path, as well as the large sidelobe, is evident.

![Figure 3.23: Computed Far-Field Patterns of Antenna without Reflector](image)
In the configuration of the antenna with a reflector the focusing effect of the reflector on the main beam, as well as on the sidelobe, is evident.

Figure 3.24: Computed Far-Field Patterns of Antenna with Partial Reflector

Figure 3.25: Computed Far-Field Patterns of Antenna with Full Reflector
3.4.3 Near-Field Computations

From the figures within Section 3.4.2 it is evident that the configuration of the antenna with a full reflector can be used directly to form focused images of a target area. However, to form images from measurements taken using the configurations of the antenna with a partial reflector and without a reflector would require the measured data to first pass through a post processor.

While still in the initial stages of the development of the system a controlled target area is used to test the post processor. As the start of the far-field region of the antenna is approximately 100m from the antenna, it is virtually impossible to set-up a controlled environment around the antenna at such a large distance, and this is why the far-field characteristics of the antenna are computed from measurements taken in the near-field.

A main obstacle associated with far-field measurements of antennae with beam-scanning functionality is that the measurement device has to cover a large two-dimensional grid at the large distance away from the antenna. These measurements would required a large amount of precision machinery to position the measurement device and would take a long time to perform. By reducing the space between the antenna and the device, the grid that the device traverses is significantly reduced, which leads to a saving in machinery, time and cost.

A similar strategy is followed to perform measurements of the imaging system within the controlled environment of an anechoic chamber. In order for this to be a valid test of the imaging system, the spacing between the source and the antenna must be sufficiently large enough for the far-field characteristics of the antenna pattern to start forming. In other words, the main beam of the antenna pattern must sweep the target area as a function of frequency, even if the expected orientation or directivity of the far-field is not yet formed.

The near-field measurements described in Section 3.4.1 are used to compute the antenna patterns at a distance $z = 2.5m$ from the antenna. The tangential components $f_x$ and $f_y$ of the plane wave spectrum are computed from the near-field measurements using Equation 3.4.6 and the parallel component $f_z$ of the plane wave spectrum is computed using Equation 3.4.7. The parallel component is required because the measurement plane is displaced 2.5m along the z-axis. Finally, the fields at $z = 2.5m$ are computed using Equation 3.4.8.

While this might sound trivial, a few key manipulations of the data is required to obtain the correct antenna pattern. The following applies to MATLAB [49], and differs from application to application. These manipulations only rearrange the indexing of the values within the matrices to synchronise the measurement plane of the near-field measurements with the algorithms of MATLAB, with no adjustments to the values within the matrices.

The discrete Fourier transforms function with their centre frequency at the first cell of the matrices and the rest of the cells at frequencies greater than the centre frequency, while the near-field measurements were performed over a grid centred around the antenna, with the centre of the matrix at the centre frequency and the other cells at frequencies above and below the centre frequency, as depicted in Figure 3.26. Therefore, matrix transformations shift the measurement plane data to the input expected by the transform algorithms.

![Figure 3.26: Synchronisation between Measurement Data and Transform Algorithms](image-url)
Secondly, the resolution of the fields is improved by artificially adding zeros to the extremities of the measured data before being passed to the transform algorithms. This too needs matrix transformations to synchronise the input expected by the transform algorithm and the measurements, as depicted in Figure 3.27.

![Figure 3.27: Synchronisation between Zero-Padding and Transform Algorithms](image)

The built-in function of the transform algorithm would zero-pad the input data by extending the input matrix size at cell locations at the greatest distance from the centre frequency of the transforms, being the first cell, which leads to the wrong computation. Instead, the padding should be done by extending the input matrix size at cell locations at the greatest distance from the centre frequency of the measured data. Only then should this matrix be transformed to the expected input arrangement of the transform algorithm.

Thirdly, a large amount of zero-padding is required to ensure that the main beam of the antenna pattern is in the measurement plane. The orientation of the main beam of the antenna pattern at 29GHz is 24.0°, which is 1.1m away the centroid of the antenna. As the near-field measurement plane only extends 0.5m in any direction, by zero-padding the measurements, the measurement plane is extended along the xy-plane and the main beam of the 29GHz antenna pattern is placed in the measurement plane, as depicted in Figure 3.28.

![Figure 3.28: Zero-Padding to Position Main Beam within Measurement](image)

Using the described strategy the near-field measurements of the full reflector antenna configuration are transformed to fields at a distance of 2.5m. This is the maximum distance that the source can be displaced from the antenna whereby the orientation of the 29GHz main beam is still bound within the physical confines of the anechoic chamber. The near-field measurement plane matrices are zero-padded to form matrices 64 times larger than the originals to ensure that the scan angle of antenna pattern is within the measurement plane.

The 2D far-field patterns for the antenna configuration with the full reflector is depicted in Figure 3.29. While the expected frequency scan is clearly seen, as well as the focus of the main beam of the antenna pattern in both direction due to being connected to the reflector, the fields have not propagated a sufficient distance to form the high gain beam of the computed far-field patterns described in Section 3.4.2. However, the fields are sufficiently formed at 2.5m to test the ability of the system at the multiplexer stage in Chapter 5, as well as to validate the simulated target areas used to test the post-processor in Chapter 6.
3.4.4 Far-Field Measurements

The antenna has a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path blurs the image, making it difficult to accurately determine the position of an object or to differentiate between objects situated along the plane of the flight path.

While the size of the UAV precludes optical and mechanical scanning, the ability of the antenna to capture MMW emissions is tested by attaching the antenna to a reflector that focuses the antenna pattern along the plane of the flight path, resulting in a beam with 3dB beamwidth of 1° × 1°. The system is depicted in Figure 3.30, with the Low-Noise Amplifier (LNA), Local Oscillator (LO) and mixer seen at the right of the image.
The reflector is attached to a rotator on the roof of the Engineering Faculty of Stellenbosch University to take measurements of the surrounding mountains, as depicted in Figure 3.31. The captured MMW emissions over the whole frequency range are measured by a spectrum analyser [50].

Optical and MMW images were taken of a mountainside in clear weather during the day and at night, as depicted in Figure 3.32. While there is a sharp contrast in the optical images, with a flash required for the night image, the sun’s illumination is not essential to the MMW images as there is great similarity in the MMW images. The increase in sky illumination from the zenith to the horizon is evident within the MMW images.

Figure 3.31: Far-Field Measurement Set-Up

Figure 3.32: Comparison of MMW Images and Optical Images under Different Visibility Conditions
3.5 Conclusion

In this chapter the antenna design is described. The UAV places severe restrictions on the possible implementations, with no form of mechanical or optical technique a viable option. The chosen design is a slotted-waveguide array that scans along the plane perpendicular to the flight of the UAV as a function of frequency and uses the flight of the UAV to expand the FOV into a two-dimensional target area.

Owing to the linear structure of the antenna, the antenna pattern has a very broad beam along the plane of the flight path that cannot be focused using a lens, mirror or reflector because these components are too large to be fitted under the wing of a small UAV. Therefore, the measurements made in this chapter are used by the post processor described in Chapter 6 to reconstruct an image of the target area.

However, in order to test the ability of the antenna to couple MMW emissions to the rest of the system, a reflector is designed that focuses the antenna pattern along the plane of the flight path as well. From the far-field measurements of the antenna, it can be seen that the antenna is able to capture incident MMW emissions that are consistent between favourable and poor visibility conditions.
Chapter 4

Multiplexer

4.1 Introduction

When using a frequency-scanned array for the antenna the captured Millimetre-Wave (MMW) emissions have to be split up into different frequency bands before detection to use the space-to-frequency mapping property of the antenna to form the images. This is done by means of a multiplexer following the second Intermediate Frequency (IF) amplifier, with each channel terminated in a detector, as depicted in Figure 4.1.

The image is built up line by line as the antenna concurrently scans the target area along the plane perpendicular to the flight path, with each orientation $\theta_m^0$ scanned by a beam centred at frequency $f_m^0$. The multiplexer divides the frequency range $f_L$ to $f_H$ into $M$ equal-sized contiguous bandwidths $B$ of size $\frac{f_H - f_L}{M}$ each assigned to a different pixel column $P_m$ separating the target area into bands. The image resolution is equivalent to the number of channels the multiplexer is able to support.

In covering a frequency range of 1.6 octaves at the IF range the bandwidth of the multiplexer is too wide for a waveguide solution, thereby limiting the design to realisation in microstrip or stripline. A stripline design is chosen, with a transition from the SMA connector output of the second IF amplifier, as it is a compact solution well suited to work with the available space on the Unmanned Aerial Vehicle (UAV).

Due to the wide bandwidth of the multiplexer, the harmonic passbands of the bandpass filters in the lower half of the frequency range overlap with the passbands of the bandpass filters in the upper half of the frequency range. To solve this problem a bandpass filter is incorporated in the multiplexer design to suppress the higher-order passbands of the bandpass filters in the lower half of the frequency range.
4.2 Multiplexer Overview

The role of the multiplexer is to separate the wideband signal at the common port into individual channels, with each channel isolated from the other channels. The stopband response of the reflection of filters is a susceptibility that varies with frequency that will seriously affect the performance of closely-spaced filters. Various multiplexer solutions that minimise this effect exist in the literature, with a short summary given here.

The simplest design to obtain $M$ channels is to continually split the common port frequency band in half in $\log_2(M)$ stages using $M-1$ diplexers, as depicted in Figure 4.2. As contiguous channels of moderate bandwidth are required, the $M-1$ filter pairs of the diplexers are designed using the methods described in [51, 52] to minimise the effects of the input admittance of a filter in the stopband of the complementary filter.

While simple to design, the splitter multiplexer configuration requires a large number of filters for the desired number of channels and can be more lossy than other configurations due to the path length of the signal through the cascaded stages. In contrast, the channels can all be concurrently connected to the common port, as depicted in Figure 4.3. Only one filter is required per channel, with minimal loss along the path lengths.

The majority of common-junction multiplexer designs begin with filters individually designed for a given transmission response, with various techniques employed to match these filters to the much larger passband of the multiplexer. The techniques of [53, 54, 55] have been developed for doubly-terminated filters, while the techniques of [56, 57, 58] have been developed for singly-terminated filters.

All these techniques include compensation in the form of formulae developed to modify the filter parameters. In [53] additional compensation is required in the form of dummy channels at frequencies bordering the lower and upper limits of the multiplexer passband. In [56, 58] additional compensation is required in the form of immittance compensation-annulling networks.

The realisation of common-junction multiplexers for a large number of channels is difficult. The parallel-connected configuration suffers from the complexity of connecting $M$ filters in parallel, specifically with regards to the response of the junction at the common port. The series-connected configuration suffers from the complexity of isolating $M$ ground-planes from each other.
The realisation of a multiplexer can be simplified by connecting the channels to the common port in sequential order, as depicted in Figure 4.4. This configuration offers a simple, compact design for a large number of channels, with the main disadvantages the loss in latter channels incurred by travelling down the long transmission path from the common port and the interactions between the channels through the common port.

The use of directional components to minimise the interaction between the channel filters has been investigated [59, 60]. As directional components prevent interaction between channel filters, additional channels can be appended without disrupting the existing multiplexer design. In addition, directional components ease design, assembly and tuning of the multiplexer as each channel is operating in isolation. While active components could provide isolation, only passive devices are investigated to minimise the system’s power consumption.

The simplest design is to place a circulator at the connection of each channel to the common port [59, 60], as depicted in Figure 4.5. The channels are isolated from each other in the circulators only allowing incident power to travel in one direction. However, circulators are unable to operate over the whole frequency range and relatively high losses are present in latter channels due to the accumulated insertion loss of the circulators.

Instead of using circulators, the multiplexer can be formed by connecting directional filters in series [59, 60], as depicted in Figure 4.6. A directional filter is a four-port device, with three of the ports mimicking a circulator connected to a filter and the fourth port terminated in a load. In-band power incident at the common junction port emerges at the channel output port, with the reflected power terminated at the load port. Out-band power incident at the common junction port passes on unimpeded to the subsequent channels.

In [61] the directional filters are realised in stripline as one-wavelength ring resonators coupled to one another and two transmission lines, with one transmission line connecting the common port to subsequent channels and the other connecting the channel output port to the load port. In [62] the filter parameters are designed to place the cross-over point between adjacent channels at the half-power points. Directional filters are limited to narrow-band applications as it is difficult to realise bandwidths greater than 1%.
Another implementation of passive components that mimics a circulator, yet with wider realisable bandwidths, makes use of two identical filters and two identical 90° hybrids for each channel of the multiplexer [59, 60], as depicted in Figure 4.7. This configuration results in in-band power adding constructively at the channel output, with isolation between channels achieved as out-band power adds destructively.

\[ f_1, f_2, \ldots, f_m \]

**Figure 4.7: Hybrid-Coupled Multiplexer**

This configuration is primarily used in high-power applications as the hybrids split the incident power between the two filters, thereby increasing power handling and reducing susceptibility to voltage breakdown. Tight fabrication tolerances are required to minimise phase deviation between the two paths and preserve directivity. The physical size and weight is larger than other approaches because of the duplication of components.

Directional multiplexers are attractive because the channels are isolated from each other, but none meet the requirements for this work. Hybrid-coupled multiplexers are not compact enough, directional-coupled multiplexers and circulator-coupled multiplexers cannot realise the required bandwidth. Therefore for the purposes of this work non-directional components are investigated, wherein the parameters of the multiplexer are designed as a whole to counteract channel interactions as the channels are electrically connected to each other.

The wideband signal of the common port can be selectively split-up using a complementary highpass and lowpass filter pair for each channel, as depicted in Figure 4.8. The highpass filter sets the lower cut-off frequency of the channel, with the lowpass filter setting the upper cut-off frequency of the channel. In [63] the filter parameters of the individual filters are modified so that the resulting passband of the diplexer is optimal.

\[ f_1, f_2, \ldots, f_m \]

**Figure 4.8: Diplexer-Based Multiplexer**

As diplexer-based multiplexers do not make use of passband filters there are no higher-order passbands of filters in the lower half of the frequency range to fall within the passbands of filters in the upper half of the frequency range. However, a large number of filters is required for the desired number of channels, resulting in a physically larger design than that of other approaches. Instead the multiplexer can be designed by connecting passband filters sequentially to the common port through a series of junctions, as depicted in Figure 4.9.

\[ f_1, f_2, \ldots, f_m \]

**Figure 4.9: Manifold-Coupled Multiplexer**
4.3 Multiplexer Design

The manifold-coupled multiplexer is the chosen design for this work because this approach offers an optimum choice with regards to size and insertion loss, with the size further reduced by placing filters on both sides of the manifold. The filters, junctions and spacings between junctions and filters are designed to minimise the interactions between channels, implying that this configuration is not amenable a modular concept and any change in the allocation of channels will require a new multiplexer design.

In [64] formulae modify filter prototypes to properly interact with other filters and function as if operating into a matched termination. However, the total bandwidth and number of channels is limited. With the advent of powerful computational and simulation software, analytical techniques have been superceded by optimisation methods that can combine an arbitrary number of channels, regardless of bandwidths and channel separation, however the implementation becomes more difficult as the number of channels increase.

In [65, 60] the multiplexer is modelled as a cascade of 2-port and 3-port matrices that mimic the desired practical implementation, with the parameters of these models determined using algorithms designed to optimise large systems [66]. The optimisation process is further sped up by initially decreasing the number of parameters by replacing the filters with equivalents network prototypes [67, 68] or fictitious reactive loads that simulate the out-band phase response of the channels [69], before performing a full-wave analysis.

Segmentation techniques minimise the number of parameters that must be handled simultaneously to reduce the optimisation time and avoid local minima traps. In [70, 71] the multiplexer is modelled as a series of diplexers, with the junctions designed to meet certain criteria and the connections between filters and junctions made according to formulae derived for ideal diplexer behaviour at the midband frequencies of the filters [72].

This analytical model is developed on the basis of just fundamental mode interaction between junction and filters. In cases where optimum distances are so short that higher modes may cause interaction, the single mode result is an excellent starting point for an optimisation routine. These criteria are of general application and independent of the technology adopted as the analysis is based on the $S$-parameters of the junction.

The junction criteria are derived from the properties of the $S$-parameters of a lossless reciprocal three-port junction with port 1 connected to filter $F_1$ with passband $b_1$ located at a distance $l_1$ away and port 2 connected to filter $F_2$ with passband $b_2$ located at a distance $l_2$ away, as depicted in Figure 4.10. These criteria involve just the $S$-parameters of the junction, and are independent of the filters and of their spacings from the junction.

$$
\begin{align*}
    S_{22} & S_{23} \\
    S_{23} & S_{33}
\end{align*}
\begin{align*}
    = & \begin{pmatrix}
        S_{Y22} & S_{Y23} \\
        S_{Y23} & S_{Y33}
    \end{pmatrix} + \begin{pmatrix}
        \frac{1}{S_{Y11}} & -e^{-2j\beta l_1} & -S_{Y11}
    \end{pmatrix}^{-1} \times 
    \begin{pmatrix}
        S_{Y12} & S_{Y12}S_{Y13} \\
        S_{Y12}S_{Y13} & S_{Y13}
    \end{pmatrix}
\end{align*}
$$

(4.3.1)

where $S_{Y1j}$ are the $S$-parameters of the junction, $S_{F11}$ is the reflection coefficient of filter $F_1$ and $\beta$ is the propagation constant of the fundamental mode. A similar two-port junction between port 1 and port 3 is obtained when filter $F_2$ is terminated by a matched load.
The first criterion that must be satisfied ensures that the transmission between port 3 and port 2 over the band $b_1$ is perfect and that the transmission between port 3 and port 1 over the band $b_1$ is perfect. This criterion is satisfied when the two-port junction of Equation 4.3.1 is perfectly matched and lossless over the band $b_2$, and when the two-port junction between port 1 and port 3 is perfectly matched and lossless over the band $b_1$.

As $S_{22} = 0$ of the two-port junction of Equation 4.3.1 over the band $b_2$ to meet the first criteria

$$S_{F11} \exp(-2j\beta l) = \frac{S_{Y22}}{S_{Y11}S_{Y22}-S_{Y12}^*} = \frac{S_{Y22}}{\Delta S_Y S_{Y33}}$$

(4.3.2)

where $\Delta S_Y$ is the determinant of port 3 and port 2 of the junction and $S_{Y33} = \frac{S_{Y11}S_{Y22}-S_{Y12}^*}{\Delta S_Y}$ because the junction is lossless. This is only true when $|S_{Y22}| = |S_{Y33}|$ over the band $b_2$, as filter $F_1$ is in its stopband over band $b_2$ $|S_{F11}| \approx 1$ over band $b_2$ and as the junction is lossless $|\Delta S_Y| = 1$. Similarly, $|S_{Y22}| = |S_{Y33}|$ over the band $b_1$ is required to obtain perfect transmission between port 3 and port 1 over the band $b_1$.

When symmetrical junctions are used $|S_{Y11}| = |S_{Y22}|$ and the first criteria is obtained, namely that

$$|S_{Y11}| = |S_{Y22}| \simeq |S_{Y33}|$$

(4.3.3)

over the bands $b_1$ and $b_2$.

A second criterion ensures that optimum junction behaviour for the purpose of realising a diplexer is achieved. As the junction is lossless

$$S_{Y33} = \frac{S_{Y11}}{S_{Y13}} (S_{Y11} + S_{Y12}) = S_{Y11} + S_{Y12}$$

(4.3.4)

where $S_{Y11} = \frac{\Gamma_e + \Gamma_o}{2}$, $S_{Y12} = \frac{\Gamma_e - \Gamma_o}{2}$, $\Gamma_e$ is the reflection coefficients at port 1 corresponding to an even excitation and $\Gamma_o$ is the reflection coefficients at port 1 corresponding to an odd excitation.

As $|\Gamma_e| = |\frac{\Gamma_e + \Gamma_o}{2}|$ over band $b_2$ to satisfy the first criteria, as the junction is symmetrical the amplitude of the wave transmitted to port 3 in the odd excitation case is 0, hence $|\Gamma_o| = 1$, and because the minimum of $S_{Y11}$ is obtained when $\Gamma_e$ and $\Gamma_o$ have opposite phases, the second criteria is obtained, namely that

$$|S_{Y33}| \geq 1/3$$

(4.3.5)

which is different from the criteria required for ideal behaviour as a matched power splitter, where $|S_{Y33}| = 0$.

The third criteria ensures that the maximum bandwidth is achieved for a given reflection $\varepsilon$ of the two-port junction of Equation 4.3.1. This criteria is satisfied when $|S_{22}| < \varepsilon$ over the band $\Delta f$. By differentiating the reflection coefficient $S_{22}$ of the two-port junction of Equation 4.3.1 with respect to $f$

$$\frac{d}{df} S_{22} = S'_{Y22} + \frac{2S'_{Y12}S_{Y12}}{S_{Y11}exp(-2j\beta l)}S_{Y11} + S'_{Y12} \frac{-2j\beta l + S'_{Y22}exp(+2j\beta l) + S'_{Y11} exp(+2j\beta l) + S_{Y11}}{\left(S_{Y11}exp(-2j\beta l) - S_{Y11}\right)^2}$$

(4.3.6)

the maximum bandwidth is obtained when the parameters of the junction do not depend on frequency. This results in the third criteria, namely that

$$S'_{Y11} \simeq S'_{Y12} \simeq S'_{Y22} \simeq 0$$

(4.3.7)

over the bands $b_1$ and $b_2$.

The minimum reflection at a given frequency obtained by terminating port 3 on a filter is zero, since $S_{Y11} = S_{Y22}$ at any frequency, provided that the filter is in its outband. Conversely, the minimum reflection obtained by terminating port 2 on a filter is non zero, since $S_{Y11} \neq S_{Y33}$. Therefore, the diplexer performance will be better at the midband frequency of the filter at port 2 than at the midband frequency of the filter at port 3.
The $M$ filters $F_i$ with scattering parameters $S_{Fi}$ and $M - 1$ T-junctions with scattering parameters $S_Y$, where $i = 1, \ldots, M$, are connected as depicted in Figure 4.11. The filters are ordered in such a way that $f_i < f_{i+1}$, where $f_i$ is the midband frequency of $F_i$.

\[
\begin{align*}
&f_1, f_2, \ldots, f_w \\
&\downarrow f_w \quad \text{d} \quad \downarrow f_1 \quad \text{d} \quad \downarrow f_2 \quad \text{d} \quad \downarrow f_1
\end{align*}
\]

Figure 4.11: Manifold-Coupled Multiplexer Design

The first module, with $3 \times 3$ scattering parameters $S_{jun}^1$, is built by connecting filter $F_1$ to port 1 of the T-junction at distance $l_1$ and by connecting filter $F_2$ to port 2 of the T-junction at distance $l_2$

\[
\begin{align*}
l_1|_{f=f_2} & = \frac{1}{\Delta S_Y} \ln \left( \frac{S_{Y22}}{S_{Y11} S_{Y33} S_{Y11}^{*} S_{Y33}^{*}} \right) \\
l_2|_{f=f_1} & = \frac{1}{\Delta S_Y} \ln \left( \frac{S_{Y22}}{S_{Y11} S_{Y33} S_{Y11}^{*} S_{Y33}^{*}} \right)
\end{align*}
\]

where $\Delta S_Y$ is the determinant of $S_Y$ and $\beta$ is the propagation constant of the fundamental mode.

$N - 2$ modules, with $3 \times 3$ scattering parameters $S_{jun}^{i-1}$, are built by connecting filter $F_i$ to port 3 of a T-junction at distance $l_i$

\[
l_i|_{f=f_M^i} = \frac{1}{\Delta S_Y} \ln \left( \frac{S_{Y22}}{S_{Y11} S_{Y33} S_{Y11}^{*} S_{Y33}^{*}} \right)
\]

where

\[
f_M^i = \frac{1}{i-1} \sum_{k=1}^{i-1} f_k
\]

is the midband frequency of the $(i - 1)$ channel multiplexer and $i = 3, \ldots, N$.

The 4-port multiplexer is obtained by connecting port 2 of $S_{jun}^2$ to port 3 of $S_{jun}^1$ at distance $d_1$

\[
d_1|_{f=f_1} = \frac{1}{\Delta S_{13}} \ln \left( \frac{S_{Y33}}{S_{Y11} S_{Y33} S_{Y11}^{*} S_{Y33}^{*}} \right)
\]

where $S_{13}^{ij}$ is the reflection coefficient at port 3 of $S_{jun}^i$.

The $N$-port multiplexer is obtained by connecting port 2 of $S_{jun}^{i-1}$ to port 1 of $S_{jun}^i$ at distance $d_i$

\[
d_i|_{f=f_{i+2}} = \frac{1}{\Delta S_{11}} \ln \left( \frac{S_{Y33}}{S_{Y11} S_{Y33} S_{Y11}^{*} S_{Y33}^{*}} \right)
\]

where $S_{11}^{ij}$ is the reflection coefficient at port 1 of the multiplexer containing $i$ modules and $i = 2, \ldots, N - 2$.

The multiplexer is constructed out of two substrates [73] held together by mechanical stress, with specifications presented in Table 4.1. Before the multiplexer is implemented, the filters need to be designed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dielectric Constant ($\varepsilon_r$)</td>
<td>3.38</td>
</tr>
<tr>
<td>Dissipation Factor ($\tan\delta$)</td>
<td>0.0027</td>
</tr>
<tr>
<td>Substrate Height ($H$)</td>
<td>0.508mm</td>
</tr>
<tr>
<td>Etching (Copper) Thickness ($T$)</td>
<td>35µm</td>
</tr>
</tbody>
</table>

Table 4.1: Rogers RO4003C Substrate Specifications
4.4 Channel Filters

As the channel filters are connected together through a manifold, with no form of isolation between the filters, the filters will interact with each other. In the stopband of a filter the input admittance response is a susceptance that varies with frequency, with the greatest variation in the stopband region closest to the passband.

Doubly-terminated filters are not suitable for the design of contiguous multiplexers because their large and rapidly varying input admittance response is not easily compensated for. Conversely, singly terminated filters have a reduced variation in the input admittance response [69] and for this reason this configuration is chosen.

Ten singly-terminated bandpass filters are connected to the multiplexer to divide the signal into equal-sized contiguous channels, while minimising interactions between channels. The filters are realised in stripline using half-wavelength staggered resonators [74], as depicted in Figure 4.12. Staggered resonator filters are compact, with resonators stacked together in a parallel array, and are capable of achieving the desired bandwidth.

![Figure 4.12: Staggered-Resonator Filter](image)

The design specifications of the filters are presented in Table 4.2. The lengths of the resonators determine the centre frequency \( f_0 \) of the filter, the spacing \( d_{i,i+1} \) between resonators and the stagger \( s_{i,i+1} \) between resonators determine the bandwidth \( B \) and the offset \( o_{i,i+1} \) between the tap locations to the terminations and the mid-point of the outer resonators determine the input and output coupling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Frequency ( (f_0) )</td>
<td>5.4GHz to 12.6GHz</td>
</tr>
<tr>
<td>Bandwidth ( (B) )</td>
<td>800MHz</td>
</tr>
<tr>
<td>Passband Response ( (S_{11}) )</td>
<td>−15dB</td>
</tr>
</tbody>
</table>

The filter is designed using the insertion loss method, which has a high degree of control over the frequency response of the filter. This method begins with a low-pass filter prototype of lumped elements with normalised impedances at a normalised frequency. Singly-terminated filters have a resistor termination at one end and an infinite-impedance current-generator at the other end, as depicted in Figure 4.13.

![Figure 4.13: Fifth-Order Singly-Terminated Prototype Filter](image)
A filter order of \( n = 5 \) is chosen as a compromise between a low order to facilitate a compact design and a high order to facilitate a sharp cut-off rate in the passband of adjacent filters. This choice of \( n \) results in an adjacent channel attenuation of 35dB at the centre of said channel. A \( L_{\text{Ar}} = 0.1 \text{dB} \) Chebyshev response is chosen to maximise the passband and facilitate a sharp cut-off rate. The lumped-element values obtained from [75] are presented in Table 4.3, where \( g_0 = 1.0000 \) and \( \omega'_1 = 1 \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_1 )</td>
<td>0.5734</td>
<td>( g_4 )</td>
<td>1.5924</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>1.2490</td>
<td>( g_5 )</td>
<td>1.3759</td>
</tr>
<tr>
<td>( g_3 )</td>
<td>1.5562</td>
<td>( g_6 )</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

For practical implementation the load’s infinite-impedance current-generator \( R_L = g_6 = \infty \) is replaced by the finite-impedance generator \( g'_6 \) of 1.0116 using [75]

\[
\frac{1}{R'_L} \rightleftharpoons \frac{1}{g'_6} = g_0 \text{antilog}_{10} \left( \frac{-L_{\text{Ar}}}{20} \right) \tag{4.4.1}
\]

The filter bandwidths are readjusted to ensure that adjacent filters cross over at their 3dB points. The optimal fractional bandwidth is calculated as [75]

\[
w = 2 \left( \frac{f_b - f_a}{f_0} \right) / \left( \frac{\omega'_1}{\omega'_0} \right) \tag{4.4.2}
\]

where \( f_a \) and \( f_b \) are the desired cross-over points

\[
f_0 = \frac{f_a + f_b}{2} \quad \omega'_0 = \cosh \left[ \frac{1}{n} \cosh^{-1} \left( \frac{1}{\pi} \left( \frac{g_0 \text{Re}Y'_k}{\text{Re}Y''} - 1 \right) \right) \right] \quad \epsilon = \text{antilog}_{10} \left( \frac{L_{\text{Ar}}}{10} \right) - 1 \tag{4.4.3}
\]

and \( \text{Re}Y'_k = \log_{10} 3 \) is the 3dB point. The optimal bandwidth is adjusted from 800MHz to 702MHz.

The advantage of using singly-terminated filters is highlighted by comparing the phase variation of the reflection coefficient of the filter with a centre frequency of 6.2GHz with that of an equivalent doubly-terminated filter, as depicted in Figure 4.14. As can be seen, there is a large phase variation in the passbands of the two adjacent filters, with a reduced variation in the singly-terminated configuration.

Figure 4.14: Phase Variation Comparison between Doubly-Terminated and Singly-Terminated Filters
Lumped-circuit elements are difficult to construct at microwave frequencies, therefore transformations are applied to convert the lumped-element prototype to distributed-element form at the desired frequency range and impedance level [75]. The stagger between resonators are modelled as impedance-inverters and the half-wavelength resonators are modelled as series resonators, as depicted in Figure 4.15.

The values for the impedance-inverters are calculated as

\[ K_{j+1} = \left. \frac{R_i}{\sqrt{R_0 R_i}} \right|_{i=0} \]

(4.4.4)

where \( R_S = Z_0 \) is the source impedance, \( R_L' = Z_0 g_0' \) is the load impedance, \( Z_0 = 50\Omega \) is the characteristic impedance and \( x_i \) is the reactance slope parameter of the series resonators

\[ x_i \big|_{i=1,...,5} = \frac{\omega_0}{2} \frac{dX_i(\omega)}{d\omega} \bigg|_{\omega=\omega_0} \]

(4.4.5)

where \( \omega_0 \) is the resonant frequency and \( X_i \) is the reactance. Half-wavelength resonators reduce \( x_i \) to \( \frac{\pi}{2} \).

The inner impedance-inverters \( K_{i,i+1} \) are realised by the degree of stagger \( s_{i,i+1} \) between adjacent resonators

\[ k_{i,i+1} \big|_{i=1,...,4} = \frac{K_{i,i+1}}{\sqrt{x_{i+1}}} \]

(4.4.6)

where \( k_{i,i+1} \) is the coupling strength between resonator \( i \) and resonator \( i+1 \), and the outer impedance-inverters \( K_{01} \) and \( K_{56} \) are realised by the degree of offset \( o_{0,1} \) and \( o_{5,6} \), which determines the external \( Q \) factor

\[
\begin{align*}
(Q_e)_S &= \frac{g_0 g_1 f_0}{B} \\
(Q_e)_L &= \frac{g_5 g_6 f_0}{B}
\end{align*}
\]

(4.4.7)

where \( (Q_e)_S \) is the \( Q \) factor at the termination \( R_S \) and \( (Q_e)_L \) is the \( Q \) factor at termination \( R_L' \).

The filters are designed in CST MWS [42] using a lossless version of the substrate to speed up the simulations, with a minimal loss of accuracy as resonance frequencies are independent of conductivity. As the passband is affected by the loss of the substrate, a lossy simulation is run to verify the results. The filters are designed to meet the restrictions presented in Table 4.4 imposed by available manufacturing processes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Etching Width (W)</td>
<td>0.3mm</td>
</tr>
<tr>
<td>Etching Spacing (D)</td>
<td>0.2mm</td>
</tr>
</tbody>
</table>
The stagger between adjacent resonators are determined by running eigen-mode analyses in CST MWS. Two adjacent resonators are constructed in CST MWS, as depicted in Figure 4.16, with the eigenmode solver calculating the electric and magnetic resonant frequencies of the structure as the stagger and spacing is varied.

![Figure 4.16: CST MWS Eigenmode Solver Setup for Stripline Filters](image)

These resonant frequencies can be used to calculate the resultant coupling strength

\[ k = \frac{f_e^2 - f_m^2}{f_e^2 + f_m^2} \]  

(4.4.8)

where \( f_e \) is the electric resonant frequency and \( f_m \) is the magnetic resonant frequency. This is used to determine the spacing and stagger between resonators required to obtain the coupling strength calculated using Equation 4.4.6.

The offset between the tap locations to the terminations and the mid-point of the outer resonators are determined by running frequency domain analyses in CST MWS. By constructing a resonator and tap location connected to a port in CST MWS and sweeping the offset between them, as depicted in Figure 4.17, the frequency-domain solver is used to calculate the loaded \( Q \) factor of the structure. This is used to determine the offset between the resonator and the port required to obtain the \( Q \) factor calculated using Equation 4.4.7.

![Figure 4.17: CST MWS Frequency Domain Solver Setup Stripline Filters](image)

Once all the required parameters of the filter have been calculated, the filter can be constructed in CST MWS, with frequency-domain analyses performed to optimise the design. One reason why the individually calculated parameters do not immediately match up to a finished design, it that as stagger is introduced between two resonators the resonant frequency of the structure is changed as given by the relationship

\[ f_0 = \sqrt{f_e f_m} \]  

(4.4.9)

where \( f_0 \) is the resonant frequency of the structure.

By adjusting the length of resonators \( i \) and \( i + 1 \) to compensate for the shift in resonant frequency between them, while still maintaining the coupling factor \( k_{i,i+1} \), the coupling between resonators \( i + 1 \) and \( i + 2 \) is altered and needs to be adjusted. But, the length of resonators \( i + 1 \) and \( i + 2 \) need to be adjusted to compensate for the shift in resonant frequency between them, while still maintaining the coupling factor \( k_{i+1,i+2} \).

Optimisation is required to find the best solution for these opposing adjustments. Initially, manual adjustments are made to the parameters by noting that the resonator lengths determine the resonant frequency, the resonator spacing determine the bandwidth and the tap locations determine the reflection coefficient, with the bulk of the optimisation performed using the built-in optimiser.
These optimisation processes are very time consuming, with five resonator lengths, five resonator widths, four inter-resonator spacings, four inter-resonator staggers and two termination offsets as inputs, and very computationally intensive, with the structure of each of the ten filters divided into $\approx 300,000$ mesh cells. The optimisation goals have very tight constraints, with the filters not allowed to exceed their bandwidths in order to have the cross-over point between adjacent channels at the half-power points.

The CST MWS results are depicted in Figure 4.18. The top two graphs depict the reflection and transmission response of the five filters in the lower half of the frequency range, with the bottom two graphs depicting the reflection and transmission response of the five filters in the upper half of the frequency range. The reflection and transmission response are seen from port 2 as when using singly-terminated filters in a multiplexer this is the port that will be connected to the common port of the multiplexer.

![Figure 4.18: CST MWS Staggered-Resonator Filter Response](image)

It is clear from the graphs that a significant problem is created by the second harmonic of the low-band filters, which overlap with the passbands of the high-band filters. These higher-order passbands must be suppressed before the filters can be combined to form a multiplexer. This is achieved by incorporating the bandpass filter described in Section 4.5 into the multiplexer design along the manifold at a position between the lowest three filters and the rest of the filters.

As can be seen in the graphs of Figure 4.18, all of the filters display a passband response of $S_{11} = -15\text{dB}$, with the cross-over between the filters at the half-power points. Therefore, these filters meet the design specifications and are ready to be coupled together to form a multiplexer using the technique described in Section 4.3. Technical drawings of the positioning of the filters within the multiplexer structure are shown in Appendix A.3.
4.5 Isolation Filter

One of the major problems associated with wideband multiplexers is that the higher-order passbands of the filters in the lower half of the frequency range fall within the passbands of the filters in the upper half of the frequency range. In this work it can be clearly seen in the CST MWS results depicted in Figure 4.18 that the three filters in the lower half of the frequency range have higher-order passbands that would interact with the passbands of the filters from upwards of 10GHz.

In this work the upper half of the frequency range needs to be isolated from the higher-order passbands of the the lowest three filters. A potential solution is to divide the whole frequency range at the common port into subgroups. The subgroups can then be isolated from each other using immittance compensation-annulling networks at the connections to the main group [58] or by placing a diplexer at the connection to the main group that is designed to suppress higher-order passbands [76, 77].

An alternative is to connect a bandpass filter along the manifold between the three filters in the lower half of the frequency range and the seven filters in the upper half of the frequency range. This filter will pass signals that fall within the passbands of the three filters in the lower half of the frequency range, while suppressing signals that fall within the passbands of the seven filters in the upper half of the frequency range, thereby isolating these two sets of filters from each other.

This filter can be realised in stripline using shorted half-wavelength resonators spaced quarter-wavelengths apart, as depicted in Figure 4.19. This filter is very simple to design, but did cause problems during the manufacturing process. As can be seen in the technical drawings of the multiplexer structure in Appendix A.3, the substrate of the contains two cut-outs at the ground planes of this filter, with the walls of the metal housing machined in such a way as to make contact with these ground planes.

![Figure 4.19: Shorted-Resonator Filter](image)

The design specifications of the filter are presented in Table 4.5. The specified passband has been chosen so as to be well-matched over the passbands of the three filters in the lower half of the frequency range, while sufficiently suppressing their higher-order passbands. The lengths of the resonators determine the centre frequency \( f_0 \) of the filter, the spacing between resonators determine the bandwidth \( B \) and the width of the centre line of the filter determines the passband response \( S_{11} \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Frequency ( f_0 )</td>
<td>6.2GHz</td>
</tr>
<tr>
<td>Bandwidth ( B )</td>
<td>3.6GHz</td>
</tr>
<tr>
<td>Passband Response ( S_{11} )</td>
<td>−15dB</td>
</tr>
<tr>
<td>Attenuation ( S_{21} )</td>
<td>20dB</td>
</tr>
</tbody>
</table>
The filter dimensions are first optimised using ideal stripline elements in AWR MWO [78] before being optimised using physical dimensions in CST MWS [42]. The CST MWS results are depicted in Figure 4.20. The attenuation $S_{21}|_{f>10\text{GHz}} < -20\text{dB}$ in the passbands of the filters in the upper half of the frequency range is sufficient to suppress the higher-order passbands of the filters in the lower half of the frequency range.

![Figure 4.20: CST MWS Simulated Shorted-Resonator Filter Response](image)

### 4.6 Transition

A coaxial-to-stripline transition is designed to efficiently launch energy from the second IF amplifier’s SMA connector output to the stripline configuration of the multiplexer. The transition is a controlled step that minimises and compensates for the difference in dimensions between the SMA connector and the stripline circuit.

Excessive reactance is caused at the transition by the difference in the radial field distribution inside the connector and the almost rectangular field distribution inside the stripline circuit. Compensation is required to minimise the reflection caused by this reactance even if the circuit and launcher have the same characteristic impedance.

The literature contains a number of manufacturing process that would reduced this reactance. In [79] the side walls of the metal housing are positioned at the start of the transition sufficiently far away from the stripline to avoid discontinuities. In [80] a hole is drilled under the pin of the connector where it attaches to the substrate. In [81] the centre conductor and housing of the coaxial connector are modified. However, these techniques may not be suitable at high frequencies due to the extreme tolerances required.

Alternatively, when using standard connectors and conventional manufacturing processes, the design of the transition can be optimised to reduce the reactance based on a rigorous mode-matching analysis of the transition that takes into account all the geometrical details pertaining to the structure [82]. However, such an analysis is unnecessary if the connector is chosen to only support TEM mode and be mode free up to the upper frequency range limit of 13GHz, as is the case with standard SMA connectors which are mode free up to 27GHz.

In making use of standard SMA connectors the transition can be more simply modelled using equivalent circuits based just on the TEM propagation mode. Two such equivalent circuits are those of [83] and [84], in which the transition is modelled by a parallel per-unit capacitance and a series per-unit inductance that were experimentally and empirically derived. These equivalent circuits can be used to optimised the transition to reduce the reactance.
However, instead of following the arduous scheme of obtaining a model for the transition and optimising this model before realising this model in stripline, a minimal use of electromagnetic analysis software is required if care is taken in selecting the transition components [85]. Reflection at the transition is minimised by matching the dimensions of the connector and the stripline circuit, with a taper incorporated into the design to ensure there are no discontinuities at the transition, as depicted in Figure 4.21.

The design specifications of the transition section are presented in Table 4.6. The match in dimensions between the connector and the substrate, as well as the use of the taper, minimise the reflection at the transition. For the given dielectric constant of the substrate the width \( w_{trk} \) of the substrate track is calculated to obtain the specified impedance of the track. This is estimated to be 0.52mm using TXLINE, an add-on program of AWR MWO, and verified by performing a full-wave analysis in CST MWS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range (( f_L ) to ( f_H ))</td>
<td>5GHz to 13GHz</td>
</tr>
<tr>
<td>Impedance</td>
<td>50Ω</td>
</tr>
<tr>
<td>Passband Response (( S_{21} ))</td>
<td>(-30\text{dB}_{\text{min}})</td>
</tr>
</tbody>
</table>

The first step in the transition design is to choose the connector dielectric so that there is a minimum in the step between the size of the radius \( r_{\text{die}} \) of the connector dielectric and the thickness \( t_{\text{sub}} \) of the substrate, as depicted in Figure 4.22. A good match in dimension between the connector and the substrate eases the manufacturing process by having the metal housing of the multiplexer matching the dimensions of the metal housing of the connectors, and reduces the discontinuity at this point substantially.

The second step in the transition design is to choose the connector launch pin so that there is a minimum in the step between the size of the width \( w_{\text{lab}} \) of the connector launch and the width \( w_{trk} \) of the substrate track. The correct choice of connector launch pin also eases the manufacturing process, as in choosing the thickness \( t_{\text{lab}} \) of the launch pin to be as thin as possible there is a minimum of obstruction to the adhesion of the top layer of the substrate to the bottom layer of the substrate.
The parameters of the chosen connector [85] are presented in Table 4.7. The step between the substrate thickness $t_{\text{sub}}$ of 0.508mm and the connector dielectric radius $r_{\text{die}}$ of 0.4953mm is at a minimum of 0.0127mm and the thickness $t_{\text{tab}}$ of the flat tab launcher is 0.1016mm, as opposed to the round pin launcher with diameter $d = 0.1778$mm. The Southwest 214-11SF SMA jack [85] is chosen, as its rear socket is designed to accept the 1090-07G Pin/Tab and because its dimensions suit the rectangular shape of the multiplexer.

<table>
<thead>
<tr>
<th>Table 4.7: Southwest 1090-07G Pin/Tab Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Dielectric</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Pin</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Tab</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The third step of the design is to compensate for the variance between the width of the substrate track and the connector tab. A linear taper is included that is as wide as the tab at the launch and increases to the width of the track over the optimal length of $l_{\text{tap}}$ of 1.02mm, obtained using CST MWS [42]. The CST MWS results of the full transition are depicted in Figure 4.23. There is a passband response of $S_{11} < -30$dB over the whole range.

![Figure 4.23: CST MWS Simulated Transition Response](image)

### 4.7 Implementation

The number of filters in the multiplexer has a significant impact on the rest of the system. On a positive note the more filters there are, the higher the resolution, which would lead to a more interpretable image for the operator. However an increase in filters would result in a larger number of detectors and a larger dataset for the image reconstruction algorithm, thereby significantly increasing the cost of the system.

A number of 40 channels was originally proposed as a specification for this system. The dimensions of such a multiplexer would exceed the dimensions of the antenna if placed along a linear manifold, with the combined mass and size potentially exceeding the available space on the wing of a small UAV. Therefore a few novel implementations were investigated to reduce the size of such a multiplexer.
Firstly, four-port junctions were proposed to potentially half the length of the manifold. However, with no literature to support such a design the optimal lengths of the connections between channels and junctions would be based purely on optimisation techniques and not on mathematical formulae. Also, this option would not significantly reduce the size of the multiplexer as spacing between filters is required to prevent coupling.

Secondly, a multilayer configuration of filters was proposed instead of the making use of a single layer of substrate for the multiplexer. The connections between the layers would be achieved using slots to couple between layers [86]. Such a multiplexer would would significantly reduce the length of the multiplexer, however it is difficult to realise the required bandwidths using slots and to prevent coupling to the filters.

Even if a viable configuration was found in having 40 separate filters to connect onto a singular manifold the optimisation of the connections between the channels and junctions would involve a large number of parameters. Therefore it would be beneficial to be able to subdivide the multiplexer into sections that are isolated from each other, thereby allowing each section to be optimised using a smaller dataset of parameters. Such a multiplexer could be implemented using the technique of [87], which employs a bandstop filter per section.

However, the design of a 40 stripline filters was deemed to be too time intensive for a first iteration of the imaging system. It was decided that a scaled down system of 10 channels would be a good compromise between image resolution and the required number of components to built a working system from scratch. This could then be used as the basis for further research into any one of the various sections of the whole system.

The majority of contiguous multiplexers in the literature cover a narrow bandwidth [68, 69], with no overlap between the higher-order passbands of filters in the lower half of frequency range and the passbands of filters in the upper half of the frequency range. Also, waveguide is the medium of choice because of the much lower loss at microwave frequencies than stripline, but is not an option in this work due to the wide bandwidth.

When dealing with a narrow band multiplexer the design techniques of [70, 71] give good results as it is easy to design junctions and connections that are optimal over narrow bands, as encountered when only a few filters had been connected together as depicted in Figure 4.24. The same cannot be said for wide band applications, especially when the frequencies of the lower end of the frequency range have harmonics at wavelengths in upper half of the frequency range, as encountered when all the filters has been connected together.

![Figure 4.24: AWR MWO Simulated Multiplexer Response for Different Numbers of Channels](image-url)
Therefore, intensive optimisation is required to obtain reasonable results for a contiguous wideband stripline multiplexer. However, this cannot be done using full-wave analyses in CST MWS due to the large size of the multiplexer. A single pass of the multiplexer containing $\approx 2.3$ million mesh cells took $\approx 24$hrs to run on a 2.66GHz quad-core PC with 8GB of RAM.

The filters, junctions and transitions that were individually designed using the electromagnetic solver CST MWS [42] need to be combined into a multiplexer using the technique described in Section 4.3. This is performed in the linear solver AWR MWO [78] using models of lossy stripline elements together with the filter S-Parameter blocks as calculated by CST MWS to obtain the connection distances. An optimisation routine is run after each module $S_{junct}^i$, where $i = 1, \ldots, N - 1$, is built to optimise all the lengths between the existing filters and junctions. After this routine has obtained an optimal response is the next filter and junction added. The optimisation process becomes very time-consuming as the number of channels increase. Technical drawings of the multiplexer are shown in Appendix A.3.

The completed multiplexer is combined in CST MWS to perform a full-wave analysis and check for any coupling between the closely-spaced filters. The AWR MWO and CST MWS results are depicted in Figure 4.25. The passband response of the individual filters is favourable, with the cross-over between the filters at the half-power points, but the passband response of the common port is poorly matched over the frequency range.

**Figure 4.25:** AWR MWO and CST MWS Simulated Multiplexer Response
4.8 Measurements

The multiplexer is built according to the technical drawings shown in Appendix A.3, as depicted in Figure 4.26 with the top layer of the substrate and metallic housing removed. The isolation filter is seen between the three filters in the lower half of the frequency range and the seven filters in the upper half of the frequency range.

Figure 4.26: Top View of Multiplexer

Measured results for the output reflection responses of the filters using a network analyser [43] are shown in Figure 4.27. The upper graph depicts the reflection response of the 5 filters in the lower half of the frequency range. The lower graph depicts the reflection response of the 5 filters in the upper half of the frequency range.

Figure 4.27: Measured Multiplexer Filter Response
This separation in the depiction of the filter response is made because the filters in the lower half of the frequency range have higher-order passbands that fall within the passbands of the filters in the upper half of the frequency range. While the three filters in the lower half of the frequency range are matched at the location of their higher-order passbands, the inclusion of the isolation filter into the multiplexer design suppresses their higher-order passbands.

Measured results for the common port response of the multiplexer using a network analyser [43] are shown in Figure 4.28. It can be seen that the isolation filter negatively affects the multiplexer over the passband of the isolation filter as the common port response of the multiplexer and the passbands of the channel filters are significantly better outside of the passband of the isolation filter. Nevertheless, good channel separation is achieved over most of the band.

The key design characteristic of the multiplexer is to split the common port signal into ten isolated bands, which based on Figure 4.28 is a function that it clearly achieves. However, the multiplexer has a poorly matched response that decreases the signal levels at the output of the multiplexer. Also, the poorer response at the lower end of the frequency range leads to uneven signal levels between the bands. This inequality is one of the defects that the calibration process described in Chapter 5 is used to reverse.
4.9 Conclusion

In this chapter the multiplexer design is described. The wideband, contiguous nature of the multiplexer places severe restrictions on the possible implementations, with the chosen design a manifold-coupled stripline multiplexer. While a waveguide implementation would have been less lossy at microwave frequencies, the 1.6 octave bandwidth of the multiplexer cannot be realised in waveguide.

Even for this implementation the wideband nature of the multiplexer is problematic, especially with regards to the higher-order passbands of the filters in the lower half of the frequency range that fall within the passbands of the filters in the upper half of the frequency range. These higher-order passbands are suppressed by placing an isolation filter along the manifold between the lowest three filters and the rest of the filters.

From the measurements made of the multiplexer, it can be seen that the multiplexer does divide up the frequency range into the desired channels, with no overlap between adjacent channels and no spurious passbands. However, the multiplexer is not well matched, which will lead to a large percentage of the signal being reflected back instead of being passed onto the detectors.
Chapter 5

Radiometer

5.1 Introduction

As discussed in Chapter 2, a frequency-scanned array couples the Millimetre-Wave (MMW) emissions from the target area as a function of frequency along the plane perpendicular to the flight path. A multiplexer is used to separate the captured MMW emissions into $M$ equal-sized contiguous bandwidths to use the space-to-frequency mapping property of the antenna to form the images, as depicted in Figure 5.1.

![Figure 5.1: Radiometer with Analogue Stages Highlighted](image)

In this chapter the analogue components of the radiometer are discussed. These components combine to convert the captured MMW emissions into pixels by sampling at discrete time-intervals during the flight path time-period $t_0$ to $t_N$. The combination of flight-measuring and scan-filtering maps the $w \times h$ coordinate system of the target area to the $f \times t$ coordinate system of the image of size $N \times M$, as depicted in Figure 5.2.

![Figure 5.2: Target Area](image)
5.2 Detectors

The two core functions of any radiometric system are the coupling of the free-space emissions to the radiometer and the conversion of the captured emissions to a format that can be formed into an image for display to the operator. The first function is performed by an antenna, with the frequency-scanned array of this implementation described in Chapter 3, and the second function is performed by logarithmic detectors, as described here.

While devices such as Monolithic Millimetre-Wave Integrated Circuits (MMICs) [14, 26] are capable of direct amplification and detection at MMW frequencies, the majority of affordable, off-the-shelf detectors are only operational up to 10GHz [27, 28, 29]. Therefore, a heterodyne system is employed to mix the captured MMW emissions down to a detectable frequency range.

The specifications of the detectors [29] used for this application are presented in Table 5.1. These detectors convert the $M = 10$ outputs of the multiplexer to decibel-scaled voltages for input to the post-processor. While the detectors are not specified to work at the upper end of the Intermediate Frequency (IF) range, limited operation is possible as the cost of a reduced dynamic range.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range</td>
<td>1MHz to 8GHz</td>
</tr>
<tr>
<td>3dB Input Range</td>
<td>$-60$dBm to $10$dBm</td>
</tr>
<tr>
<td>Output Range</td>
<td>$0.3$V to $2.0$V</td>
</tr>
</tbody>
</table>

Because the detectors are used outside of the specified frequency ranges, measurements are performed to determine the dynamic range of the detectors over the IF range. The input of the detectors is connected directly to a frequency source [88] that sweeps the frequency over the IF range for power levels over the range of $-50$dBm to $+0$dBm. The output measured on an oscilloscope [89] is depicted in Figure 5.3.

As can be seen the detectors are operational up to the upper limit of the IF range, but with a dynamic range that decreases as the frequency increases. The dynamic range decreases from a range of $50$dB centred around $-20$dBm at $5$GHz to a range of $20$dB centred around $-10$dBm at $13$GHz. Therefore, in order to achieve a consistent output range over the whole IF range, the input level to the detectors must be kept within a range of $\pm 10$dB around $-10$dBm.
When measuring the combined multiplexer-detector system, it should be kept in mind that, in covering a range of 1.6 octaves at the IF range the higher-order passbands of the filters in the low-band filters fall within the passbands of the high-band filters. A bandpass filter is incorporated in the multiplexer design to suppress the higher-order passbands of the filters in the lower half of the frequency range.

Measurements are performed to test that the bandpass filter sufficiently suppresses these higher-order passbands. This is done by connecting a detector to the multiplexer output of the channel centred at 6.2GHz, while a frequency source [88] connected to the common port of the multiplexer sweeps the frequency over the IF range for power levels over the range of $-50\text{dBm}$ to $+0\text{dBm}$. The output measured on an oscilloscope [89] is depicted in Figure 5.4.

![Figure 5.4: Detector Dynamic Range for Channel Two](image)

As can be seen the output of the detector is limited to the passband of the channel, with only signals in the region of 0dBm being detected within a limited region of the higher-order passband and within a limited region adjacent to the upper cut-off frequency of the channel. Therefore, it can be safely assumed that the output of the detector is only a function of the desired range. However, it should be noted that the loss of the multiplexer has reduced the dynamic range by approximately 10dB.

### 5.3 Down-Converter

As the frequency ranges of affordable, commercially available detectors are lower than that of the MMW emissions, a Local Oscillator (LO)-mixer combination down-converts the Radio Frequency (RF) range $f_{\text{RF}}$ of 29GHz to 37GHz of the MMW emissions to the lower IF range $f_{\text{IF}}$ of 5GHz to 13GHz of the detectors.

The down-converter is a Ka-band mixer [30], with specifications presented in Table 5.2. For a given frequency, $f_{\text{RF}}$, at the input, the output of the mixer consists of two signals, one at $f_{\text{LO}} - f_{\text{IF}}$ and the other at $f_{\text{LO}} + f_{\text{IF}}$, where $f_{\text{LO}}$ is the frequency of the LO. In choosing $f_{\text{LO}}$ correctly, the whole MMW range will be down-converted to a range of frequencies given by $f_{\text{LO}} - f_{\text{IF}}$ that are measurable by the detector.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF Input</td>
<td>26.5GHz to 40GHz</td>
</tr>
<tr>
<td>IF Output</td>
<td>2.0GHz to 15.5GHz</td>
</tr>
<tr>
<td>Conversion Loss</td>
<td>$5.0\text{dB}<em>{\text{typical}}, 6.0\text{dB}</em>{\text{max}}$</td>
</tr>
</tbody>
</table>
The LO is a mechanically-tuned Gunn oscillator [31], with specifications presented in Table 5.3. With a \( f_{LO} \) of 42GHz, the desired IF range is obtained from the RF range. However, the oscillator has a spurious at 25GHz, which combines with the 42GHz signal to create spurious signals within the IF range.

### Table 5.3: Spacek GKa-420 Mechanically-Tuned Gunn Oscillator Specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Frequency</td>
<td>42.0GHz</td>
</tr>
<tr>
<td>Output Power</td>
<td>12dBm</td>
</tr>
</tbody>
</table>

For a large input signal these spurious signals would be hidden, but in the case of noise measurements these spurious signals are the dominate signals in the IF output of the mixer. With a matched waveguide load attached to the RF input of the mixer, power measurements are performed on the IF output using a spectrum analyser [50]. The output of the mixer contains five problematic spurious signals, as depicted in Figure 5.5.

![Mixer Output Spectrum](image)

**Figure 5.5:** Mixer Output Spectrum

The two signals at 8.2GHz and 8.8GHz fall within the IF range causing streaks that dominate the image, saturating their frequency bins and relegating the rest of the image to a homogeneous background, as depicted in Figure 5.6. These images were measured using the full reflector configuration as described in Chapter 3. The removal of these streaks returns the contrast to the image.

![Streaks](image)

**Figure 5.6:** Effect of Spurious Signals on Image

The three signals at 16.3GHz, 16.9GHz and 17.6GHz fall within the 2GHz to 18GHz frequency range of the IF amplifier. Unless removed the \(-55dBm\) signal at 16.9GHz would be amplified to 13dBm by the two 32dB amplifiers, thereby saturating the second intermediate amplifier, with a 1dB compression point of 8dBm.
## 5.4 Waveguide Filter

A doubly-terminated bandpass filter is placed between the oscillator and the mixer to suppress the spurious signal at 25GHz, while minimising the attenuation of the 42GHz signal. The filter is realised in waveguide using coupling posts interspersed with half-wavelength spacing, as depicted in Figure 5.7.

![Figure 5.7: Top View of Coupling-Post Filter](image)

The design specifications of the filter are presented in Table 5.4. The centre frequency $f_0$ is a function of the size of the resonant cavities spaced between the coupling posts, the bandwidth $B$ is a function of the coupling between the posts, which is determined by the spacing $d$ between the posts and the attenuation at the leakage signal is a function of the filter response.

### Table 5.4: Waveguide Filter Specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Frequency ($f_0$)</td>
<td>42.0GHz</td>
</tr>
<tr>
<td>Bandwidth ($B$)</td>
<td>1.6GHz</td>
</tr>
<tr>
<td>Attenuation</td>
<td>50dB</td>
</tr>
</tbody>
</table>

The filter is designed using the insertion loss method, which has a high degree of control over the frequency response of the filter. This method begins with a low-pass filter prototype of lumped elements with normalised impedances and terminations at a normalised frequency, as depicted in Figure 5.8.

![Figure 5.8: Third-Order Doubly-Terminated Prototype Filter](image)

As the two outputs of the LO are spaced far apart, even for a low filter order of $n = 3$ the attenuation of the leakage signal is much greater than 50dB. The response of the filter is chosen as $L_{Ar} = 0.01$dB Chebyshev. The lumped-element values obtained from [75] are presented in Table 5.5, where $g_0 = 1.0000$ and $\omega_1 = 1$.

### Table 5.5: Waveguide Filter Element Values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1$</td>
<td>0.6291</td>
<td>$g_3$</td>
<td>0.6291</td>
</tr>
<tr>
<td>$g_2$</td>
<td>0.9702</td>
<td>$g_4$</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
The lumped elements of the prototype filter are difficult to implement at microwave frequencies, and must therefore be approximated with distributed elements [75]. The coupling posts are modelled as impedance-inverters and the half-wavelength spacings are modelled as series resonators, as depicted in Figure 5.9.

The values for the impedance-inverters are calculated as

\[
K_{01} = K_{34} = \sqrt{\frac{R_S x_1}{R_L x_0}} \\
K_{12} = K_{23} = \frac{B}{f_0} \sqrt{\frac{x_1 z}{x_2 z}}
\]  

(5.4.1)

where \(R_S = Z_0\) is the source impedance, \(R_L = Z_0\) is the load impedance, \(Z_0 = 50\Omega\) is the characteristic impedance and \(x_i\) is the reactance slope parameter of the series resonators [75]

\[
x_i = \frac{\omega_0}{2} \frac{dX_i(\omega)}{d\omega} \bigg|_{\omega=\omega_0}
\]

(5.4.2)

where \(\omega_0\) is the resonant frequency and \(X_i\) is the reactance of resonator \(i\) for \(i = 1, 2, 3\). The series resonators are realised by \(\frac{\lambda}{2}\)-lengths of waveguide reducing \(x_i = \frac{\pi}{2}\), where \(\lambda = \frac{c_0}{f_0}\) and \(c_0\) is the speed of light in a vacuum.

The inner impedance-inverters \(K_{12} = K_{23}\) are realised by the by the spacing \(d_2 = d_3\) between the two inner inductive-post pairs, which determines the strength of the coupling between the resonators

\[
k_{12} = k_{23} = \frac{K_{01}}{\sqrt{x_1 x_2}}
\]

(5.4.3)

where \(k_{i,i+1}\) is the coupling strength between resonator \(i\) and resonator \(i+1\).

The outer impedance-inverters \(K_{01} = K_{34}\) are realised by the spacing \(d_1 = d_4\) between the two outer inductive-post pairs, which determines the strength of the coupling between a resonator and a termination

\[
(Q_e)_S = (Q_e)_L = \frac{\pi R_L f_0}{B}
\]

(5.4.4)

where \((Q_e)_S\) is the \(Q\) at termination \(R_S\) and \((Q_e)_L\) is the \(Q\) at termination \(R_L\).

The spacings between the inner sets of posts are determined by running eigen-mode analyses in CST MWS. Adjacent posts are placed between two resonant waveguide cavities in CST MWS, as depicted in Figure 5.10, with the eigenmode solver calculating the resonant frequencies as the spacing is varied.
These resonant frequencies can be used to calculate the resultant coupling strength

\[ k = \frac{f_e^2 - f_m^2}{f_e^2 + f_m^2} \]  

(5.4.5)

where \( f_e \) is the electric resonant frequency and \( f_m \) is the magnetic resonant frequency. This is used to determine the spacing between posts required to obtain the coupling strength calculated using Equation 5.4.3.

The spacings between the outer sets of posts are determined by running frequency domain analyses in CST MWS. Adjacent posts are placed in a non-resonant waveguide cavity in CST MWS, as depicted in Figure 5.11, a half-wave distance from one edge and an irregular distance from the second edge. By sweeping the spacing between the posts, the frequency-domain solver calculates the loaded \( Q \) factor at the second edge, which is used to determine the spacings between the posts required to obtain the \( Q \) factor calculated using Equation 5.4.4.

Waveguide filters are easily tuned by changing the size of the resonant cavities. This is achieved in practice by drilling screws in the middle of each of the three resonators and between the end resonators and the terminations, with the filter tuned by changing the depth of the screws into the cavities. The tuning screws are incorporated in the simulation in order to account for the whole design.

Once all the required parameters of the filter have been calculated, the filter can be constructed in CST MWS, with frequency-domain analyses performed to optimise the design. The optimisation process is simple, with few input parameters and lenient specifications. Also, the full-wave analyses are sped up by making use of the planes of symmetry of the structure along both axes.

The CST MWS results of the waveguide filter are depicted in Figure 5.12. It is seen from the narrow band result of the left graph that the filter is well matched at 42GHz to pass the wanted oscillator signal to the mixer, and from the wide band result of the right graph any unwanted signal below 35GHz would be attenuated by at least 65dB. The reflection coefficient is truncated at the theoretical cut-off frequency of the waveguide.
The filter is constructed out of a length of WR-22 waveguide [33], with specifications presented in Table 5.6. Holes are drilled into the waveguide at the appropriate distances to admit the inductive posts, with diameter 0.50mm, and the tuning screws, with diameter 1.60mm. Square WR-22 flanges (QuinStar QFF-QB599) [33] are soldered to either end of the waveguide to connect to the oscillator and mixer. Technical drawings of the waveguide filter are shown in Appendix A.4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inner Broad Wall</td>
<td>5.690mm</td>
<td>Inner Narrow Wall</td>
<td>2.845mm</td>
</tr>
<tr>
<td>Outer Broad Wall</td>
<td>7.722mm</td>
<td>Outer Narrow Wall</td>
<td>4.877mm</td>
</tr>
</tbody>
</table>

The filter is connected via waveguide to 2.4mm coaxial adapters (QWA-22S24F) [33] to perform two port measurements on a network analyser [43], as depicted in Figure 5.13. The suppression of the 25GHz signal is greater than 60dB and falls below the noise floor of the network analyser, while the attenuation of the 42GHz oscillator is 4dB.

In order to test the effect of the waveguide filter, power measurements using a spectrum analyser [50] are once again performed on the down-converter. Like before, the RF input of the mixer is connected to a matched waveguide load, but this time the waveguide filter is connected between the LO and the mixer. The output of the mixer still contains spurious signals, but at reduced levels, as depicted in Figure 5.14.
It is clear that the spurious signal at 8.8GHz is attenuated by a significant amount, but that the signal at 8.2GHz remains almost unaffected. Clearly, this signal is cause by the interaction between the 42GHz signal and the mixer, and can therefore not be mitigated. In the system design, care should therefore be taken not to saturate the system as a result of this spurious signal.

The spurious signals that fall outside of the IF frequency range, but still fall within the frequency range of the IF amplifier, can safely be suppressed using a filter between the mixer and the IF amplifier. However, the same cannot be done for the spurious signals that fall within the IF frequency range as this would attenuate the wanted MMW emissions. The implemented solution involves calibrating out these signals, as described in Section 5.6, with little loss of data as these signals fill a small portion of the whole band of a channel.

### 5.5 Amplifier

As described in Section 5.2, the power level of the MMW emissions at the input to the detectors must be kept within a range of ±10dB around −10dBm. As the power level of the captured MMW emissions are very low, a significant amount of amplification is needed to meet this requirement. Assuming that the MMW emissions and the components of the radiometer are frequency independent within the specified frequency ranges, the simplified system used to calculate the required amplification per channel is depicted in Figure 5.15. The calculations are simplified by modelling the antenna as a lossless antenna followed by a lossy line.

![Figure 5.15: Channel Block Diagram used for Amplification Calculation](image)

The noise characterisation parameters of the various components in the system are presented in Table 5.7, with the temperature $T$ of each component given by $T = (F - 1)T_0$, where $T_0$ is the physical temperature and is approximated as 290K. As this section is dedicated to the calculation of the required amplification gain, these gain values will be determined at a later stage. However, the Noise Figure (NF) of the amplifiers can be approximated as 3dB as this is the average value for the majority of amplifiers at various frequency ranges [32, 33].

<table>
<thead>
<tr>
<th>Component</th>
<th>Gain</th>
<th>Loss</th>
<th>Noise Figure</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna</td>
<td>−1dB</td>
<td>1dB</td>
<td>1dB</td>
<td>75K</td>
</tr>
<tr>
<td>RF Amplifier</td>
<td>−6dB</td>
<td>6dB</td>
<td>3dB</td>
<td>289K</td>
</tr>
<tr>
<td>Mixer</td>
<td>−10dB</td>
<td>10dB</td>
<td>3dB</td>
<td>864K</td>
</tr>
<tr>
<td>IF Amplifier</td>
<td></td>
<td></td>
<td>3dB</td>
<td>289K</td>
</tr>
<tr>
<td>Channel Filter</td>
<td></td>
<td></td>
<td>10dB</td>
<td>2610K</td>
</tr>
</tbody>
</table>
The output noise power $N_o$ at the input to the detector is

$$N_o = kB(T_D + T_S)G_s$$  \hspace{1cm} (5.5.1)

where $k$ is Boltzmann’s constant, $B = 800$MHz is the bandwidth of the channel, $T_D$ is the detected temperature of the objects within the target area, $T_S$ is the system noise temperature and $G_s$ is the system gain.

As discussed in Chapter 2, the detected temperature of a room temperature object that fills the main beam of the antenna pattern would cover a range from $\approx 100$K for a perfect reflector in clear weather to $\approx 300$K for a perfect radiator or for an object separated by highly unfavourable weather conditions.

The system noise temperature is

$$T_S = T_1 + \frac{T_2}{G_1} + \frac{T_3}{G_1G_2} + \ldots$$  \hspace{1cm} (5.5.2)

where $T_i$ is the temperature of component $i$ and $G_i$ is the gain of component $i$. As the amplifier will have a large gain, the system noise temperature can be approximated by the first two terms

$$T_S \approx T_1 + \frac{T_2}{G_1} = 438$K \hspace{1cm} (5.5.3)$$

The system gain required to obtain at output noise power centred around $-10$dBm for an object with a detected temperature centred around $200$K is

$$G_s = \frac{N_o}{kB(T_A + T_S)} = 71.35$dB \hspace{1cm} (5.5.4)$$

thereby requiring an amplifier gain of 88.35dB to compensate for the loss of the antenna, mixer and multiplexer.

As this is a large amount of amplification, especially as it is required for a wide band, in this work a three-stage amplifier increases the weak detected signal, as depicted in Figure 5.1. The first stage is a Low-Noise Amplifier (LNA) [33] connected between the antenna and the mixer. This amplifier strengthens the weak detected signal at the RF range. The specifications of the low noise amplifier are presented in Table 5.8.

**Table 5.8: QuinStar QLW-24403520-GG Low Noise Amplifier Specifications**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range</td>
<td>24GHz to 40GHz</td>
</tr>
<tr>
<td>Noise Figure</td>
<td>$3.5$dB$_{\text{max}}$</td>
</tr>
<tr>
<td>Gain</td>
<td>$20$dB</td>
</tr>
</tbody>
</table>

The second and third stage are ultra-broadband amplifiers [32] connected between the mixer and the multiplexer. These amplifiers strengthen the down-converted signal at the IF range. The specifications of the two IF amplifiers are presented in Table 5.9.

**Table 5.9: Lucix S020180L3201 Amplifier Specifications**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range</td>
<td>2GHz to 18GHz</td>
</tr>
<tr>
<td>Noise Figure</td>
<td>$2.8$dB$_{\text{max}}$</td>
</tr>
<tr>
<td>Gain</td>
<td>$32$dB$_{\text{min}}$</td>
</tr>
</tbody>
</table>
5.6 Calibrations

As discussed in Section 5.5, the output noise power at the input to the detectors are a combination of the detected temperature of the objects within the target area and the noise temperature of the system

\[ N_o = kB (T_D + T_S) G_s = aT_D + b \]  \hspace{1cm} (5.6.1)

As there is a linear relationship between the output noise power and the detected temperature of the objects within the target area, the detected temperature can be extracted from the output noise power by calculating the constants \( a \) and \( b \) by calibrating the system to two known temperature sources, \( T_1 \) and \( T_2 \), as depicted in Figure 5.16.

The first calibration point is measured with the antenna pointed at the zenith of the sky when the sun is not in the detected range, with the Field of View (FOV) containing no land-based radiators. The first calibration temperature \( T_D = T_1 \) is determined from the prevailing weather conditions [90], as depicted in Figure 5.17.

The depicted calculated values are for clear sky with water vapour content at sea level (7.5g/m³), for uniform moderate cloud cover of between 900m and 1800m with a condensed water content of 0.3g/m³ superimposed on condition one and for uniform moderate rain of between 0m and 900m with a precipitation rate of 4mm/hr superimposed on condition two, with all three at a sea-level temperature of 290K.
The second calibration point is measured with the FOV of the antenna enclosed with microwave absorbing material [46]. This sets the second calibration temperature $T_D = T_2$ to ambient temperature, which is approximated as room temperature $T_2 \approx 290\text{K}$.

From these two calibrations the constants $a$ and $b$ are

\[
\begin{align*}
a &= \frac{N_1 - N_2}{T_1 - T_2} \\
b &= \frac{N_2 T_1 - N_1 T_2}{T_1 - T_2}
\end{align*}
\]  

(5.6.2)

where $N_1$ is the power level obtained during the first calibration and $N_2$ is the power level obtained during the second calibration.

With the constants $a$ and $b$ known, the detected temperature of the objects within the target area can be extracted

\[
T_D = \frac{P - b}{a}
\]

(5.6.3)

and the system gain and the system NF are calculated as

\[
G_S = \frac{a}{kT_0} \\
F_S = \frac{b}{aT_0} + 1
\]

(5.6.4)

This method is used to calibrate the imaging system for the far-field measurements performed in Chapter 3. These measurements were performed with output of the first IF amplifier directly connected to the spectrum analyser, with the second IF amplifier bypassed on account that the calculated value of the spurious signal of the LO-mixer at 16.9GHz would exceed the specified maximum RF input of the spectrum analyser.

A calibration was performed before each measurement because the two images were measured under different conditions, with the first calibration taken in the morning at an ambient temperature of 298K and the second calibration taken in the evening at an ambient temperature of 290K.

The calculated gain and noise figure are depicted in Figure 5.18. The gain is slightly less than the expected value of 45dB, and the noise figure is less than the expected 13.3dB. However, there is a good agreement between the two calibration.

![Frontend Gain and Noise Figure](image)

*Figure 5.18: Calibration of Full Reflector Antenna Configuration*

As it is assumed that the power-density spectrum of MMW emissions is approximately constant, theoretically any nonlinearity in the system can be compensated for. Therefore, the calibrated results can be used to remove the spikes at the output of the mixer and compensate for the mismatch at the common port of the multiplexer.
5.7 Measurements

As discussed in Chapter 3, the start of the far-field region of the antenna is approximately 100m from the antenna. While this poses no problem for the applications that this system is designed for, it does cause problems during the testing stages. It is virtually impossible to set-up a controlled environment around the antenna at such a large distance, and this is why the measurements of the imaging system are performed within the controlled environment of an anechoic chamber.

In Chapter 3 the antenna pattern at 2.5m from the antenna were computed to demonstrate that this distance is large enough for the far-field characteristics of the antenna pattern to start forming, that of a main beam that sweeps the target area as a function of frequency, even though the expected directivity of the far-field has not yet formed. This configuration can be used to test the imaging system.

The anechoic chamber contains two precision positioners. The one is fixed to the floor at the far end of the chamber and is capable of moving its load over a large two-dimensional grid. The other is fitted onto rails for freedom with movement along the 5m length of the chamber and is capable of rotating its load over a 360° range. By positioning the rotator at the desired distance away from the other positioner, a target area similar to that used in the simulations of Section 6.5 are realisable.

A waveguide horn [91] is used as the single frequency source of the target area. It is attached to the xy positioner and the antenna is loaded on the rotator, as depicted in Figure 5.19. The target area is generated by rotating the antenna, while keeping the horn fixed in the centre of the scan angle of the antenna and at a height in the centre of the bandwidth of the channel being measured and the source set to the centre frequency of the channel being measured.

![Figure 5.19: Near-Field Measurement Set-Up](image)

As a source capable of supplying a frequency within the MMW region was not available, the source frequency was created using a source [88] operational at a lower frequency range that is amplified [92] and then doubled [93]. The doubling is a non-linear operation that resulted in spurious signals, which combined with the spurious signals of the down-converter to form a noisy spectrum within the image bandwidth, as depicted in the power measurements of the spectrum made using a spectrum analyser [50] of Figure 5.20.
The $-35$dBm signal at 9.4GHz to the desired signal, the $-75$dBm signal at 8.2GHz is caused by the interaction between the 42GHz signal to the LO and the mixer, with the two $-90$dBm signals at 7.6GHz and 10.7GHz are caused by the interaction between the spurious signals of the doubler and the mixer. Fortunately, the source can be set to a high enough power level so that the desired frequency dominates the image bandwidth.

The first measurement is performed to test the ability of the imaging system to detect a stationary object in the centre of a target area, while the antenna is swept across the target area. This is done by positioning the horn 0.53m above the centre of the reflector, with a 32.6GHz signal as its source, and rotating the antenna from $-15^\circ$ to $+15^\circ$ in $1^\circ$ steps. The height of the horn is chosen to be at the orientation of the main beam at 32.6GHz, which is calculated as $12.0^\circ$ using Equation 3.2.1.

As the response over the whole band is required, the output of the second IF amplifier is connected directly to the spectrum analyser, with the measurements depicted in Figure 5.21. As predicted by the 2D patterns depicted in Figure 3.29, the source is detected over a $9^\circ$ range thereby blurring the image. If such a signal was divided into channels, the resulting image would mimic the simulated results of Chapter 6. However, as the source is a single point it is not detected by the neighbouring channels as would be expected for a wideband source.

Such a signal can be used to obtain the position of an object in a target area. As the antenna pattern sweeps the target area as a function of frequency, by dividing the frequency range into bands the frequency range is divided into neighbouring portions of the target area. The image can be directly formed from these bands, thereby utilising the inherent space-to-frequency mapping of the antenna.
The second measurement is performed to test the ability of the imaging system to separate the frequency range into channels. This is done by moving the horn from $-0.5\text{m}$ below the centre of the reflector to $1.5\text{m}$ above the centre of the reflector in $0.05\text{m}$ steps, with a $35.8\text{GHz}$ signal as its source, while keeping to antenna stationary in a position facing the horn. The detected signal should peak at $0.2\text{m}$ above the centre of the antenna, as the orientation of the main beam at $35.8\text{GHz}$ is calculated as $4.4^\circ$ using Equation 3.2.1.

As the response in one channel is required, the output from the channel with a centre frequency of $6.2\text{GHz}$ is connected directly to the spectrum analyser, with the measurements depicted in Figure 5.22. As predicted by the 2D patterns depicted in Figure 3.29, the source is detected over a $0.2\text{m}$ range thereby blurring the image, with the peak signal detected around $0.2\text{m}$ above the centre of the antenna as calculated.

The measurements are depicted in Figure 5.23. As predicted by the 2D patterns depicted in Figure 3.29, the source is detected over a $0.2\text{m}$ range thereby blurring the image, with the peak signal detected around $0.2\text{m}$ above the centre of the antenna as calculated. In comparing the two measurements performed during the second test the isolation of the channel from the $29.4\text{GHz}$ signal is evident in the $40\text{dB}$ difference between the peak value detected for the $35.8\text{GHz}$ source and the $29.4\text{GHz}$ source.
It can be seen from the measurements in this section that this Passive Millimetre-Wave (PMMW) imaging system can be used to accurately determine the position of an object along the plane perpendicular to the flight path in the target area based on the inherent space-to-frequency mapping of the main beam of the antenna. Also, the multiplexer channels are isolated from each other, which potentially could have been a problem because of the wide band of the frequency range. However, the position of an object is blurred along the plane of the flight path, thereby requiring a post processor to reconstruct the image.

5.8 Conclusion

In this chapter the analogue components of the radiometer are discussed. The primary function of these components is to be able to perform measurements on the MMW emissions that are incident at the antenna. As affordable, commercially available detectors operate at a much lower frequency range than that of the MMW emissions, a heterodyne system is required to down-convert the emissions to the desired frequency range.

As a PMMW imaging system form images from thermal MMW emissions the power level of the signals are very low. This causes two problems for these analogue devices. Firstly, the radiometer requires a large amount of amplification to strengthen the signals to the level of the input dynamic range of the detectors. This is achieved by making use of three amplifiers divided between the RF range and the IF range.

Secondly, the output of the down-converter contains spurious signals within the image bandwidth that dominate the images. These spurious signals are the products of the two signals present within the LO, the desired oscillation frequency and a leakage signal. While a filter has been incorporated between the LO and the mixer to attenuate the leakage signal, the image bandwidth is still populated with spurious signals, though with lower power levels.

This chapter concludes the frontend of the PMMW imaging system. The remaining chapter deals with the post-processor that is developed to deal with the blurred main beam of the antenna pattern.
Chapter 6

Post-Processor

6.1 Introduction

The design of the Passive Millimetre-Wave (PMMW) imaging system is severely limited by the size of the Unmanned Aerial Vehicle (UAV), particularly in the inability to incorporate any form of optical or mechanical scanning antenna, thereby requiring an antenna with a main beam with a scan that is electronically controlled. In using the motion of the UAV to scan along the plane of the flight path, the antenna is only required to scan along the plane perpendicular to the flight path.

The antenna displays a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path that leads to a larger area than the target area being detected, as depicted in Figure 6.1. When flying over the target area the image of an object is blurred along the plane of the flight path, making it difficult to accurately determine the position of an object or to differentiate between objects situated along the plane of the flight path.

![Figure 6.1: Target Area](image)

Prevention of object blurring is impossible as the size of the UAV precludes the use of bulky optics to focus the antenna pattern along the plane of the flight path as well. The only solution is to reconstruct the target area from the blurred image. This dissertation proposes a technique of image reconstruction based on the Kalman filter to reconstruct an accurate image of the target area from such a detected signal [1, 2]. It is shown that the Kalman filter is able to successfully reconstruct the image using the measured antenna pattern to model the scanning process and reverse the blurring effect.
6.2 Iterative Filter

Image degradation is conventionally defined in literature as the combination of blurring of the edges between the regions of an image and the addition of random noise to the image

\[
z = G_{\sigma_b} \ast x + n
\]  

(6.2.1)

where \(x\) is the actual image, \(z\) is the measured image, \(G_{\sigma_b}(x_b)\) is a Gaussian function of standard deviation \(\sigma_b\) that blurs the edges between the regions of an image and \(n\) is Gaussian noise of standard deviation \(\sigma_n\) that adds random spikes to the image, as depicted in the 100 pixel images of Figure 6.2.

![Figure 6.2: Image Degradation](image)

The conventional methodology of image reconstruction is to invert the effect of the degradation. If a lowpass filter is used to denoise an image, the edges between the regions are further blurred, as both noise and edges are high frequency components of the image. Therefore, as blurring and noising have opposing effects on the image, the reconstruction algorithm must balance deblurring and denoising to reconstruct the original image.

The simplest form of image denoising is the usage of grid filter to obtain an average value for each pixel. As the noise is assumed to be of a Gaussian nature with zero mean, by obtaining the mean value of a number of samples, \(\bar{n}\), the noise will be averaged out, leaving just the original image, as depicted for an average of 11 pixels in Figure 6.3.

![Figure 6.3: Grid Filter](image)

Similarly, the simplest form of image deblurring is the usage of grid filter to obtain a median value for each pixel. As blur is assumed to just affect pixels near the edge of a region, the middle value of an ordered set of pixels around each pixel would restore the blurred pixel to the value of the region, as depicted for a median of 11 pixels in Figure 6.2.
As can be seen, while the mean filter removes noise and the median filter restores edges the opposite is not true. The mean filter enhances blur between regions and the median filter retains the noise. Therefore, a mechanism is required that can distinguish between regions requiring denoising and edges requiring deblurring. The conventional methodology uses algorithms containing iterative Partial Differential Equations (PDEs)

\[ z_{k+1} = z_k + \Delta t \frac{\partial z}{\partial t} \]  

where \( z_{|t=0} = z \) is the initial condition, \( \Delta t \) is the algorithm step size and the reconstruction method is determined by the formulation of the PDE. These algorithms analyse the derivative of the image to differentiate between regions and edges.

### 6.2.1 Diffusion

The axiomatic approach to denoise an image requires linearity, spatial shift invariance, isotropy and scale invariance [94]. The unique operator that obeys these requirements is convolution with a Gaussian kernel. The canonical image denoising algorithm of isotropic diffusion is equivalent to a smoothing process with a Gaussian kernel

\[ \frac{\partial z}{\partial t} = \text{div} \left[ c_n(\nabla z) \nabla z \right] \]  

where \( z_{|t=0} = z \) is the initial condition and \( c_n(\nabla z) = 1 \).

Isotropic diffusion contains no mechanism to differentiate between regions in an image and diffuses the image as a whole. As \( t \to \infty \) the edges between regions and smeared and the restored image approaches a homogeneous value, as depicted in Figure 6.4.

Anisotropic diffusion [94] was introduced in order to locate and diffuse regions separately while maintaining sharp edges by constructing a nonlinear adaptive denoising process from Equation 6.2.3 by reformulating \( c_n(\nabla z) \) as a positive decreasing function of the gradient magnitude

\[ c_n(\nabla z) = \exp \left[ -\left( \frac{\|\nabla z\|}{\alpha} \right)^2 \right] \]  

\[ c_n(\nabla z) = \left[ 1 + \left( \frac{\|\nabla z\|}{\alpha} \right)^2 \right]^{-1} \]  

where \( \alpha \) is a constant. The improvement of anisotropic diffusion over isotropic diffusion is depicted in Figure 6.4 for both formulations of \( c_n(\nabla z) \). The edges between regions are sharpened, while the detail within the regions is still diffused.
The literature contains other reformulations of $c_n(\nabla z)$ that improve the ability of the algorithm to handle the contradictory requirements of deblurring and denoising. Examples include incorporation of forward and backward diffusion [95] and the addition of an imaginary term that acts at the edge detector to the real part [96].

### 6.2.2 Variation

The variational approach to denoise an image derives a diffusion-like PDE by a functional minimisation process. The equilibrium state of an energy functional, $E(z)$, is sought based on the calculus of variations defined Euler-Lagrange equation

$$\frac{\delta E(z)}{\delta z} = 0 \quad (6.2.6)$$

that is used to construct an evolutionary process that dissipates energy.

When the energy functional is defined as

$$E(z) = \int \left[ c_n(\nabla z) + \frac{1}{2} \lambda (x-z)^2 \right] dxdy \quad (6.2.7)$$

the minimisation of this functional using a gradient descent method leads to the canonical variational denoising algorithm known as the Total Variation (TV) minimising algorithm [97]

$$\frac{\partial z}{\partial t} = \text{div} \left[ c'_n(\nabla z) \frac{\nabla z}{|\nabla z|} \right] - \lambda (x-z) \quad (6.2.8)$$

where $z|_{t=0} = z$ is the initial condition, $c'_n(\nabla z) = 1$ and $\lambda$ is a scalar controlling the fidelity of the solution to the measured image $z$

$$\lambda = \frac{1}{\sigma^2} \int \text{div} \left[ c'_n(\nabla z) \frac{\nabla z}{|\nabla z|} \right] (x-z) dxdy \quad (6.2.9)$$

formulated to finding the minimum with regards to the actual image $x$.

The globally defined scalar $\lambda$ results in fine detail being diffused, as depicted in Figure 6.5.

![Figure 6.5: Total Variation](image)

Adaptive total variation [98] was introduced in order to preserve texture by locally reformulating $\lambda$

$$\lambda = \frac{\text{div} \left[ c'_n(\nabla z) \frac{\nabla z}{\sqrt{1+|\nabla z|^2}} \right] (x-z)}{\text{var}(x-z)} \quad (6.2.10)$$

where $c'_n(\nabla z) = \frac{\nabla z}{\sqrt{1+|\nabla z|^2}}$. The locally defined $\lambda$ results in each region being denoised separately to improve the detail retention during denoising, as depicted in Figure 6.5.

The literature contains reformulations of the total variation model that improve the ability of the algorithm to distinguish between noise that must be blurred and texture that must be retained. Examples include regularising the algorithm with an anisotropic diffusion term [99] and dividing the algorithm into two sequential steps that each handle a different function [100].
6.2.3 Shock Filter

The canonical image deblurring algorithm is the hyperbolic shock filter algorithm \cite{101} that behaves similarly to deconvolution

$$\frac{d z}{dt} = -\text{sign} \left[ c_b (z_{\eta\eta}) \right] |\nabla z|$$  \hspace{1cm} (6.2.11)

where $z|_{t=0} = z$ is the initial condition, $\eta$ is the direction parallel to the gradient and $c_b (z_{\eta\eta}) = z_{\eta\eta}$.

The edges are sharpened by developing shocks at inflection points (zero crossings of second derivative). The shock filter is sensitive to noise as noise adds an infinite number of inflection points to the image, disrupting the process and resulting in any noise in the image being enhanced, as depicted in Figure 6.6.

![Figure 6.6: Shock Filter](image)

The combination of the diffusion of Equation 6.2.3 and the shock filter of Equation 6.2.11 was introduced in order to increase robustness to noise by controlling the shock filter with a smoothed second derivative \cite{102}

$$\frac{d z}{dt} = \text{div} \left[ c_n (\nabla z) \nabla z \right] - \text{sign} \left[ c_b (z_{\eta\eta}) \right] |\nabla z|$$  \hspace{1cm} (6.2.12)

where

$$\text{div} \left[ c_n (\nabla z) \nabla z \right] = \alpha_n z_{\xi\xi}$$  \hspace{1cm} (6.2.13)

$$c_b (z_{\eta\eta}) = G\sigma * z_{\eta\eta}$$  \hspace{1cm} (6.2.14)

$\alpha_n$ is the denoising constant and $\xi$ is the direction perpendicular to the gradient. The improvement of this combination over the shock filter is depicted in Figure 6.6. The noise is now diffused at a lose of edge sharpness.

The literature contains other combinations of diffusion and the shock filter that improve the ability of the algorithm to differentiate between regions and edges. Examples include improved control over the shock filter to prevents shocks been developed in the presence of noise inside regions using an externally control parameter \cite{103} or an internally calculated term \cite{96}.

6.2.4 Review

The image reconstruction algorithms of diffusion, variation and the shock filter are solved using the numerical methods of Appendix B. In order to maintain the size of the image the input to the PDEs is required to be larger than the size of the image. This is done by extending the borders of the image by one pixel.

All of the above image reconstruction processes deal with localised object blurring modelled by Gaussian noise, which is insufficient to counter the more global object blurring of the antenna pattern, and are designed for stationary stand-alone images. For the problem at hand an unconventional technique is required that uses the unfocused antenna pattern to model the blur and is designed for non-stationary processes.
6.3 Recursive Filter

A perfect imaging system has a beam focused on a portion of landmass equal in size to a pixel, resulting in a one-to-one relationship between the target area and the detected image. However, no practical imaging system is perfect. Conventional image blurring caused by an imperfectly focused lens smooths an image’s edges between regions, as depicted in Figure 6.7, making it hard to distinguish between regions.

In the proposed application the blurring problem is magnified significantly, as there is a many-to-one relationship between the target area and the detected signal, due to the very broad beam of the antenna. Each pixel of the image incorporates data from a large portion of landmass within the target area and a large portion of landmass outside of the target area, as depicted in Figure 6.7.

While the conventional methodology of image restoration to invert the effect of the degradation holds true, the conventional techniques of diffusion, variation and the shock filter discussed in Section 6.2 cannot be used as they deal with localised object blurring modelled by Gaussian noise, which is insufficient to counter the global object blurring of the antenna pattern.

This dissertation proposes a new unconventional technique [1, 2] based on the Kalman filter [34], that uses the unfocused antenna pattern to model the blur and incorporates the flight of the UAV. For each time-interval the Kalman filter makes a prediction of the detected signal using the measured antenna pattern. The comparison between the predicted signal and the detected signal is used to generate an image of the target area.

The Kalman filter is a set of mathematical equations that estimate a process by using feedback control, as depicted in Figure 6.8. The time update equations projecting forward in time the current state estimate to the next time step and then the measurement update equations obtain feedback in the form of noisy measurements to adjust the projected estimate to obtain an improved estimate.

The Kalman filter supports estimations of past, present and future states even when the precise nature of the modelled system is unknown. Advances in digital computing and the simplistic and robust nature of the Kalman filter has led to extensive research [104, 105] and application [106, 107] of the Kalman filter, particularly in the area of autonomous navigation [108, 109, 110].
For example, given a vessel lost at sea with only a captain’s log and a mariner’s astrolabe to guide the crew from island A to island B, as depicted in Figure 6.9. The captain’s log records the estimated speed of the vessel through the water by measuring the length of log-line that passes over the stern during a fixed period of time. The astrolabe determines the latitude of the vessel by measuring the sun’s noon altitude.

Both measurements are flawed. The log does not give an exact measure of speed due to such unknowns as the effect of currents and the stretch of the line nor does it not give the direction of the vessel. While the astrolabe gives the latitude, it does not give the longitude. Therefore, neither the log nor the astrolabe can conclusively pinpoint the vessel’s position, and are therefore used in conjunction to map the vessel’s route, as depicted in Figure 6.10

Given that the position of the vessel at noon the day before is given by point A, the new position of the vessel can be determined by calculating the distance travelled by the vessel using the log (given by the circle centred around point A) and by determining the latitude of the vessel at noon on the current day using the astrolabe (given by the dotted line). The position of the vessel is given by the point at which these two measurements meet up, at point B.

This system can be controlled by a Kalman filter, where the time update equations work with the captain’s log and the measurement update equations work with the mariner’s astrolabe. The current position of the vessel, $x_{k+1}$, can be predicted from the linear relationship between the last position of the vessel, $x_k$, and the distance travelled by the vessel $A_k$ since the last position

$$x_{k+1} = A_k x_k$$

where the distance travelled is calculated from the speed of the vessel and the time since the last measurement.

Also, the current position of the vessel, $x_{k+1}$, can be predicted from the current astrolabe measurement, $z_{k+1}$

$$z_{k+1} = H_{k+1} x_{k+1}$$

The combination of these two equations is used to determine the position of the vessel.
6.3.1 Recursive State Estimation

The Kalman filter is used to model a variety of processes, working with large data sets and has been extended by the Extended Kalman Filter (EKF) [111], the Unscented Kalman Filter (UKF) [104] and other derivatives to support non-linear relationships between parameters. While the linear form of the Kalman filter is used in this work, the equations are derived from the more generalised form as follows.

A non-stationary, discrete-time, stochastic process \( x_{k+1} \in \mathbb{R}^n \) is modelled as

\[
x_{k+1} = f(x_k, u_k, v_k)
\]

where \( u_k \in \mathbb{R}^l \) is the external control that drives the process from the state \( x_k \) to the state \( x_{k+1} \) and \( v_k \) is the process model inaccuracies plus process noise.

The state \( x_k \) is only accessible from the noise contaminated measurement \( z_k \in \mathbb{R}^m \) modelled as

\[
z_k = h(x_k, w_k)
\]

where \( w_k \) is the measurement model inaccuracies plus measurement noise.

Recursive state estimation consists of iteratively reconstructing the state \( x_k \) from the process model \( f \), the measurement model \( h \) and the measurement \( z_k \). The process model inaccuracies and process noise are removed by comparing the actual process with the modelled process, with the measurement model inaccuracies and measurement noise removed by comparing the actual measurement with the modelled measurement.

The a priori estimate \( x_{k+1|k} \in \mathbb{R}^n \) of the state \( x_{k+1} \) is given by the expectation

\[
x_{k+1|k} = E[f(x_k, u_k, v_k) | Z^k]
\]

where \( x_{i|j}, i \geq j \) is the estimate of the state \( x_i \) using the measurements \( Z^j = \{z_0, \ldots, z_j\} \) up to and including time \( j \) and is obtained from the noise-free version of the process model of Equation 6.3.3, the a posteriori state estimate \( x_{k+1|k} \) and the external control \( u_k \)

\[
x_{k+1|k} = f(x_{k|k}, u_k, 0)
\]

The noise-free a priori estimate \( z_{k+1|k} \) of the measurement \( z_{k+1} \) is obtained by combining the measurement model of Equation 6.3.4 and the noise-free a priori state estimate \( x_{k+1|k} \)

\[
z_{k+1|k} = h(x_{k+1|k}, 0)
\]

The a posteriori state estimate \( x_{k+1|k+1} \in \mathbb{R}^n \) is obtained from the a priori state estimate \( x_{k+1|k} \) and the weighted difference between the actual the measurement \( z_{k+1} \) and the a priori measurement estimate \( z_{k+1|k} \)

\[
x_{k+1|k+1} = x_{k+1|k} + K_{k+1} (z_{k+1} - z_{k+1|k})
\]

where the \( n \times m \) matrix \( K_{k+1} \) is the Kalman gain.

The choice of the Kalman gain \( K_{k+1} \) is made to meets some optimality criteria. In the case of the Kalman Filter, the stochastic nature of the process and measurement dynamics is taken into account in the derivation of the Kalman gain to produce an optimal linear estimator that minimises the a posteriori error covariance \( P_{k+1|k+1} \), the squared error on the expected value of the state estimate \( x_{k+1|k+1} \).
6.3.2 Linear Kalman Filter

For linear systems the process model of Equation 6.3.3 and the measurement model of Equation 6.3.4 become:

\[
x_{k+1} = A_kx_k + B_ku_k + v_k \tag{6.3.9}
\]

\[
z_k = H_kx_k + w_k \tag{6.3.10}
\]

where the \( n \times n \) matrix \( A_k \) relates the state \( x_k \) at time step \( k \) to the state \( x_{k+1} \) at time step \( k + 1 \) in the absence of both the external control \( u_k \) and the process noise \( v_k \), the \( n \times l \) matrix \( B_k \) relates the external control \( u_k \) to the state \( x_k \) and the \( m \times n \) matrix \( H_k \) relates the state \( x_k \) to the measurement \( z_k \).

The process noise \( v_k \) and the measurement noise \( w_k \) are independent of each other, additive, zero-mean, white and Gaussian with normal probability distributions:

\[
p(v_k) \sim \mathcal{N}(0, Q_k)
\]

\[
p(w_k) \sim \mathcal{N}(0, R_k) \tag{6.3.11}
\]

where \( Q_k = E[v_kv_k^T] \) is the process noise covariance, \( R_k = E[w_kw_k^T] \) is the measurement noise covariance and \( E[v_kv_n^T] = 0 = E[w_kw_n^T], n \neq k \).

From the process model of Equation 6.3.9, the noise-free a priori state estimate \( x_{k+1|k} \) takes the form:

\[
x_{k+1|k} = A_kx_{k|k} + B_ku_k \tag{6.3.12}
\]

From the measurement model of Equation 6.3.10, the noise-free a priori measurement estimate \( z_{k+1|k} \) takes the form:

\[
z_{k+1|k} = H_{k+1}x_{k+1|k} \tag{6.3.13}
\]

The a priori state error covariance \( P_{k+1|k} \)

\[
P_{k+1|k} = E\left[e_{k+1|k}e_{k+1|k}^T\right] \tag{6.3.14}
\]

is obtained from the a priori state estimate \( x_{k+1|k} \)

\[
P_{k+1|k} = A_kP_{k|k}A_k^T + Q_k \tag{6.3.15}
\]

where \( e_{k+1|k} = x_{k+1} - x_{k+1|k} \) is the a priori state estimation error

\[
e_{k+1|k} = A_ke_{k|k} + v_k \tag{6.3.16}
\]

The a posteriori state error covariance \( P_{k+1|k+1} \)

\[
P_{k+1|k+1} = E\left[e_{k+1|k+1}e_{k+1|k+1}^T\right] \tag{6.3.17}
\]

is obtained from the a posteriori state estimate \( x_{k+1|k+1} \)

\[
P_{k+1|k+1} = P_{k+1|k} - P_{k+1|k}H_{k+1}^T K_{k+1} - K_{k+1}H_kP_{k+1|k} + K_{k+1}(H_kP_{k+1|k}H_k^T + R_k)K_{k+1}^T \tag{6.3.18}
\]

where \( e_{k+1|k+1} = x_{k+1} - x_{k+1|k+1} \) is the a posteriori state estimation error

\[
e_{k+1|k+1} = e_{k+1|k} - K_{k+1}(H_k e_{k+1|k} + w_{k+1}) \tag{6.3.19}
\]
Making the derivative of the trace of the a posteriori error covariance $P_{k+1|k+1}$ with respect to the Kalman gain $K_{k+1}$ equal to 0, and solving for $K_{k+1}$ the optimal gain for the computation of the a posteriori state estimate $x_{k+1|k+1}$ is obtained

$$K_{k+1} = P_{k+1|k}H_{k+1}^T (H_{k+1}P_{k+1|k}H_{k+1}^T + R_{k+1})^{-1}$$

(6.3.20)

which reduces the a posteriori state error covariance $P_{k+1|k+1}$ of Equation 6.3.18 to the well known form

$$P_{k+1|k+1} = P_{k+1|k} - K_{k+1}H_{k+1}P_{k+1|k}$$

(6.3.21)

The recursion of the a posteriori state error covariance $P_{k+1|k+1}$ of Equation 6.3.21 is ill-conditioned [111]. As the filter converges the cancelling of significant digits on the a posteriori state error covariance $P_{k+1|k+1}$ in Equation 6.3.17. The a posteriori error covariance $P_{k+1|k+1}$ is guaranteed to be PSD by multiplying the Kalman gain $K_{k+1}$ of Equation 6.3.20 by $(H_{k+1}P_{k+1|k}H_{k+1}^T + R_{k+1})K_{k+1}^T$ to obtain

$$K_{k+1}H_{k+1}P_{k+1|k}H_{k+1}^T - P_{k+1|k}H_{k+1}^T K_{k+1} + K_{k+1}R_{k+1}K_{k+1}^T = 0$$

(6.3.22)

and adding Equation 6.3.22 into the a posteriori error covariance $P_{k+1|k+1}$ of Equation 6.3.21 to obtain the Joseph form of the a posteriori error covariance $P_{k+1|k+1}$, which given its quadratic nature is PSD

$$P_{k+1|k+1} = (I - K_{k+1}H_{k+1})P_{k+1|k} (I - K_{k+1}H_{k+1})^T + K_{k+1}R_{k+1}K_{k+1}^T$$

(6.3.23)

The Kalman gain $K_{k+1}$ is proportional to the uncertainty in the a priori state estimate $x_{k+1|k}$. For an uncertain measurement $z_{k+1}$ and precise a priori state estimate $x_{k+1|k-1}$ the prediction of the a posteriori state estimate $x_{k+1|k+1}$ relies more on the process model of Equation 6.3.9 than the measurement $z_{k+1}$ and the a posteriori state error covariance $P_{k+1|k+1}$ sees little reduction

$$\lim_{P_{k+1|k} \to 0} K_{k+1} = 0 \Rightarrow \frac{x_{k+1|k+1}}{P_{k+1|k+1}} = \frac{x_{k+1|k}}{P_{k+1|k}}$$

(6.3.24)

The Kalman gain $K_{k+1}$ is inversely proportional to the uncertainty in the measurement $z_{k+1}$. For a precise the measurement $z_{k+1}$ and uncertain the a priori state estimate $x_{k+1|k}$ the prediction of the a posteriori state estimate $x_{k+1|k+1}$ relies more on the measurement $z_{k+1}$ than the process model of Equation 6.3.9 and the a posteriori state error covariance $P_{k+1|k+1}$ is considerably reduced

$$\lim_{R_{k+1} \to 0} K_{k+1} = H_{k+1}^{-1} \Rightarrow \frac{x_{k+1|k+1}}{P_{k+1|k+1}} = H_{k+1}^{-1}z_{k+1}$$

(6.3.25)

The Kalman filter works because the combination of the a priori state estimate $x_{k+1|k}$ conditioned on all prior measurements $Z^k$, and the a posteriori state estimate $x_{k|k}$, with the state $x_k$ distribution

$$p(x_k|z_k) \sim \mathcal{N}(x_{k|k}, P_{k|k})$$

(6.3.26)

into the a posteriori state estimate $x_{k+1|k+1}$ is an improved estimate of the state $x_{k+1}$, based on the probability principle that the combination of two estimates results in an improved estimate, $p_{k+1}^{-1} = p_{k+1|k}^{-1} + p_{k+1|k}^{-1}$ as depicted in Figure 6.11.
Chapter 6 – Post-Processor

6.4 Implementation

For the proposed application of airborne surveillance for search and rescue operations, the antenna is fitted under the wings of a small UAV flying over the ocean. The target area is assumed to be a constant distance from the UAV and consist only of sea water at a uniform temperature. The only discrepancy from this continuum is the sea vessels being searched for. Reconstruction of the target area is required to accurately determine the position of an object and to differentiate between objects situated along the plane of the flight path.

For this work the state is the target area seen by the antenna at time step \( k \), the process evolution models the change of the target area from time step \( k \) to time step \( k+1 \) as the antenna pattern is shifted by the flight of the UAV, the measurement is the measured output of the antenna at time step \( k \) and the measurement evolution models the antenna pattern. The change from the state \( x_k \) to the state \( x_{k+1} \) is based entirely on the flight of the UAV, with no external control, thereby reducing the process model of Equation 6.3.9 to

\[
x_{k+1} = A_k x_k + v_k
\]  

(6.4.1)

There is a large overlap between the target area scanned by the measurement \( z_k \) and the target area scanned by the measurement \( z_{k+1} \), as depicted in Figure 6.12. The extension to the front of the UAV made to the target area by the measurement \( z_{k+1} \) is predicted and the extension to the back of the UAV no longer seen by the measurement \( z_{k+1} \) is omitted, with the rest of the target area carried over from the state \( x_k \).

As the target area is assumed to be static, with a few slow moving objects on a stable background, there is no significant change between time step \( k \) and time step \( k+1 \) and between pixel row \( P^o \) and pixel row \( P^{o+1} \), the pixel rows \( P^o|_{n=2,...,N} \) of the a posteriori state estimate \( x_{k|k} \) are shifted unchanged into the pixel rows \( P^o|_{n=1,...,N-1} \) of the a priori state estimate \( x_{k+1|k} \) using the state evolution.

As the target area is assumed to be static, with a few slow moving objects on a stable background, the target area as seen by the measurement \( z_k \) is assumed to be equal to the target area as seen by the measurement \( z_{k+1} \).
For the same reason the extension to the front on the UAV seen by the measurement $z_{k+1}$ is predicted to be equivalent to the target area just before this extension.

Mathematically this is done by shifting pixel rows $P^m|_{n=2,...,N}$ of the a posteriori state estimate $x_{k|k}$ unchanged into pixel rows $P^m|_{n=1,...,N-1}$ of the a priori state estimate $x_{k+1|k}$ and predicting pixel row $P^N$ of the state $x_{k+1}$ as equal to pixel row $P^N$ of the state $x_k$ using state evolution

$$
A_k = \begin{bmatrix}
A_k' & 0 & 0 & 0 \\
0 & A_k' & 0 & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & 0 & A'_k
\end{bmatrix}
$$

where

$$
A'_k = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}
$$

(6.4.2)

The a posteriori state estimate is initialised as $x_{k|k}|_{k=0} = 0$, a $A'_k$ is required for each pixel column $P^m$ and the pixel columns $P^m$ of the state are lexicographically ordered into one column for multiplication with the state evolution.

The antenna concurrently scans the target area along the plane perpendicular to the flight path, with each orientation scanned by a beam at a different frequency $f_{m0}$. The frequency range $f_L$ to $f_H$ is divided into $M = 9$ contiguous bands, each assigned to a different pixel column $P^m$. Even though the main beam at frequency $f_{m0}$ is orientated to a particular part of the target, the whole target area is measured at frequency $f_{m0}$.

Therefore, the antenna patterns at the different frequencies $f_{m0}$ are combined to reconstruct the target area. Mathematically this is done by combining the $M = 9$ measured 2D antenna patterns $\text{Ant}_{2D}^m$ into one measurement evolution $H_k$. Each row of measurement evolution relates one frequency component of the measurement to the state, as depicted in Figure 6.13.

![Figure 6.13: Measurement Model](image)

As the antenna has a narrow beam along the plane perpendicular to the flight path, only pixel column $P^m$ is significant affected by $\text{Ant}_{2D}^m$. As the antenna has a very broad beam along the plane of the flight path, many pixels within pixel column $P^m$ are significant affected by $\text{Ant}_{2D}^m$. This blurs the image, making it difficult to accurately determine the position of an object or to differentiate between objects situated along the flight path.

The three covariance matrices are initialised as

$$
P_{k|k}|_{k=0} = A_k \varepsilon_1 A_k^T
$$

$$
Q_{k}|_{k=0} = A_k \varepsilon_2 A_k^T
$$

$$
R_{k}|_{k=0} = H_k \varepsilon_3 H_k^T
$$

(6.4.3)

where $\varepsilon_1$, $\varepsilon_2$ and $\varepsilon_3$ reflect the degree of uncertainty with regards to the state $x_k$, the measurement $z_k$ and the process model of Equation 6.4.1.
Given the initial conditions, the Kalman filter is obtained iteratively by predicting the a priori estimates of the state, the measurement and the state error covariance

\[
x_{k+1|k} = A_k x_k^{|k} + B_k u_k
\]
\[
z_{k+1|k} = H_k x_{k+1|k}
\]
\[
P_{k+1|k} = A_k P_{k|k} A_k^T + Q_k
\]

and computing the Kalman gain to update the a posteriori estimates of the state and the state error covariance

\[
K_{k+1} = P_{k+1|k} H_{k+1}^T \left( H_{k+1} P_{k+1|k} H_{k+1}^T + R_{k+1} \right)^{-1}
\]
\[
x_{k+1|k+1} = x_{k+1|k} + K_{k+1} \left( z_{k+1} - z_{k+1|k} \right)
\]
\[
P_{k+1|k+1} = (I - K_{k+1} H_{k+1}) P_{k+1|k} (I - K_{k+1} H_{k+1})^T + K_{k+1} R_{k+1} K_{k+1}^T
\]

6.5 Simulations

Specific target areas are simulated to test the ability of the Kalman filter to model the flight process and to remove the blur of the measurement process. The input parameters are gradually increased from idealised values to the expected values in order to simplify the optimisation process.

As a first experiment, the ability of the Kalman filter to model the flight process is tested for a target area containing a single frequency component and with a measurement evolution of size 9 × 27 based on antenna measurements using a reflector focusing the pattern into a 1° × 1° main beam, as depicted in Figure 6.14.

The idealisation of the antenna pattern removes the blurring effect of the antenna pattern into neighbouring frequency components and removes the blurring effect of the antenna pattern into neighbouring time intervals to simplify the problem to just one involving the modelling of the flight process.

The response of the Kalman filter to a change between pixel row \(P^n\) and pixel row \(P^{n+1}\) is improved by adding a velocity parameter \(\Delta x_k\) to the state \(x_k\). In this position-velocity model pixel row \(P^{n+1}\) of state \(x_{k+1}\) is predicted as the sum of pixel row \(P^N\) of state \(x_k\) and the change between pixel row \(P^{n-1}\) and pixel row \(P^N\) of state \(x_k\), with the change between pixel row \(P^{n-1}\) and pixel row \(P^N\) of state \(x_{k+1}\) equated with the change between pixel row \(P^{n-1}\) and pixel row \(P^N\) of state \(x_k\)

\[
A_k = \begin{bmatrix} A_k^T & 0 & 0 & 0 \\ 0 & A_k^T & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & A_k^T \end{bmatrix}
\]

where \(A_k^T = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}\)

(6.5.1)
It can be seen that for the standard implementation the response to the change between pixel row \( P_n \) and pixel row \( P_{n+1} \) is not quick enough, resulting in a delayed response in the a posteriori state estimate \( x_{k|k} \) to the state \( x_k \), as depicted in Figure 6.15. Also evident is the improved response of the position-velocity model, which has a reduced smear of the object and correctly predicts the central position of the object.

![Figure 6.15: Idealised Single Frequency Target Area](image)

With no correlation between the velocity parameter of the state and the measurement, zero-value columns are inserted after each pixel column \( P_m \) into the measurement evolution, as depicted in Figure 6.16.

![Figure 6.16: Idealised Measurement Model using Position-Velocity Model](image)

A second experiment is performed to test the ability of the Kalman filter to model the flight process for the same target area, but this time with a measurement evolution of size \( 9 \times 108 \) based on antenna measurements using a reflector that focuses the antenna pattern into a \( 1^\circ \times 10^\circ \) main beam, as depicted in Figure 6.17. This focusing reduces the sidelobes to such a level that blurring is almost solely reserved to within each bandwidth.

![Figure 6.17: Partially Idealised Measurement Model using Position-Velocity Model](image)

The idealisation of the measurement model is lessened to incorporate modelling of the blurring effect of the antenna pattern. The increased width of the main beam maps onto a larger surface than the \( 1^\circ \times 1^\circ \) main beam, requiring a larger measurement evolution to model the relationship between the state and the measurement.
The response to the change between pixel row $P^n$ and pixel row $P^{n+1}$ of the state is spread over a number of pixels proportional to the width of the main beam, resulting in a blurred response in the posteriori state estimate to the state, as depicted in Figure 6.18. An improved response is obtained by increasing the number of time steps calculated per Kalman filter loop.

For this multi-measurement model the state is extended by $c$ pixel rows, where $c$ is the number of extra time steps calculated per Kalman filter loop, which extends the size of each $A'_k$ by $c$ in the state evolution.

Also, each row within the measurement evolution is repeated $c$ times, but with one pixel offsets due to the shift in focus from time step $k$ to time step $k + 1$ produced by the flight of the UAV. The measurement evolution is increased from size $9 \times 108$ for $c = 0$ to size $9 \times 198$ for $c = 10$, as depicted in Figure 6.19.

The size of the measurement evolution has a direct effect on the number of time steps the Kalman filter takes to adapt to the model. The larger the area the main beam of the antenna pattern maps onto, the more pixels that need to be predicted concurrently in the initialisation of the posteriori state estimate and the longer the uncertainty period of the a posteriori state estimate. The uncertainty period for the $1^\circ \times 10^\circ$ main beam is longer than for the $1^\circ \times 1^\circ$ main beam, as depicted in Figure 6.18.

The reason for the improved response of the multi-measurement model is accredited to the increased size of measurement evolution. For a single time step per Kalman filter loop and a single frequency component target area, the denominator of the Kalman gain of Equation 6.3.20 is a $1 \times 1$ matrix that can only globally rectify the Kalman gain of size $12 \times 1$, and thereby only globally rectify the pixels of the state.

When the number of time steps is increased per Kalman filter loop to 11 with $c = 10$, the denominator of the Kalman gain of Equation 6.3.20 increases in size to $11 \times 11$. In approaching the size of the Kalman gain of $22 \times 11$, the elements of the Kalman gain are rectified locally and thereby the pixels of the state are rectified individually. When a large number of time steps are used per Kalman filter loop, $K_k \rightarrow H^{-1}_{k+1}$ when $R_{k+1} \rightarrow 0$. 
The final set of experiments test the ability of the Kalman filter to remove the errors in the measurement process using the measurement evolution of Figure 6.19 and a full frequency range target area of size $9 \times 50$ containing a single central high intensity object of size $3 \times 3$ surrounded by a low intensity background, as depicted in Figure 6.20.

![Figure 6.20: Partially Idealised Full Range Target Area with Single Object](image)

The last idealisation is removed to incorporate modelling of the blurring effect into neighbouring frequency components and to incorporate modelling of the unequal gain between frequency components. The large size of the measurement evolution results in a long uncertainty period.

The variance in absolute gain between the components of the antenna pattern returns a false multi-level object and background, while the partial blurring of the object to neighbouring bands is accredited to non-ideal slope of the main beam. The Kalman filter is able to reduce both of these inaccuracies once the long uncertainty period has past, as depicted in Figure 6.21.

![Figure 6.21: Predicted Target Area for Partially Idealised Full Range Target Area with Single Object](image)

The ability of the Kalman filter to differentiate between objects situated along the plane of the flight path is tested using the same measurement evolution of Figure 6.19, but this time with a full frequency range target area of size $9 \times 50$ containing a single central high intensity object of size $3 \times 3$ bordered by two moderately high intensity objects of size $7 \times 7$ and surrounded by a low intensity background, as depicted in Figure 6.22.

![Figure 6.22: Partially Idealised Full Range Target Area with Multiple Objects](image)
The ability of the Kalman filter is not affected by the number of objects within the target area. The blurring effect of the antenna pattern merges the closely spaced objects into a single object, with a false higher intensity at the location of the two border objects. The Kalman filter is able to respond quickly enough to a change between pixel row $P_n$ and pixel row $P_{n+1}$ of the state, resulting in the objects being sharpened and detached from each other, as depicted in Figure 6.23.

![Figure 6.23: Predicted Target Area for Partially Idealised Full Range Target Area with Multiple Objects](image)

The Kalman filter is able to correct for unequal gain between frequency components, reduces blur into other frequency components and into other time intervals and to separate closely spaced objects.

The ability of the Kalman filter to operate on noisy measurements is tested using the same measurement evolution of Figure 6.19, but this time with noise injected into the target area with multiple objects, as depicted in Figure 6.24. The variance of the noise is equal in magnitude to the variance between the central high intensity object and the two moderately high intensity objects.

![Figure 6.24: Partially Idealised Full Range Noisy Target Area with Multiple Objects](image)

The ability of the Kalman filter is not affected by the noise within the target area, with the closely spaced objects only again detached from each other, as depicted in Figure 6.25. However, the reconstructed image is still noisy, but this is to be expected as the image reconstruction has been developed to model the blurring effect of the antenna pattern and not conventional noise.

![Figure 6.25: Predicted Target Area for Partially Idealised Full Range Noisy Target Area with Multiple Objects](image)
In order to clarify the corrective power of this algorithm, the results are compared with that of a straight
deconvolution algorithm, where for each measurement $z_k$ the predicted target area $x_k$ is calculated as

$$x_k = H_k^T z_k$$

(6.5.2)

where $H_k^T$ is the pseudo-inverse of the measurement evolution. The inverse is not calculated as the measurement
evolution is not square. Instead the pseudo-inverse is obtained, with the potential for singularity issues.

The ability of the straight deconvolution algorithm to operate on noisy measurements is tested using a
measurement evolution of size $9 \times 99$ based on antenna measurements using a reflector that focuses the antenna
pattern into a $1^\circ \times 10^\circ$ main beam, as depicted in Figure 6.26. This measurement evolution is equivalent to the
measurement evolution of Figure 6.17, just without the velocity parameter.

The ability of the straight deconvolution algorithm to operate on noisy measurements is tested on the noise
injected target area with multiple objects of Figure 6.24, with the predicted target area depicted in Figure 6.27. The predicted target area contains two uncertainty periods, at the beginning and the end of the measurements, with the three objects still blurred together.

In the straight deconvolution algorithm only working on a single measurement at a time, it is very difficult
to determine the position of an object due to the blurring effect on the antenna pattern. Only when a whole range
of measurements are used is it possible to locate the central point of an object. In the straight deconvolution
algorithm not taking into account the relationship between consequent measurements, any information gained
in stage $k$ regarding the target area is not passed onto stage $k + 1$ to improve the prediction of the target area.

Due to the large overlap of target area between subsequent measurements and the blurring effect of the
antenna pattern, the reconstruction algorithm needs to take into account multiple measurements and multiple
predictions to correctly predict the target area. This is done by the Kalman filter, and is the reason for its
supremacy with regards to a straight deconvolution algorithm.
6.6 Conclusion

In this chapter the post processor algorithm is described. The broad beam of the antenna pattern along the plane of the flight path causes three interrelated problems for the post processor, requiring a novel technique that does not fall within the conventional image reconstruction algorithms of the literature.

Firstly, the image formation process needs to be modelled. In using the flight path of the UAV to move the measurement plane of the imaging system along, the sequential order of measurements needs to be maintained, as well as the overlapping layers of the reconstructed images.

Secondly, the image blurring process needs to be modelled. As can be seen in the 3D antenna patterns depicted in Chapter 3, the blur is different for different antenna configurations as well as for different frequency bands within the same antenna configuration. This causes the variance between channels in response to a common input, as described in Section 6.5.

Thirdly, the many-to-one relationship between the measurement and the detected area needs to be modelled. The broad beam of the antenna pattern results in a large area being detected during the measurement made for each pixel, resulting in the chance of singularities forming within the matrices of the algorithm.

Conventional image reconstruction processes have not been designed to work with such problems. They have been developed to reconstruct stationary, independent images that have been blurred by the unfocused lens of the camera modelled by Gaussian functions and for a near linear relationship between the measurement and the target area, with only a limited extension to the borders of the images to account for blurring at the borders.

Therefore, this dissertation proposes a novel technique. This technique is based on the Kalman filter, which has been developed for dynamic systems with the relationship between the image and target area defined by the user, which for this application is the actual measured antenna pattern. In using the overlapping antenna patterns, the many-to-one relationship is reduced by concurrently reconstructing all the pixels of one measurements and is further reduces by concurrently reconstructing the pixels of many measurements.

It has been shown for a simulated target area that the image reconstruction algorithm is capable of reconstructing the target area. The next step is to test the algorithm on actual measurements of the imaging system. As the full measurement of an airborne system is a major project on its own, with the variations in flight path, yaw and pitch to be factored into the algorithm, this is to form the focus of future projects.
Chapter 7

Conclusion

Man is technologically driven to improve his quality of life by artificially controlling the natural world around him. Man is the only species to design shelters from the natural elements, to design vehicles to transport goods and personnel at unnatural speeds, and to design communication systems to speak to people on other continents from the comfort of one’s own home.

Man’s drive to increase his vision capabilities beyond the optical emissions that is naturally detected by his eyes is another such endeavour, with examples of radar, lidar, sonar and thermal imaging in the Infra-Red (IR) region. Thermal imaging in the Millimetre-Wave (MMW) region, defined as 30GHz to 300GHz, is another example, and is the focus of this dissertation.

While MMW imaging does not seem the obvious choice when calculating the expected radiation levels of MMW emissions, as the MMW emissions of room temperature objects are between $10^{10}$ and $10^{7}$ times smaller than IR emissions within the thermal imaging region of 20THz to 300THz. However, when taking into account such phenomena as the effect of atmospheric constituents on emissions, this does become an attractive option.

Unlike optical and IR emissions, which are severely scattered and absorbed by inclement weather, within certain transmissions windows of the MMW region the difference in MMW emissions from different objects remain constant over a large range of weather conditions, such as cloud cover, fog, sand storms and marine layers, with heavy rain one of the few limiting conditions.

The focus of this work is to make use of the emission, reflection and transmission properties of objects within the MMW region to form images for applications such as airborne surveillance in search and rescue operations. The imaging system would be attached to the wing of a small Unmanned Aerial Vehicle (UAV), detecting the MMW emissions through the inclement weather.

Such a system would be able to locate boats and trace their point of origin because of the contrast of metal, fibreglass, wood, rubber and long, trailing wakes to a water background. Such systems have been used in applications such as search and rescue operations, for surveillance and reconnaissance and in the detection and capture of drug traffickers.

The size, maximum payload and limited power available on a UAV place severe restrictions on the possible implementations of the imaging system, especially the inability to make use of any form of mechanical or optical antenna techniques to couple the MMW emissions to the rest of the system. This is because the imaging system must conform to the shape of the wing of the UAV to minimise the effect on the aerodynamics of the UAV, with mechanical and optical techniques requiring motors and optics that are too bulky for this application.
The proposed solution is a long, thin waveguide antenna that is chosen for its inherent space-to-frequency mapping, where the orientation of the main beam of the antenna sweeps across the target area as a function of frequency. Such an antenna has a narrow, high gain, frequency-scanned beam along the plane perpendicular to the flight path, but a very broad beam along the plane of the flight path.

Techniques exist to focus the antenna pattern along the plane of the flight path as well, but as has already been stressed, these mechanical and optical techniques require components that are too massive for attachment to the underside of a small UAV. The only solution is to make use of a post processor to reconstruct an image of the target area from the blurred measurement.

Conventional image techniques are designed to work with localised blurring of a Gaussian nature, and are unable to deal with the more global blur of the antenna pattern along the plane of the flight path. Therefore, a novel technique was implemented that makes use of the measured antenna pattern to model the blur and reconstruct an image of the target area.

The full measurement of an airborne system is a major project on its own, as variations in flight path, yaw and pitch have to be factored into any image data in such a measurement. This is to form the focus of future projects. For the purposes of this work, it was shown that the system can reconstruct simulated targets using the actual measured antenna pattern successfully.

7.1 Recommendations for Future Work

Due to the scope of the project, the focus of this dissertation was the design of the system, a contiguous wideband stripline multiplexer and the post processor. However, a large number of components were built or bought, configured and connected to each other to obtain a working system that would form the basis for future models, with individual projects assigned to investigate a different subsystem.

The antenna, while not designed as part of this work, is a key role in the imaging system, with the characteristics of the antenna pattern the basis of the image reconstruction algorithm. The focus of the main beam and the instantaneous Field of View (FOV) of the main beam are the two key characteristics of the antenna on the imaging system.

Any improvement to the focus of the main beam by increasing the size of the antenna is instantly passed on to the rest of the system, with no need to redesign any components. However, measurements of the improved antenna pattern would be needed by the post processor to correctly reconstruct an image from the target area for this antenna. This does not place a unnecessary burden on the designer, as these measurements should be done to verify the antenna design.

The same cannot be said for an improvement in instantaneous FOV. There is a theoretical limit to the FOV obtainable by the antenna that can only be extended by increasing the frequency range of the system. This would lead to a redesign to a large portion of the rest of the system, as most of the components are frequency-dependent. In particular, a complete redesign on the multiplexer would be needed.

The multiplexer design was an arduous task, working with strict design specification, a large set of conflicting parameters to optimise, near the limits of the available manufacturing processes and with a medium known to be lossy at the design frequency. However, the multiplexer does successfully perform the task set before it, with the only shortcoming the high loss, which is to be expected at microwave frequencies.

The multiplexer can be improved in three ways.
The first improvement would be the use of a lower loss medium. The obvious realisation at microwave frequencies is waveguide, but this is not a viable option due to the wide bandwidth at the Intermediate Frequency (IF) range, resulting in a lossy stripline solution. Another obvious realisation is suspended stripline which would reduce the loss of the circuit, but would dramatically increase the complexity of the manufacturing process. Therefore, an indepth study into the possible methods of decreasing the loss of the multiplexer is required. Any improvement would benefit the rest of the system, with only the amplification in the IF range requiring reevaluation to ensure that the dynamic range of the input to the detectors remains optimal.

The second improvement would be the increase in channels. The resolution of the system is equivalent to the number of output channels of the multiplexer. Any increase in channels will improve the resolution and ease the operator’s task of identifying objects in the image. However, this would seriously increase the cost of the system, in requiring a larger number of detectors and more computational power to deal with all the channels.

The third improvement would be the adjustment of the frequency range. The bandwidth of the multiplexer was chosen to meet the operational frequencies of affordable, commercially available detectors. If the system were to use devices capable of detection at MMW frequencies, the multiplexer could be realised in waveguide. This would greatly decrease the loss of the multiplexer and would ease the design and manufacturing processes. However, detection at MMW frequencies is expensive.

As has already been discussed, the work of this dissertation was focused on designing a working system that would fuel interest in the field and be the basis for future models. Therefore, as each one of the analogue components were bought and not designed specifically for this application, a large number of progress to the system can be made in these subsystems, with two key examples listed below.

Firstly, while the down-converter would work well with a large input signal, the spectrum of the IF output contains spurious signals that pose problems to the imaging system. Therefore, a redesign of the down-converter would improve the system, with no need to redesign any other subsystem once this improvement has been made.

Secondly, while the dynamic range of affordable, commercially available detectors is very wide at the specified frequencies of the detectors, the dynamic range is very narrow at the upper frequencies of the IF range of the imaging system. A redesign of the detectors would improve the resolution sensitivity of the imaging system and would reduce the amplification required by the system.

7.2 Concluding Remarks

The work in this dissertation covers a wide range of operations performed by a large number of components operating at different frequencies and utilising different media. The frontend of the system is a waveguide antenna operating at MMW frequencies, followed by analogue down-conversion to an IF range for connection to a stripline multiplexer and microstrip detector. The backend of the system works with Direct Current (DC) voltages and digital signals on a post processor.

Each one of these sections required an indepth literature study, and resulted in the design of two novel components, namely the design of a contiguous wideband multiplexer realised in stripline and the design of a post processor that makes use of a Kalman filter to reconstruct an image of the target area based on the measured antenna pattern. The end result is a working system that demonstrates the principle that a passive imaging system compact enough to be fitted to the underside of a wing of a small UAV can be used in applications such as airborne surveillance in search and rescue operations to detect maritime vessels in inclement weather.
Appendix A

Construction

A.1 Construction of Antenna

Slot position is given relative to the load end of the waveguide and is taken at the centre of the slot at the centre of the narrow waveguide wall. Slot angles are relative to the normal to the broad wall of the waveguide (as seen from the slot side). Positive angles are clockwise from the normal. Depth is relative to the thinned surface.

Table A.1: Specifications for Machining Narrow Wall Slots

<table>
<thead>
<tr>
<th>Number</th>
<th>Position [mm]</th>
<th>Angle</th>
<th>Depth [mm]</th>
<th>Number</th>
<th>Position [mm]</th>
<th>Angle</th>
<th>Depth [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>110</td>
<td>101.00</td>
<td>+18°40'</td>
<td>0.83</td>
<td>55</td>
<td>361.15</td>
<td>-10°00'</td>
<td>0.99</td>
</tr>
<tr>
<td>109</td>
<td>105.73</td>
<td>-18°05'</td>
<td>0.84</td>
<td>54</td>
<td>365.88</td>
<td>+10°05'</td>
<td>0.99</td>
</tr>
<tr>
<td>108</td>
<td>110.46</td>
<td>+16°45'</td>
<td>0.87</td>
<td>53</td>
<td>370.61</td>
<td>-9°60'</td>
<td>0.99</td>
</tr>
<tr>
<td>107</td>
<td>115.19</td>
<td>-15°25'</td>
<td>0.90</td>
<td>52</td>
<td>375.34</td>
<td>+9°45'</td>
<td>0.99</td>
</tr>
<tr>
<td>106</td>
<td>119.92</td>
<td>+14°35'</td>
<td>0.91</td>
<td>51</td>
<td>380.07</td>
<td>-9°30'</td>
<td>0.99</td>
</tr>
<tr>
<td>105</td>
<td>124.65</td>
<td>-14°20'</td>
<td>0.92</td>
<td>50</td>
<td>384.80</td>
<td>+9°20'</td>
<td>0.99</td>
</tr>
<tr>
<td>104</td>
<td>129.38</td>
<td>+14°00'</td>
<td>0.92</td>
<td>49</td>
<td>389.53</td>
<td>-9°20'</td>
<td>0.99</td>
</tr>
<tr>
<td>103</td>
<td>134.11</td>
<td>-13°20'</td>
<td>0.94</td>
<td>48</td>
<td>394.26</td>
<td>+9°20'</td>
<td>0.99</td>
</tr>
<tr>
<td>102</td>
<td>138.84</td>
<td>+12°25'</td>
<td>0.95</td>
<td>47</td>
<td>398.99</td>
<td>-9°10'</td>
<td>0.99</td>
</tr>
<tr>
<td>101</td>
<td>143.57</td>
<td>-11°40'</td>
<td>0.96</td>
<td>46</td>
<td>403.72</td>
<td>+8°55'</td>
<td>1.00</td>
</tr>
<tr>
<td>100</td>
<td>148.30</td>
<td>+11°20'</td>
<td>0.97</td>
<td>45</td>
<td>408.45</td>
<td>-8°40'</td>
<td>1.00</td>
</tr>
<tr>
<td>99</td>
<td>153.03</td>
<td>-11°20'</td>
<td>0.97</td>
<td>44</td>
<td>413.18</td>
<td>+8°35'</td>
<td>1.00</td>
</tr>
<tr>
<td>98</td>
<td>157.76</td>
<td>+11°20'</td>
<td>0.97</td>
<td>43</td>
<td>417.91</td>
<td>-8°30'</td>
<td>1.00</td>
</tr>
<tr>
<td>97</td>
<td>162.49</td>
<td>-11°00'</td>
<td>0.97</td>
<td>42</td>
<td>422.64</td>
<td>+8°25'</td>
<td>1.00</td>
</tr>
<tr>
<td>96</td>
<td>167.22</td>
<td>+10°35'</td>
<td>0.98</td>
<td>41</td>
<td>427.37</td>
<td>-8°15'</td>
<td>1.00</td>
</tr>
<tr>
<td>95</td>
<td>171.95</td>
<td>-10°30'</td>
<td>0.98</td>
<td>40</td>
<td>432.10</td>
<td>+7°55'</td>
<td>1.00</td>
</tr>
<tr>
<td>94</td>
<td>176.68</td>
<td>+10°45'</td>
<td>0.98</td>
<td>39</td>
<td>436.83</td>
<td>-7°45'</td>
<td>1.00</td>
</tr>
<tr>
<td>93</td>
<td>181.41</td>
<td>-11°10'</td>
<td>0.97</td>
<td>38</td>
<td>441.56</td>
<td>+7°40'</td>
<td>1.00</td>
</tr>
<tr>
<td>92</td>
<td>186.14</td>
<td>+11°25'</td>
<td>0.97</td>
<td>37</td>
<td>446.29</td>
<td>-7°35'</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Continued on next page
Table A.1: Specifications for machining narrow-wall slots (continued)

<table>
<thead>
<tr>
<th>Number</th>
<th>Position [mm]</th>
<th>Angle</th>
<th>Depth [mm]</th>
<th>Number</th>
<th>Position [mm]</th>
<th>Angle</th>
<th>Depth [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>91</td>
<td>190.87</td>
<td>-11°20'</td>
<td>0.97</td>
<td>36</td>
<td>451.02</td>
<td>+7°30'</td>
<td>1.01</td>
</tr>
<tr>
<td>90</td>
<td>195.60</td>
<td>+11°15'</td>
<td>0.97</td>
<td>35</td>
<td>455.75</td>
<td>-7°15'</td>
<td>1.01</td>
</tr>
<tr>
<td>89</td>
<td>200.33</td>
<td>-11°25'</td>
<td>0.97</td>
<td>34</td>
<td>460.48</td>
<td>+7°00'</td>
<td>1.01</td>
</tr>
<tr>
<td>88</td>
<td>205.06</td>
<td>+11°55'</td>
<td>0.96</td>
<td>33</td>
<td>465.21</td>
<td>-6°55'</td>
<td>1.01</td>
</tr>
<tr>
<td>87</td>
<td>209.79</td>
<td>-12°15'</td>
<td>0.95</td>
<td>32</td>
<td>469.94</td>
<td>+6°50'</td>
<td>1.01</td>
</tr>
<tr>
<td>86</td>
<td>214.52</td>
<td>+12°15'</td>
<td>0.95</td>
<td>31</td>
<td>474.67</td>
<td>-6°45'</td>
<td>1.01</td>
</tr>
<tr>
<td>85</td>
<td>219.25</td>
<td>-12°05'</td>
<td>0.96</td>
<td>30</td>
<td>479.40</td>
<td>+6°35'</td>
<td>1.01</td>
</tr>
<tr>
<td>84</td>
<td>223.98</td>
<td>+11°60'</td>
<td>0.96</td>
<td>29</td>
<td>484.13</td>
<td>-6°20'</td>
<td>1.01</td>
</tr>
<tr>
<td>83</td>
<td>228.71</td>
<td>-12°10'</td>
<td>0.96</td>
<td>28</td>
<td>488.86</td>
<td>+6°05'</td>
<td>1.01</td>
</tr>
<tr>
<td>82</td>
<td>233.44</td>
<td>+12°25'</td>
<td>0.95</td>
<td>27</td>
<td>493.59</td>
<td>-5°55'</td>
<td>1.01</td>
</tr>
<tr>
<td>81</td>
<td>238.17</td>
<td>-12°30'</td>
<td>0.95</td>
<td>26</td>
<td>498.32</td>
<td>+5°50'</td>
<td>1.02</td>
</tr>
<tr>
<td>80</td>
<td>242.90</td>
<td>+12°20'</td>
<td>0.95</td>
<td>25</td>
<td>503.05</td>
<td>-5°40'</td>
<td>1.02</td>
</tr>
<tr>
<td>79</td>
<td>247.63</td>
<td>-11°60'</td>
<td>0.96</td>
<td>24</td>
<td>507.78</td>
<td>+5°25'</td>
<td>1.02</td>
</tr>
<tr>
<td>78</td>
<td>252.36</td>
<td>+11°55'</td>
<td>0.96</td>
<td>23</td>
<td>512.51</td>
<td>-5°10'</td>
<td>1.02</td>
</tr>
<tr>
<td>77</td>
<td>257.09</td>
<td>-12°05'</td>
<td>0.96</td>
<td>22</td>
<td>517.24</td>
<td>+4°60'</td>
<td>1.03</td>
</tr>
<tr>
<td>76</td>
<td>261.82</td>
<td>+12°15'</td>
<td>0.95</td>
<td>21</td>
<td>521.97</td>
<td>-4°50'</td>
<td>1.03</td>
</tr>
<tr>
<td>75</td>
<td>266.55</td>
<td>-12°10'</td>
<td>0.96</td>
<td>20</td>
<td>526.70</td>
<td>+4°45'</td>
<td>1.03</td>
</tr>
<tr>
<td>74</td>
<td>271.28</td>
<td>+11°55'</td>
<td>0.96</td>
<td>19</td>
<td>531.43</td>
<td>-4°35'</td>
<td>1.04</td>
</tr>
<tr>
<td>73</td>
<td>276.01</td>
<td>-11°40'</td>
<td>0.96</td>
<td>18</td>
<td>536.16</td>
<td>+4°25'</td>
<td>1.04</td>
</tr>
<tr>
<td>72</td>
<td>280.74</td>
<td>+11°40'</td>
<td>0.96</td>
<td>17</td>
<td>540.89</td>
<td>-4°15'</td>
<td>1.05</td>
</tr>
<tr>
<td>71</td>
<td>285.47</td>
<td>-11°50'</td>
<td>0.96</td>
<td>16</td>
<td>545.62</td>
<td>+4°05'</td>
<td>1.05</td>
</tr>
<tr>
<td>70</td>
<td>290.20</td>
<td>+11°55'</td>
<td>0.96</td>
<td>15</td>
<td>550.35</td>
<td>-4°05'</td>
<td>1.05</td>
</tr>
<tr>
<td>69</td>
<td>294.93</td>
<td>-11°45'</td>
<td>0.96</td>
<td>14</td>
<td>555.08</td>
<td>+4°05'</td>
<td>1.05</td>
</tr>
<tr>
<td>68</td>
<td>299.66</td>
<td>+11°30'</td>
<td>0.97</td>
<td>13</td>
<td>559.81</td>
<td>-4°00'</td>
<td>1.05</td>
</tr>
<tr>
<td>67</td>
<td>304.39</td>
<td>-11°20'</td>
<td>0.97</td>
<td>12</td>
<td>564.54</td>
<td>+4°00'</td>
<td>1.05</td>
</tr>
<tr>
<td>66</td>
<td>309.12</td>
<td>+11°20'</td>
<td>0.97</td>
<td>11</td>
<td>569.27</td>
<td>-4°00'</td>
<td>1.05</td>
</tr>
<tr>
<td>65</td>
<td>313.85</td>
<td>-11°30'</td>
<td>0.97</td>
<td>10</td>
<td>574.00</td>
<td>+4°10'</td>
<td>1.05</td>
</tr>
<tr>
<td>64</td>
<td>318.58</td>
<td>+11°25'</td>
<td>0.97</td>
<td>9</td>
<td>578.73</td>
<td>-4°20'</td>
<td>1.04</td>
</tr>
<tr>
<td>63</td>
<td>323.31</td>
<td>-11°05'</td>
<td>0.97</td>
<td>8</td>
<td>583.46</td>
<td>+4°25'</td>
<td>1.04</td>
</tr>
<tr>
<td>62</td>
<td>328.04</td>
<td>+10°50'</td>
<td>0.98</td>
<td>7</td>
<td>588.19</td>
<td>-4°30'</td>
<td>1.04</td>
</tr>
<tr>
<td>61</td>
<td>332.77</td>
<td>-10°45'</td>
<td>0.98</td>
<td>6</td>
<td>592.92</td>
<td>+4°35'</td>
<td>1.04</td>
</tr>
<tr>
<td>60</td>
<td>337.50</td>
<td>+10°45'</td>
<td>0.98</td>
<td>5</td>
<td>597.65</td>
<td>-4°40'</td>
<td>1.03</td>
</tr>
<tr>
<td>59</td>
<td>342.23</td>
<td>-10°45'</td>
<td>0.98</td>
<td>4</td>
<td>602.38</td>
<td>+4°45'</td>
<td>1.03</td>
</tr>
<tr>
<td>58</td>
<td>346.96</td>
<td>+10°35'</td>
<td>0.98</td>
<td>3</td>
<td>607.11</td>
<td>-4°50'</td>
<td>1.03</td>
</tr>
<tr>
<td>57</td>
<td>351.69</td>
<td>-10°15'</td>
<td>0.98</td>
<td>2</td>
<td>611.84</td>
<td>+4°55'</td>
<td>1.03</td>
</tr>
<tr>
<td>56</td>
<td>356.42</td>
<td>+10°05'</td>
<td>0.98</td>
<td>1</td>
<td>616.57</td>
<td>-4°50'</td>
<td>1.03</td>
</tr>
</tbody>
</table>
A.2 Construction of Reflector

Figure A.1: Technical Drawings of Reflector
A.3 Construction of Multiplexer

Figure A.2: Technical Drawings of Multiplexer

Figure A.3: Technical Drawings of Filter Placement on Multiplexer

A.4 Construction of Waveguide Filter

Figure A.4: Coupled-Post Filter Outline
Appendix B

Numerical Methods

For a function \( z(x, y) \) discretised at points \( h \)-space apart so that

\[
z(x, y) \approx z_{i,j} = z(x_i, y_j)
\]

the first-order partial derivatives are

\[
\begin{align*}
\frac{\partial z}{\partial x} & \approx z_{i,j}^{x+} - z_{i,j}^{x-} = \frac{z_{i+1,j} - z_{i,j}}{h} \\
\frac{\partial z}{\partial y} & \approx z_{i,j}^{y+} - z_{i,j}^{y-} = \frac{z_{i,j+1} - z_{i,j}}{h}
\end{align*}
\]

and the second-order partial derivatives are

\[
\begin{align*}
\frac{\partial^2 z}{\partial x^2} & \approx z_{i,j}^{xx} \approx \frac{z_{i+1,j} - 2z_{i,j} + z_{i-1,j}}{h^2} \\
\frac{\partial^2 z}{\partial x \partial y} & \approx z_{i,j}^{xy} \approx \frac{z_{i,j+1} - 2z_{i,j} + z_{i,j-1}}{h^2} \\
\frac{\partial^2 z}{\partial y^2} & \approx z_{i,j}^{yy} \approx \frac{z_{i+1,j} - 2z_{i,j} + z_{i-1,j}}{h^2}
\end{align*}
\]

and the second-order derivatives are

\[
\begin{align*}
\frac{\partial^2 z}{\partial x \partial y} & \approx z_{i,j}^{xy} \approx \frac{z_{i+1,j} + z_{i,j+1} - z_{i,j} - z_{i-1,j}}{4h^2} \\
\frac{\partial^2 z}{\partial y \partial x} & \approx z_{i,j}^{yx} \approx \frac{z_{i,j+1} + z_{i,j-1} - z_{i,j} - z_{i,j+1}}{4h^2}
\end{align*}
\]

where \( \eta \) is parallel to the gradient and \( \xi \) is perpendicular to the gradient.

The absolute of the gradient is

\[
|\nabla z| \approx |\nabla z_{i,j}| = \sqrt{m^2 \left( z_{i,j}^{x+}, z_{i,j}^{x-} \right)^2 + m^2 \left( z_{i,j}^{y+}, z_{i,j}^{y-} \right)^2}
\]

where

\[
m(x, y) = \begin{cases} 
\frac{1}{2} |\text{sign}(x) + \text{sign}(y)| \min(|x|, |y|) & xy \geq 0 \\
0 & xy < 0
\end{cases}
\]
**APPENDIX B – NUMERICAL METHODS**

### B.1 Diffusion

Equation 6.2.3 is

\[
\text{div} \left[ c_n (\nabla z) \nabla z \right] \approx c^+_{i,j} z^+_{i,j} + c^+_{i,j} z^+_{i,j} - c^-_{i,j} z^-_{i,j} - c^-_{i,j} z^-_{i,j} \quad (B.1.1)
\]

where

\[
\begin{align*}
c^+_{i,j} &= c \left( z^+_{i,j} \right) \\
c^-_{i,j} &= c \left( z^-_{i,j} \right) \\
c^+_{i,j} &= c \left( z^+_{i,j} \right) \\
c^-_{i,j} &= c \left( z^-_{i,j} \right)
\end{align*}
\]

### B.2 Variation

The first term of Equation 6.2.8 is

\[
\text{div} \left[ c (\nabla z) \frac{\nabla z}{|\nabla z|} \right] = \text{Div} \left( z^n_{i,j} \right) = \frac{z^n_{i,j}(z^n_{i,j})^2 - 2z^n_{i,j} z^n_{i,j} + z^n_{i,j}}{(|z^n_{i,j}|^2 + |z^n_{i,j}|^2)^{\frac{3}{2}}} \quad (B.2.1)
\]

Equation 6.2.9 is

\[
\frac{1}{\sigma} \int \text{div} \left[ c (\nabla z) \frac{\nabla z}{|\nabla z|} \right] (x - z) \, dx \, dy \approx \frac{\text{Div} \left( z^n_{i,j} \right) (x - z)}{\sigma} \quad (B.2.2)
\]

Equation 6.2.10 is

\[
\frac{\text{div} \left[ c (\nabla z) \frac{\nabla z}{\text{var}(x - z)} \right] (x - z)}{\text{var}(x - z)} \approx G_{\sigma^*} \left[ \frac{\text{Div} \left( z^n_{i,j} \right) (x - z)}{\sigma^2} \right] \quad (B.2.3)
\]

### B.3 Shock Filter

Equation 6.2.11 is

\[
- \text{sign} \left[ c_h (z_{\eta \eta}) \right] |\nabla z| \approx - \text{sign} \left[ c \left( z^\eta_{i,j} \right) \right] |\nabla z_{i,j}| \quad (B.3.1)
\]
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