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Abstract

Subset size selection is crucial to the accuracy and precision of digital image cor-
relation (DIC) measured displacements. Increasing the subset size improves noise
suppression (reducing random errors) at the cost of spatial resolution (ability to accu-
rately measure complex displacement fields). The tradition of global correlation pa-
rameter assignment is suboptimal because the speckle pattern quality and displace-
ment field complexity can vary spatially. Dynamic subset selection (DSS), which as-
signs location specific optimal subset sizes, is challenging because the metrological
performance of correlation is dictated by complex interactions between correlation
parameters (subset size and shape function) and image set properties (noise, speckle
pattern and displacement field complexity).

This dissertation uses an open-source DIC framework to investigate the potential
of artificial neural networks (ANNSs) for error prediction and DSS, prior to the DIC
process, from purely image information. ANNs are capable of modelling complex
relationships within noisy, incomplete data without imposing fixed relationships,
inspiring their recent resurgence for DIC applications.

Despite the plethora of open-source DIC algorithms available, none offer spa-
tially and temporally independent assignment of correlation parameters. Subse-
quently, a modular, open-source DIC framework capable of such flexibility is de-
veloped. This framework is predominantly consistent with current state-of-the-art
practices and performs on par with well-established open-source and commercial
DIC algorithms. Drawing direct links between the well-documented theory of DIC
and its nuanced practical implementation, bridges this gap in literature which has
acted as a barrier to newcomers intending to develop the capabilities of DIC. This
framework, implemented in 117 and 202 lines of MATLAB code for 2D and stereo
DIC, respectively, is attractive as a starting point to further the capabilities of DIC.

The feed-forward ANN developed using this DIC framework, predicts random
errors based on the speckle pattern quality (contained within a subset) and standard
deviation of image noise more accurately and precisely than established theoretical
derivations. A DSS framework is developed which uses this ANN to appoint subset
sizes, based on the local speckle pattern, that offer random errors consistent with
a stipulated threshold value. Appropriate selection of the random error threshold
offers a favourable compromise between noise suppression and spatial resolution
for up to moderate displacement gradients. Consequently, in the presence of varying
speckle pattern quality this framework outperforms the traditional approach of trial-
and-error global subset size selection for the same mean subset size. Speckle pattern
characteristics outside the training scope reveal the generalisability limitations of the
DSS method, and associated ANN, as it performs on par with the traditional global
subset size approach, motivating the need to broaden its training scope.

Investigation of convolutional neural networks for dynamic shape function se-
lection is initiated, showing they are capable of quantifying displacement field com-
plexity between image pairs to guide spatially and temporally independent shape
function assignment.

The dissertation reveals that ANNs are an attractive approach to model the
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metrological characteristics of the correlation process for the purpose of dynamic
correlation parameter assignment. Furthermore, such models facilitate dynamic
correlation parameter assignment from purely image information such that they can
operate as a pre-process to DIC.
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Opsomming

Seleksie van subsetgrootte is deurslaggewend vir die akkuraatheid en presiesheid
van digitale beeld korrelasie (DBK) gemete verplasings. Die verhoging van die
subsetgrootte verbeter geraas vermindering (verminder ewekansige foute) ten koste
van ruimtelike resolusie (vermoé om komplekse verplasingsvelde akkuraat te meet).
Die tradisie van globale korrelasieparametertoewysing is suboptimaal omdat die
spikkelpatroonkwaliteit en verplasingsveldkompleksiteit ruimtelik kan varieer. Di-
namiese subset-seleksie (DSS), wat liggingspesifieke optimale subsetgroottes toeken,
is uitdagend omdat die metrologiese prestasie van korrelasie bepaal deur komplekse
interaksies tussen korrelasieparameters (subsetgrootte en vormfunksie) en beeldstel
eienskappe (geraas, spikkelpatroon en verplasingsveld kompleksiteit).

Hierdie proefskrif gebruik 'm oopbron-DIC-raamwerk om die potensiaal van
kunsmatige neurale netwerke (KNN'e) vir foutvoorspelling en DSS, voor die
DBK-proses, uit slegs beeldinligting te ondersoek. KNN’e is in staat om komplekse
verhoudings binne raserige, onvolledige data te modelleer sonder om vaste ver-
houdings af te dwing, wat die onlangse herlewing van die gebruik van KNN's vir
DBK-toepassings inspireer.

Ten spyte van die oorvloed van oopbron DBK-algoritmes wat beskikbaar is, bied
nie een ruimtelike en tydelike onathanklike toewysing van korrelasieparameters nie.
Vervolgens word 'n modulére, oopbron DBK-raamwerk ontwikkel wat in staat is tot
sulke buigsaamheid. Hierdie raamwerk stem oorwegend ooreen met huidige mod-
erne praktyke en presteer op gelyke voet met goed gevestigde oopbron- en kom-
mersiéle DBK-algoritmes. Deur direkte verbande te trek tussen die goed gedoku-
menteerde teorie van DBK en die genuanseerde praktiese implementering daarvan,
word hierdie gaping in literatuur, wat as 'n hindernis opgetree het vir nuwelinge wat
van plan is om die vermoéns van DBK te ontwikkel, oorbrug. Hierdie raamwerk,
geimplementeer in 117 en 202 reéls MATLAB-kode vir onderskeidelik 2D en stereo
DBK, is aantreklik as 'n beginpunt om die vermoéns van DBK te bevorder.

Die vooruitvoer KNN wat met hierdie DBK-raamwerk ontwikkel is, voorspel
ewekansige foute gebaseer op die spikkelpatroonkwaliteit (vervat in 'n subset)
en standaardafwyking van beeldgeraas meer akkuraat en presies as gevestigde
teoretiese afleidings. 'n DSS-raamwerk word ontwikkel wat hierdie KNN gebruik
om subsetgroottes aan te stel, gebaseer op die plaaslike spikkelpatroon, wat ewekan-
sige foute bied wat ooreenstem met 'n gestipuleerde drempelwaarde. Toepaslike
keuse van die ewekansige foutdrempel bied 'n gunstige kompromie tussen ruison-
derdrukking en ruimtelike resolusie tot en met ‘n matige verplasingsgradiénte.
Gevolglik, in die teenwoordigheid van wisselende spikkelpatroonkwaliteit, presteer
hierdie raamwerk beter as die tradisionele benadering van proef-en-fout globale
subsetgrootteseleksie vir dieselfde gemiddelde subsetgrootte. Spikkelpatroonken-
merke buite die opleidingsomvang openbaar die veralgemeenbaarheidsbeperkings
van die DSS-metode, en geassosieerde KNN, aangesien dit op gelyke voet met die
tradisionele globale subsetgrootte-benadering presteer, wat die behoefte motiveer
om sy opleidingsomvang te verbreed.

Ondersoek van konvolusionele neurale netwerke vir dinamiese vormfunksiese-
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leksie word geinisieer, wat toon dat hulle in staat is om verplasingsveldkomplek-
siteit tussen beeldpare te kwantifiseer om ruimtelike en tydelike onafthanklike vorm-
funksietoewysing te lei.

Die proefskrif onthul dat KNN’e 'n aantreklike benadering is om die metrolo-
giese kenmerke van die korrelasieproses te modelleer vir die doel van dinamiese ko-
rrelasieparametertoewysing. Verder fasiliteer sulke modelle dinamiese korrelasiepa-
rametertoewysing vanaf suiwer beeldinligting sodat hulle as 'n voorproses tot DBK
kan funksioneer.
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Chapter 1
Introduction

The ability to effectively manipulate materials has been strongly linked by histori-
ans to the advancement of humanity, to the extent that eras of history are referred
to by the materials from which mankind was capable of forging tools, utensils and
weaponry [1]. Current society is no exception with the knowledge generated within
the field of materials science prescribing what is possible at the current state-of-the-
art limits of the manufacturing and construction industries; thereby defining the in-
frastructure of modern civilisation.

In particular, advances facilitated by materials science include: (i) semiconduc-
tors and the modern electronics industry [2]; (ii) implants in the medical industry [3,
4]; (iii) materials necessary for the construction of the various tools and equipment
that has driven forward many fields of scientific research (Hadron collider [5], space
exploration, space probes, Hubble telescope [6]); and (iv) nanotechnology [7], to
name a few. Such advances are made possible through the use of material models
and material properties, the development and documentation of which is a primary
area of focus of materials science. Material models characterise the mechanisms and
phenomena that define the response of a material to external stimuli while material
properties dictate the degree of this response for specific materials.

Digital image correlation (DIC) has proven invaluable for the development of
such material models. Its ability to measure full-field displacements and deforma-
tions aids the investigation of material mechanisms, expediting validation of ma-
terial models. Furthermore, this full-field data is attractive for material property
determination.

DIC involves a complex measurement chain consisting of the optical system
which focuses light, the charge-coupled device (CCD) or complementary metal
oxide semiconductor (CMOS) which captures this light as images, the geometric
setup of the experiment dictating the relative position between the optical system
and specimen, the correlation process which computes the pixel displacements and
projection of these displacements onto the surface of the specimen. Although errors
are introduced at each of these stages, advances in the equipment, techniques and
algorithms have reduced these errors significantly. More specifically, competition
within industry has encouraged great advancement in cameras (CCD arrays)
and optical systems. Knowledge and wisdom gained by DIC practitioners and
researchers has been compiled into extensive resources, such as the International
Digital Image Correlation Society (iDICs) Good Practices Guide [8], to guide appro-
priate experimental setup and specimen preparation to obtain high quality image
data. The collective efforts of the pioneers of DIC [9, 10, 11, 12, 13, 14, 15] have led to
correlation algorithms that are robust, more resistant to image noise and offer high
precision and accuracy (on the order of 0.01 pixels [16, 17, 18]).

Although these improvements have greatly reduced errors across all stages of
the measurement chain, each correlation process is unique in that its performance
is primarily influenced by the correlation parameters stipulated by the DIC practi-
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tioner. The appropriateness of these correlation parameters for the analysis dictates,
to a large degree, the quality of the computed displacements. Moreover, the mag-
nitude of the displacement error is governed by the complex interaction between
the correlation parameters, image noise, speckle pattern quality and displacement
field complexity; the latter three of which are properties of the image set. Although
resources such as the iDICs’s Good Practices Guide provides recommendations for
selection of appropriate global correlation parameters, these guidelines are empiri-
cally based and seek to ensure sufficient noise suppression and stability of the cor-
relation process. Thus, they do not guarantee the lowest overall displacement error.
Additionally, such guidelines typically cater towards the field of experimental solid
mechanics where paint applied to the specimen constitutes the speckle pattern. They
are not directly applicable to broader DIC applications which rely on natural surface
texture to constitute the speckle pattern.

Furthermore, literature suggests location specific optimal correlation parameters
are required to obtain the best displacement measurement at each query point due
to the spatially and temporally varying image set properties [19, 20, 21]. A lack of a
widely accepted method for automatic assignment of appropriate correlation param-
eters spatially and temporally has been identified as an essential step to furthering
the capabilities of DIC [22]. Such a method would ensure high quality displacement
measurements! by appropriately setting up the correlation problem independently
of the practitioner, giving confidence to results. The development of such a method
has proven challenging due to the complex interaction between the correlation pa-
rameters, image set properties and the resulting displacement error.

Artificial neural networks (ANNSs) have been outperforming traditional meth-
ods in many instances for modelling complex relationships [23] and have shown
great success in the field of computer vision [24]. Subsequently, recent research ef-
forts within the DIC community have investigated the potential of ANNs for DIC
applications [25, 26]. ANNSs offer a promising approach to model the complex rela-
tionship between the correlation parameters, image set properties and the resulting
displacement errors to facilitate appropriate assignment of location specific optimal
correlation parameters.

This doctoral project extends from an earlier MEng project conducted by the au-
thor which focused on the development of a modular DIC open-framework for 2D
DIC. Following this MEng project, work on the doctoral project commenced in 2019
at Stellenbosch University. The first year was spent refining the DIC framework by
extending its modularity as well as reviewing existing literature. Subsequent ef-
forts focused on extending the framework to stereo DIC. Thereafter, research shifted
towards the investigation of ANNSs for the purpose of dynamic assignment of corre-
lation parameters.

This chapter serves to introduce the project providing the context of the work.
This begins by establishing the basic concepts of DIC aiding comprehension of the
ensuing topics, such as the success of DIC in experimental solid mechanics as well as
many other scientific fields and industry. Subsequently, the main barriers prevent-
ing assignment of appropriate correlation parameters are acknowledged prior to dis-
cussing the accomplishments of ANNs within computer vision and DIC. Finally, the
aim of the project is summarised before discussing the outline of the dissertation.

'High quality displacement measurements refers to those of low systematic and random errors.
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1.1 DIC nomenclature

DIC determines the displacement and deformation experienced by a specimen
from images captured of it. More specifically, images captured of the specimen un-
dergoing load application visually record the displacement and deformation it ex-
periences which are conveyed by the high contrast speckle pattern applied to its
surface. The first of these images, the reference image representing the specimen in
its unloaded state, is broken up into clusters of pixels called subsets. Each subset
contains a unique light intensity pattern due to the speckle pattern applied. Subse-
quent images are referred to as deformed images and represent the specimen in its
loaded state.

The correlation process of DIC considers a single image pair at a time; composed
of the reference image and the deformed image under consideration. The two com-
monly employed types of DIC perform correlation in fundamentally different ways.
Local DIC tracks each subset independently between the reference and deformed
image. Large subset sizes are used as a form of regularisation to ensure the con-
tained light intensity pattern is distinctive such that it can be uniquely tracked. Sub-
sequently, it makes use of a local shape function (SF) which enables these subsets to
deform as well as displace. Accounting for the deformation experienced by the sub-
set enables local DIC to obtain accurate displacement measurements in the presence
of displacement gradients. Traditionally, local DIC assigns a global subset size and
SF across all subsets of the analysis. Thus, the subset size and SF are the correlation
parameters which setup the correlation problem.

Conversely, global DIC treats the subsets of the reference image as nodes within
a finite element method (FEM) type mesh and tracks all subsets between the ref-
erence and deformed image simultaneously [27]. This FEM mesh, functioning as
a global SF, provides a form of regularisation that enforces a degree of continuity
in the displacements of neighbouring subsets. Typically, global DIC makes use of
smaller subsets relative to local DIC.

The goal of correlation, in both instances, is to determine the shape function
parameters (SFPs) which minimise the discrepancy between the reference and de-
formed subsets or images for local or global DIC, respectively. This discrepancy is
quantified by the correlation criterion. Thus, regardless of the type of DIC, correla-
tion relies upon the image intensity gradients, imparted by the speckle pattern, to
guide the iterative updates applied to the SFPs to optimise the correlation criterion.
In doing so, the correlation process determines the displacements experienced by
the query points, which correspond to the subset centres, resulting in a displacement
field.

Performing correlation across all deformed images results in a set of displacement
tields which record the displacement experienced by the specimen at points in time
corresponding to the acquisition of the deformed images. Displacement transfor-
mation converts these full-field, pixel displacements to metric displacements in the
real world. This relies upon the determination of calibration parameters which de-
scribe the positional relationship between points on the specimen’s surface and cor-
responding coordinates within the image. The calibration and displacement trans-
formation process differs based on the number of cameras used. 2D DIC uses a sin-
gle camera to determine in-plane displacements while stereo DIC uses two or more
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cameras to account for both in-plane and out-of-plane motion. Additionally, DIC
was extended to digital volume correlation (DVC) [28] which uses volumetric im-
ages, such as X-Ray tomography-computed images, to determine three-dimensional
(3D) displacement fields accounting for displacements in all three dimensions.

Appropriate differentiation of this displacement field provides the strain field
experienced by the specimen. Although global DIC enforces locally heterogeneous
deformation, it is computationally expensive and computes displacement fields of
poorer precision relative to local DIC [27]. This project focuses on local DIC.

1.2 Applications of DIC

Adoption of DIC was initially slow with over a decade passing between the in-
troduction of the core concept by Anuta [29] in 1970 and the first instance of its use
in an experimental mechanics context in 1983 [30]; where it was shown to be capable
of measuring the displacement of a cantilever beam. This prompted development
of the method which through the collective efforts of the pioneers of the field [9,
10, 11, 12, 13, 14, 15] led to improved robustness, efficiency, accuracy and precision.
Subsequently, it has become an essential tool within the field of experimental solid
mechanics as noted by Pan [22]:

"In the experimental mechanics community, DIC has been considered as a rev-
olutionary advance; the most important advance since the strain gauge. It will
continue to be the most practical and powerful deformation measuring tool for
the foreseeable future.”

Experimental solid mechanics, a subset of material science, focuses on the exper-
imental investigation of the mechanical response of solids subjected to imposed
boundary conditions for the purpose of developing material models that quantify
these relationships. Providing the fixed boundary conditions (forces applied) and
tolerable response (displacement and deformation) of a component as inputs and
outputs to such models, respectively, guides appropriate material selection and com-
ponent dimensioning. These models are essential for the modern approach of com-
ponent design enabling reliable and efficient components to be designed at the con-
ception stage.

Experimental solid mechanics links theoretical and applied mechanics to: (i) ex-
perimentally investigate the response of materials to external stimuli to understand
the underlying phenomena and mechanisms responsible such that theoretical (con-
stitutive) equations and models can be developed to characterise the material be-
haviour; (ii) prove the effectiveness and applicability of these models through ex-
perimental validation; and (iii) determine the material specific parameters (material
properties) of these models to build a library of material properties so that these
models can be readily utilised at the conception stage of component design. DIC has
been shown to be well suited to these processes.

Firstly, the full-field displacement and deformation information measured by
DIC allows for effective investigation of the complex interactions between differ-
ent mechanisms and phenomena dictating the response of the material to boundary
conditions. Read [31] used DIC in his investigations of bituminous paving mixtures
to directly record the crack path. He subsequently discovery that cracks travel along
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a favoured route between the matrix and coarse aggregate; in particular favouring
the shortest path between the location of crack initiation and site of load applica-
tion. Such behaviour was previously not observable through traditional equipment
such as crack opening displacement gauges and crack foil circuits which indirectly
measure crack depth.

Employing DIC on scanning electron microscopy topography images, Kang et
al. [32] measured the microscopic strain distribution, at the grain level, of dual phase
steels. Subsequently, partitioning of strain between the ferritic and martensitic re-
gions was discovered. Furthermore, it was observed that tempering of the metal
alters the microscopic strain distribution altering the tensile properties, damage ac-
cumulation and ductility. Additionally, high-speed cameras have enabled the in-
vestigation of non-quasi-static behaviour of materials such as the behaviour of com-
posites upon impact [33], the deformations occurring during cold rolling [34] and
deformation of tire walls [35].

Secondly, the full-field displacement and strain fields are effective for spatial vali-
dation of theoretical predictions and models. In particular, DIC has been successfully
employed to validate FEM models predicting the strain anticipated in proximal fe-
mur subjected to gait loading [36]. Seo et al. [37] and Chehab et al. [38] employed
DIC to extend the validation of viscoelastoplastic continuum damage model, of Kim
and Little [39] and Kim et al. [40], to forecast strains beyond localisation up to the
point of macro-crack formation and propagation, not previously feasible with linear
variable differential transformers.

Lastly, its ability to determine full-field displacements makes DIC particularity
attractive for material property determination. Conventional displacement and de-
formation measurement equipment takes measurements at a localised region (strain
gauge) or between two points (extensometer). This necessitates the development of
meticulous standards for the determination of material properties. Such standards
include the ASTM Standard E8 [41] which relies upon using an extensometer to de-
termine yield and tensile strength and the ASTM Standard E132 [42] which uses a
strain gauge to determine Poisson’s ratio at room temperature.

These standards place strict requirements on the specimen geometry such that
deformation corresponding to the measurement area is directly dependent on the
material property to be measured while mitigating that resulting from other ma-
terial properties. This is done so that specialised constitutive equations which are
calibrated for the specimen geometry, in terms of how the displacement is measured
and how other material properties affect the deformation within the measurement
zone, can be used to accurately quantify the material property. Consequently, a dif-
ferent specimen is required to accurately determine each material property.

However, the full-field displacement and deformation data offered by DIC has
allowed for new approaches to material property determination, such as the Virtual
Fields Method [43] and Finite Element Model Updating Method [44]. These utilise
more complex models, accounting for the impact of a collection of material proper-
ties on the resulting deformation, to determine multiple materials properties from a
single experiment. These approaches relax the restrictions on the specimen geome-
try to only require that the material properties under investigation play a significant
enough role in the deformation of the material while the impact of other material
properties are mitigated or easily accounted for.
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DIC’s non-contact nature presents several advantages. It allows for the investi-
gation of the response of soft materials without altering their material properties;
not possible using traditional metrology equipment such as strain gauges. Lee et
al. [45] utilised this advantage to investigate the impact of the mixing ratio and cur-
ing temperature on the coefficient of thermal expansion of polydimethylsiloxane.
Additionally, this enables investigating the response of a material exposed to harsh
environments since DIC only requires a clear view of the specimen to perform dis-
placement measurement. Bolivar et al. [46] used this to conduct in-situ experiments
on 600 Alloy exposed to a tetrathionate solution to investigate stress corrosion crack
interactions. By utilising DIC and applying a spatially varying temperature field,
van Rooyen and Becker [47] extracted multiple temperature specific Poisson’s ratios
and elastic moduli in the range of 480 °C to 600 °C from a single specimen.

Although most of the development of DIC has focused on improving it for ex-
perimental solid mechanics applications, its versatility has led to its successful ap-
plication and growing interest in many other fields of research and industry. In the
geotechnical engineering community, it has been identified as a transformative tool
for analysing failure mechanisms and characterising soil and soil-structure interac-
tions both within laboratory testing and on-site monitoring [48]. DIC has gained
interest as a time efficient, cost effective and non-destructive quality control tool ca-
pable of defect detection in pre-stressed concrete railroad ties [49] and identification
of manufacturing defects in elastomeric bridge bearings [50].

DIC has shown great potential in the medical field including: (i) DIC for full-
field human pulse monitoring [51, 52]; (ii) utilisation of DIC to develop an inverse
finite element analysis framework for investigation of strain distributions and local
pulmonary force on lungs due to ventilation strategies [53] ; (iii) verification of the,
decades long assumed, incompressibility of brain tissue [54]; and (ii) measurement
of strain distributions in multi-vertebra spine segments [55].

1.3 Barriers to correlation parameter assignment

Accurate and precise displacement measurements are crucial for all applica-
tions of DIC outside preliminary investigations of the phenomena governing the
kinematic response of an imposed boundary condition. In particular, experimental
solid mechanics requires accurate and precise displacement measurements such
that model validation and material property determination are reliable. The DIC
technique has been refined to such a degree that the dominant factor affecting the
displacement error is the appropriateness of the assigned subset size and SF order
for the image set properties as detailed in Section 2.1.

Here it suffices to understand that increasing the subset size, and SF order, im-
proves the random error at the potential expense of the systematic error, and vice
versa [56]. Thus, since increasing the subset size and SF order have counteracting ef-
fects on the displacement error, there exists an optimal combination of the two which
results in the lowest overall displacement error. This ideal combination is dictated
by the image set properties in the vicinity of the query point.

Although image noise is consistent throughout an image set as it is dictated by
the camera sensor utilised [57, 58], the speckle pattern quality and displacement field
complexity vary. Speckle pattern quality typically varies spatially due to the diffi-
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culty experienced by the practitioner in maintaining factors that affect the consis-
tency of the speckle size and coverage during the application of sprayed paint. The
displacement field complexity varies spatially, due to the location of load application
and the specimen geometry, and temporally, due to the time dependent magnitude
of load applied. This suggests a location and image specific optimal subset size and
SF order combination to realise the best (most accurate and precise) displacement
measurement.

However, a global subset size and SF are typically used in practice across all sub-
sets of an analysis, due to the two barriers hindering assignment of such optimal
correlation parameters on a per-subset and per-image basis. Firstly, the lack of a
corroborated and robust framework for determining the optimal correlation param-
eters. Although assigning the optimal subset size and SF as the combination that
returns the lowest displacement error is a simple concept, this optimal combination
is obscure and challenging to determine without a model of the complex interaction
between correlation parameters, image set properties and resulting displacement er-
IOf.

Attempts have been made to circumvent this by publications [59, 19, 21] which
put forth metrics that quantify the quality of the speckle pattern contained within
the subset and illustrating that these speckle pattern quality metrics (SPQMs) are re-
lated to the resulting displacement error. These publications propose dynamic subset
selection (DSS) by appointing the location specific subset size as the smallest that of-
ters a SPQM value satisfying a threshold value. However, these methods are entirely
based on empirical observation in terms of both relating the SPQMs to the displace-
ment error and the selection of an appropriate threshold. As such, they have found
limited use in real world applications.

Conversely, Pan et al. [60] employed a theoretical error analysis to derive a SPQM,
termed the sum of square of subset intensity gradient (SSSIG), which is directly re-
lated to the random error in the displacements. This was extended by Wang and
Pan [61] to derive the random displacement errors as a function of the image noise,
SSSIG and SF order. This provides crucial knowledge of the role that correlation pa-
rameters play in dictating the displacement error. However, the assumptions made
and simplistic correlation algorithm utilised (to ease the complexity of the mathe-
matical derivation) prevents these relations from being directly applicable to most
DIC instances currently in use. Furthermore, as stated by Pan [22]:

"Since the actual deformation occurring in each subset cannot be known in ad-
vance in practical applications, an approach is still lacking for the adaptive selec-
tion of optimal subset size and shape function for each calculation point, which
can comprehensively consider local speckle pattern quality and local complex de-
formation state.”

Secondly, to the authors knowledge, no DIC algorithms currently available allow
for the per-subset and per-image assignment of these correlation parameters. The
capabilities of DIC and its wide range of applications and use cases has led to the
development of a plethora of DIC algorithms. Many commercial DIC software pack-
ages exist which offer sophisticated DIC solutions. Although these commercial DIC
packages offer efficient and robust displacement measurement for established ap-
plications, their high cost (in the face of falling prices and improved capabilities of
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cameras and computers) has driven the development of open-source DIC algorithms
to improve the accessibility of DIC. The design philosophy of these open-source DIC
algorithms, focusing on user-friendliness as well as robust and efficient computa-
tion, has made them a viable alternative to commercial packages. However, these
algorithms, like their commercial counterparts, fail to offer full control of the corre-
lation parameters allowing independent assignment of the subset size and SF order
on a per-subset and per-image basis.

1.4 ANNs in computer vision and DIC

ANN s are programs designed to mimic the way the human brain processes in-
formation by using networks of interconnected artificial neurons. They are capa-
ble of identifying complex, non-linear patterns occurring within representative data
without the need to establish rigid relationships portraying the underlying mecha-
nisms [62]. Furthermore, they are simple to implement, robust if developed appro-
priately, and have the ability to deal with noisy data [63].

ANNSs have been particularly successful in image analysis applications. This
began in 1980 when Fukushima [64] introduced the neocognitron, the predecessor
of the modern convolutional neural network (CNN), capable of pattern recogni-
tion tasks such as identifying hand written Japanese characters. However, most ad-
vances in image based ANNSs occurred after 2012 when the CNN AlexNet [65] out-
performed traditional image classification algorithms in the ImageNet Large Scale
Visual Recognition Competition [66]. This stimulated image based ANN research
with CNNs dominating this competition ever since.

This research has led to ANNSs revolutionising the field of computer vision, pro-
viding efficient solutions to problems that had remained unresolved for extensive
periods [67], including: (i) image classification based on image content [68]; (ii) locat-
ing and identifying objects within images [69]; (iii) semantic segmentation of images
identifying pixels belonging to various objects or classes [70]; (iv) upsampling im-
ages from low to high resolution [71, 72]; (v) colourisation of grey-scale images [73,
74]; (vi) style transfer enabling an image to be transformed into artwork in the style
of a particular artist [75]; (vii) image synthesis applying specific modifications to an
image [76]; and (viii) reconstruction of partial or corrupted images [77].

These capabilities have enabled successful application of ANNSs in many practical
image processing tasks. In the medical field, ANNs are attractive to detect biological
anomalies in medical imagery. For instance ANNs have been used to identify re-
gions, within high-resolution computed tomography imagery, containing interstitial
lung disease [78]. Self-driving cars leverage the capabilities of CNNs for tasks such
as lane recognition, path planning, scene classification and understanding, pedes-
trian detection, motion control, traffic sign recognition and obstacle detection [79].
Additionally, ANNs have been utilised for quality control; particularly in the food
industry [80]. This widespread success of ANNs for image processing has led to
their emergence in the field of DIC and materials research in two significant ways.

Firstly DIC computed displacements and strains have been successfully utilised
as input data for ANNSs for the purpose of structural health monitoring. DIC data is
attractive for this purpose since: (i) the kinematic response of structures is directly
related to their damage state; (ii) there is a large pool of structural health monitoring
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related image data available to train these ANNs (while FEM provides an additional
option to bolster the training set inexpensively); and (iii) the ability of DIC to adapt
temporally and spatially to capture the anticipated damage mechanisms affords a
large amount of representative features.

As such, using DIC computed data, ANNs have been developed for crack path
detection in AA2024-T3 rolled sheets based on displacement fields [81], high accu-
racy crack length estimation in aluminium from strain fields [82] and damage detec-
tion in composite sandwich structures [83] as well as carbon fibre reinforced plas-
tics [84] from vibration and strain data, respectively.

Secondly, ANNs have been implemented within the DIC process for displace-
ment and strain computation. Initial attempts, as early as 2001 [85], utilised a hy-
brid method where integer pixel displacements were determined by traditional ap-
proaches, such as the phase correlation method (PCM) [86], while an ANN was used
to estimate the sub-pixel component of displacement [87, 88]. These techniques have
not found widespread adoption since, despite their computational efficiency, their
accuracy and precision was on par with that of established sub-pixel algorithms of
the time.

Late 2019 [26] saw a resurgence in ANN-based DIC research utilising a funda-
mentally different approach inspired by the success of CNNs for optical flow esti-
mation [89, 90, 91]. In particular, Min et al. (2019) [26], Boukhtache et al. (2021) [25],
Ma et al. (2021) [92], Yang et al. (2022) [93], Wang et al. (2022) [94] and Duan et
al. (2023) [95] utilised CNNs to compute the underlying displacement fields directly
from an image pair.

These ANN-based DIC methods are attractive in that they avoid the need for set-
ting up the correlation problem such that the displacement results are independent
of the practitioner, compute pixel-wise displacement fields, can account for complex
deformations [25] and are computationally efficient (in some cases offering essen-
tially real-time measurement [94]). Additionally, Deep DIC [93] and StrainNet [25]
computes strains directly from image pairs.

Although these methods seem to resolve the need to set up the correlation prob-
lem, the generalisability of the ANN, largely dictated by the scope of its training
dataset, directly affects its performance. In particular, Deep DIC [93] performs
poorly for simple rigid body translation (RBT) since they were not included in
the training dataset while StrainNet [25] (which computes both displacements and
strains) is incapable of handling displacements larger than a pixel. Furthermore,
these training datasets are composed entirely of synthetic images due to the diffi-
culty and cost of obtaining experimental images of known complex deformations.
Thus, the applicability of these ANNs to real world applications is questionable,
particularly in the cases where the natural surface texture of the specimen is used to
constitute the speckle pattern.

Consequently, the teething problems of ANN-based DIC techniques suggest that
their adoption will be gradual, indicating that traditional DIC algorithms will remain
prevalent for the foreseeable future. However, the resurgence of ANNSs in the field
of DIC, offering appealing benefits and capabilities, indicates that they are likely
to disrupt the status quo as has occurred in many other computer vision related
fields. This is substantiated by recent publications (October 2022) that use CNNs to
determine SFP initial estimates [96] and attempt to quantify global speckle pattern
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quality [97].

1.5 OQutline of aim

ANN s could offer a feasible approach to: (i) model the complex relationship be-
tween the subset size, the contained speckle pattern quality, image noise and the
resulting displacement error; and (ii) spatially quantify the underlying displacement
field complexity between image pairs. The aim of the project is to investigate the
viability of ANNSs for dynamic correlation parameter assignment from purely image infor-
mation using an open-source DIC framework. Chapter 3 is dedicated to developing this
aim into objectives and defining the project scope.

1.6 Dissertation outline

This section briefly presents the philosophy behind the structure of the disserta-
tion serving as a guide for those who wish to take a front-to-back approach, while
functioning as a roadmap for individuals who prefer to focus on specific chapters.

Chapters 4, 5 and 6, which align with the first three objectives of this project as
detailed in Section 3.3, form the core of this dissertation. These chapters are pre-
sented in their original (pre-review) form, contain a preamble detailing the contri-
butions of the co-authors and are concluded with a post-submission discussion of
the insights gained during the peer review process and literature published post-
submission. Each of these core chapters is self-contained including an overview of
the background literature pertinent to the objective addressed and a list of chapter
specific symbols.

As such, Chapter 2 presents background reading summarising contextual infor-
mation relevant to the project. This includes a summary of the most pertinent DIC
errors and a discussion of the theory of ANNs. Chapter 3 develops the dissertation’s
core hypothesis by motivating the research directions pursued, and refining these
research directions into the objectives which collectively give rise to the framework
used to investigate the validity of the project’s hypothesis. The hypothesis is then
clarified prior to establishing the scopes and limitations of the project.

Chapter 7 discusses the core chapters in terms of their strengths and shortfalls
highlighting how they contribute to the aim of the dissertation. Additionally, it
presents an investigation into the viability of CNNs for dynamic shape function se-
lection (DSFS) and outlines the foundation for future work directions. Finally, Chap-
ter 8 closes off the dissertation with conclusions summarising the key findings and
contributions of this work, highlighting their alignment with the project’s objectives
detailed in Section 3.3.
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Chapter 2
Background reading

The following chapter introduces the metrological characteristics of DIC and dis-
cusses the role of this knowledge in guiding its effective use. Thereafter, the theoret-
ical background of ANNSs is presented.

2.1 DIC metrological characteristics

Considerable research efforts undertaken since the 1990’s have lead to the iden-
tification and quantification of various error sources present in the DIC error chain.
The metrological characteristics of DIC are dictated by these error sources which are
categorised as either experimental or numerical errors as detailed below. The way in
which knowledge of these error sources has guided the development and effective
use of DIC is presented before this section is concluded with a short discussion of
the challenges faced in analysing the metrological characteristics of DIC.

2.1.1 Experimental errors

Experimental errors are introduced during the image acquisition phase of DIC as
a result of experimental setup and equipment used. For instance, noise is introduced
within the images during their acquisition as a result of: (i) dark current noise [98]
which occurs when thermally generated electrons increase the charge of an element
of the CCD array despite it not being exposed to light (consequently spurious light
intensity levels are captured in the image); (ii) photon shot noise [99] which is a con-
sequence of the variation in the photons’ rate of arrival when they strike the CCD
array; and (iii) read noise [100] caused by the conversion of the charge of an ele-
ment of the CCD array into a voltage signal and the subsequent analogue-to-digital
conversion of this signal. Image noise greatly affects the measurement errors as it re-
duces the signal-to-noise ratio; the intensity gradient caused by the speckle pattern
(or speckle pattern information) being the signal of interest.

Additionally, the quality of the contained speckle pattern within the image is
affected by blur and variations in illumination. Blur is caused by camera or sam-
ple motion, limited depth of field or defocussing of the camera setup and lens im-
perfections [101]. Although modern correlation criteria can account for offset and
scaling changes in illumination making them robust against variations in ambient
light [102], regions reflecting high intensity light can cause random displacement
errors in these regions to increase five fold [103].

As shown by Lava et al. [104], lens distortions can cause systematic errors in the
measured displacements. It is for this reason that radial and tangential distortions
are included within the camera model to reduce their impact on the displacement
error. However, regardless of the scope of factors affecting the optical setup that the
camera model is designed to account for, poor quality calibration, causing significant
errors in the computed camera and distortion parameters, will cause substantial sys-
tematic errors in the computed displacements [105].

11



Stellenbosch University https://scholar.sun.ac.za

CHAPTER 2. BACKGROUND READING 12

Self-heating of cameras during image acquisition is a common phenomenon. Ma
et al. [106] noted that this can lead to appreciable systematic errors in computed
displacements as a result of thermal deformations of the camera’s mechanical com-
ponents. Additionally, heat sources in the experimental setup, present in many DIC
applications such as the sun in field work [107] and furnace for testing heated sam-
ples [47], cause light to pass through air of heterogeneous temperature and density.
The resulting heterogeneous index of refraction of the air distorts the location and
form of objects being imaged such that spurious displacements are computed [108].

Out-of-plane motion will causes errors for 2D DIC as it attributes this motion to
the computed in-plane displacement components [109]. Although stereo DIC offers
robustness against out-of-plane motion, it has been shown that the accuracy of its
displacement errors are subject to the angle between the cameras (stereo angle) [105,
110].

2.1.2 Numerical errors

Numerical errors refer to those arising during the numerical process of corre-
lation. DIC is fundamentally an ill-posed problem since it attempts to determine
displacement magnitude and direction from scalar image information [111]. Addi-
tionally, displacements can only be determined in the direction of the image intensity
gradient [112]. That is, the image gradient guides the correlation process indicating
the direction and magnitude of the iterative adjustments that need to be made to the
SFPs such that the correlation criterion is optimised.

Consequently, local DIC tracks subsets of pixels (instead of individual pixels) to
provide intensity gradients in both the x- and y-directions such that displacements in
these directions can be uniquely determined. It is for this reason that many publica-
tions recommend that a subset contain at least 3-4 pixels such that it can be uniquely
tracked [8, 20]. Although this form of regularisation symptomatically addresses the
ill-posed problem, it does not guarantee that the measured displacement matches
the true displacement. Moreover, irrespective of its quality, all speckle patterns act
as filters allowing only specific parts of the real underlying displacement field to
pass through such that they can be accurately tracked by DIC [111]. As such, for a
large enough subset which can be uniquely tracked, the error associated with this
ill-posed problem is dictated by the speckle pattern and underlying displacement
tield of the image set.

Interpolation is used within the correlation process to sample intensity values at
non-integer locations within the images enabling sub-pixel displacements to be mea-
sured. Interpolation changes the phase and amplitude of the intensity pattern of the
original image introducing errors within the DIC computed displacements. Schreier
et al. [12] showed that lower order interpolation methods suffer due to phase errors.
Although higher order interpolation reduces these phase errors, this comes at the
cost of errors due to poor amplitude attenuation. As such, they recommend the use
of higher order interpolation methods, in particular bi-quintic b-spline interpolation,
to reduce phase errors while using low-pass filtering of the images to mitigate errors
due to poor amplitude attenuation.

Use of a low-pass filter additionally benefits the temporal variance error [113]
caused by the image noise introduced by experimental error sources. The inten-
sity pattern within the image is a combination of that due to the speckle pattern,
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which conveys the displacement experienced by the specimen, and random image
noise. Differentiation amplifies the noise present within the computed intensity gra-
dient which is used to guide the correlation process. Consequently, noisy updates
are iteratively applied to the SFPs, as the correlation process attempts to track both
the image noise and the underlying displacement conveyed by the speckle pattern,
causing random errors in the final displacements.

The magnitude of these random errors are related to the standard deviation of
the image noise (), the SSSIG Value of the subset, and the SF order [61] as shown in

Figure 2.1. Here Z ZM it ax’] represents the SSSIG in the x-direction for a square

subset of size M, where # is the intensity gradient in the x-direction at pixel
location (i, 7).
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Figure 2.1: Theoretically derived relations for the dominant systematic and
random errors in the x-direction adapted from [22] (relations are similar in the

y-direction). "- -" indicates that the systematic or random errors are negligible for
the associated combination of SF order and underlying displacement field
complexity.

Applying a low-pass filter to the image smooths out the high-frequency noise
(reducing 1), while retaining the bulk of the speckle pattern information, thereby
reducing the random displacement errors [114]. Alternatively, increasing the subset
size, such that it contains more speckle pattern information (increasing SSSIG while
{ remains unchanged), effectively averages out the impact of noise reducing the
temporal variance error.

However, increasing the subset size can increase systematic errors due to shape
function attenuation bias (SFAB) [115]. SFAB occurs for under-matched SFs which
are of lower order than the underlying displacement field such that they are inca-
pable of accounting for the deformation experienced by the subset. Subsequently,
in an attempt to improve the correlation criterion the correlation process spuriously
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shifts the subset, causing systematic errors, to compensate for the portion of the de-
formation not accounted for by the SF. Increasing the subset size such that it incorpo-
rates pixels farther from the query point, which experience increasingly incongruent
displacements relative to the subset centre, leads to greater errors due to SFAB.

Xu et al. [116] theoretically derived that for a first-order SF and second-order
displacement field the SFAB error is related to the second-order derivative of the

ox
the second-order derivatives of the x-displacement (1) in the x- and y-directions, re-

spectively, at the centre of the subset. As such, higher order SFs are used when the
displacement field within an image set is known to be complex a priori. However, the
increase in the number of SFPs leads to reduced noise suppression and higher ran-
dom errors due to temporal variance errors. In particular, the equations of Figure 2.1
show that the random error of the second-order SF is double that of the first-order.

Within this work the impact of SFAB on the displacement errors is often dis-
cussed in terms of spatial resolution (SR) which is the accuracy to which DIC can
track the underlying displacements in regions of high displacement field complexity
(high displacement gradients). Local DIC measures the displacement at the centre
of a subset as the average of that experienced across the subset. Thus, the accuracy
to which DIC can measure the displacement at the subset centre decreases as the
displacement gradients increase, particularly for under-matched SFs. SR is typically
investigated using imposed sinusoidal displacement fields and is quantified as the
lowest period of the sinusoidal displacement for which DIC can accurately capture
the displacement amplitude within a certain percentage of its true value [56]. For an
in-depth discussion of SR refer to [117].

Pattern induced bias (PIB) [118] occurs when a subset contains an imbalance in
the distribution of speckle pattern information with respect to its centre. For under-
matched SFs, the spatially imbalanced distribution of image gradients causes the
measured displacements to be offset from the true displacement in the direction of
the region of the speckle pattern with the higher concentration of intensity gradient
information.

displacement field and the subset size as shown in Figure 2.1. Here az—g‘ and 327’2‘ are

2.1.3 Metrological characteristics informing effective use of DIC

Knowledge of the experimental error sources guides appropriate experimental
design and image acquisition, according to resources such as the Good Practices
Guide [8], such that the high quality image sets and calibration parameters can be
obtained (relative to what is achievable). Additionally, knowledge of the numerical
error sources has guided the design of the correlation algorithm. In particular, mod-
ern correlation algorithms favour higher order interpolation methods and make use
of more robust correlation criteria to reduce associated errors.

Recent literature recommends the use of regular patterns, such as checkerboard
patterns, to eliminate PIB [119, 120]; however, this is contrary to conventional re-
quirement of an isotropic, non-periodic speckle patterns of high information den-
sity [121] for unique tracking. Thus, it is most effective to mitigate PIB, along with
SFAB, by ensuring appropriate selection of the SF and subset size for an analysis to
avoid under-matched SFs.

Additionally, in practical applications the subset size required to address tempo-
ral variance errors ensures that the subset size is large enough to effectively mitigate
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errors due to the ill-posed problem. Therefore, numerical errors are predominantly
dictated by how appropriate the subset size and SF are for the query point to be anal-
ysed. In fact, inappropriate assignment of these parameters will cause errors which
outweigh those introduced by experimental error sources (provided guidelines are
followed for experimental design and image acquisition).

Subsequently, the traditional approach of appointing a global subset size and SF
order is becoming outdated. More specifically, this approach relies on appointing a
global subset size that is large enough to mitigate the temporal variance errors for
the region of the speckle pattern of poorest quality. Similarly, the SF order assigned
needs to account for the highest expected displacement field complexity which is
typically for a limited number of query points corresponding to stress concentrations
and regions of plastic deformation (which develops at the onset of failure towards
the end of the image set). As such, the region of poorest speckle pattern quality and
highest displacement field complexity, which directly affect the minority of query
points analysed, dictates the quality of the measured displacement field.

Although the theoretical equations relating the SSSIG to the temporal variance
error and the second-order displacement gradient to the SFAB error offer an attrac-
tive alternative for dynamic correlation parameter assignment, assumptions made
during their theoretical derivation limit their applicability in this regard for practical
applications. In particular, the SSSIG relation ignores the contribution of image noise
to the SSSIG value and assumes interpolation errors to be negligible.

Similarly, the SFAB relation only predicts the systematic error associated with the
use of a first-order SF for a quadratic displacement field. Displacement fields seldom
fall within such strict definitions and quantifying the complexity of the underlying
displacement field remains a challenge as noted by Pan [22].

2.1.4 Challenges for metrological characterisation of DIC

Although the traditional approach of mitigating or removing known error
sources to identify or investigate others has lead to the knowledge of metrological
characteristics of DIC currently available, this approach is not without limitations.
Firstly, this does not benefit understanding the full scope of how these error sources
interact with one another to produce the final displacement error. More specifically,
Balcaen et al. [105] observed that the DIC error chain involves complex interactions
between error sources in which they can either amplify one another or cancel each
other out.

Secondly, this method can hide the presence of error sources which lead to similar
errors as those already documented. For instance, 18 years passed between PIB ini-
tially being noticed by Schreier and Sutton [115] and it being acknowledged within
the DIC community. Fayad et al. [118] hypothesised that PIB was overlooked be-
cause it produces errors of similar magnitude and spatial randomness (due to the
spatially varying speckle pattern) to that of temporal variance errors. Thus, it can be
argued that there is a need for an alternative approach to investigate the metrologi-
cal characteristics of DIC such that undiscovered error sources can be identified and
the complex interaction of error sources can be understood. Such discoveries will
lead to an improved understanding of the DIC error chain aiding the development
of additional corrective measures and informed guidelines advocating the effective
use of DIC.
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Another challenge in the metrological characterisation of DIC is the differing ap-
proaches that publications use to quantify the metrological performance of DIC; both
in terms of the images used to analyse the performance (with many publications us-
ing self generated images) and the metrics used to quantify the performance. In
this work DIC performance is investigated using images sets provided in the DIC
Challenge version 1 [122] and the Stereo DIC Challenge [123] such that the results
reported are reproducible and comparable to established DIC algorithms. Further-
more, in accordance with the DIC Challenge version 1, the accuracy and precision of
a DIC analysis is quantified as the mean and standard deviation of the displacement
errors, respectively. It should be noted that during this work the DIC Challenge was
updated to version 2 [124] which proposed updated image sets and a new approach
of quantifying the metrological performance of DIC algorithms using the metrological
efficiency indicator metric according to the work of Blaysat et al. [56].

2.2 Background on ANNs

ANN s refers to a subset of artificial intelligence which is composed of computa-
tional algorithms which aim to mimic the way in which the brains of invertebrates
and mammals processes information through a biological neural network (BNN).
They are capable of learning complex relationships and patterns within represen-
tative data. ANNSs can be divided into two categories based on whether they are
trained through unsupervised or supervised learning.

In unsupervised learning, the output for the provided data is unknown. Thus, in-
stead of the ANN trying to model a specific relationship between inputs and outputs,
it is expected to perform operations on the data to discover the hidden relationships
within. In particular, unsupervised ANNSs typically perform one of three tasks: (i)
clustering by which the unlabelled data is grouped depending on how similar or dis-
similar the datapoints are; (ii) dimensionality reduction to decrease the dimension-
ality of the unlabelled data while keeping the integrity of the data intact such that
the data can be represented in a compressed format; and (iii) association to discover
the underlying structure of the dataset whereby relationships and patterns between
variables of the dataset are discovered. Thus, unsupervised ANNs complete their
tasks upon conclusion of the learning process.

For supervised learning the target outputs for a set of inputs are known and the
ANN is trained to map the relationship between them. Supervised learning typically
results in ANNSs of higher accuracy relative to unsupervised learning but requires
more involvement from the deep learning practitioner to curate the training dataset.
This higher accuracy is necessary since supervised ANNs are typically designed for
deployment. More specifically, once a supervised ANN can accurately model the
relationship of interest, within the training dataset, they are deployed on real world
data for which the true output is unknown.

Although ANNSs were first introduced by McCulloch and Pitts in 1943 [125], the
lack of a viable method for training multilayer ANNs lead to stagnation of the field.
It was not until 1986 when Rumelhart et al. [126] proposed the concept of back-
ward propagation (backpropagation) that multilayer ANNs could be trained. This
combined with the greater accessibility to computational resources and the large
database of information made available by the internet enabled more complex and
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powerful ANNSs to be effectively trained. The resulting success drove evermore in-
creasing interest and investment into the field such that the current body of research
contains a plethora of ANN types and architectures.

Presenting a detailed account of the theoretical background that is applicable to
such a wide range of ANNSs is beyond the scope of this project. As such, the fol-
lowing section presents the theory applicable to ANNSs relevant to this project; that
is ANNs which are trained via supervised learning and propagate information in
a single direction through the network (feedforward). Moreover, this section out-
lines the functionality of artificial neurons drawing parallels with their biological
counterparts, presents the commonly used activation functions, details the consider-
ations involved in the design stage of ANN architecture, discusses the process used
to train ANN’s via supervision, and outlines why ANNss are advantageous over other
machine learning methods due to their ability to extract multilevel representations
from the input data.

2.21 Artificial neurons and layering

In simplified terms a BNN is a highly interconnected network of biological neu-
rons linked to one another by synaptic connections. Synaptic connections facilitate
the one directional flow of information between neuron pairs in the form of electri-
cal or chemical signals. A neuron is capable of both receiving a signal (input) and
generating a signal (output). A neuron will "fire" generating an output signal if the
amalgamation of the input signals it receives from one or more preceding neurons is
sufficient to excite it. The signal it generates is sent via the synaptic connection to its
neighbouring, connected neurons.

The adaptability of the synaptic connections is crucial to the ability of BNNs to
effectively process information. As noted by Hebb in 1949 [127], neurons which fre-
quently facilitate the firing of a neighbouring neuron will strengthen the synaptic
connection between them, expediting the flow of information. Consequently, a neu-
ron which repeatedly causes a neighbouring neuron to fire will lead to increased
likeliness of this action in the future. In this way chains of firing neurons, which
respond strongly to the input signal, form neural pathways which become adept at
processing particular types of information.

ANN’s are more structured than their biological inspiration; consisting of L many
layers of interconnected artificial neurons with N(;) many neurons in the It layer,
as shown in Figure 2.2. The first and last layer are referred to as input and output
layers, respectively, with hidden layers falling in-between. The input layer receives
the information that is to be processed by the ANN, each of its neurons receiving
a component of the input signal. This information, typically of numerical form, is
processed as it traverses the hidden layers which perform operations such as data
transformation and feature detection. Finally, this processed information is passed
to the output layer which reorganises it into the desired output format.

The interconnectivity between the layers dictates how the information flows be-
tween neurons. In general, ANNs make use of fully connected layers, introduced by
Rossenblatt in 1957 [128], where each neuron of the preceding layer is connected to
each neuron of the subsequent layer.

Although the mathematical operations occurring between layers of neurons are
simple in conception, they become convoluted as layers are stacked in deeper ANN
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Input layers Hidden layers Output layer

Figure 2.2: Schematic illustration of the structure of a typical feed-forward
ANN composed of input, hidden and output layers.

architectures. As such, these operations are discussed in terms of occurring between
two adjacent arbitrary layers; layer I — 1 representing the preceding layer and layer
| representing the subsequent layer. Using this convention the j* neuron of the Ith

() (I-1)

layer is represented as a j while a;
layer, as shown in Figure 2.2.
Artificial neurons mathematically mimic the functionality of their biological
counterpart receiving input signals from one or more neurons of the preceding layer.
Each input has a weight applied to it representing the strength of their connection

represents the k™ neuron of the preceding

similar to the synaptic connection strength of a BNN. The weight between a](l) and

(I-1) (I=1) (1) (1)

a is represented as w [ Thus, the signal received by a i represented as z i
is given as
1) _ oo (-1 (1-1) o (1-1)
zj’ = ijk a, +b]. 2.1)
k=1
where b](lfl) represents the bias applied to a](l). Upon receiving this input, the

neuron applies its activation function (¢) to determine the degree to which the input
signal stimulates the artificial neuron as

a](.l) =¢ <z](.l)> (2.2)

Non-linear activation functions are typically employed such that the resulting
ANN is capable of mapping complex, non-linear relationships existing in the data
on which it is trained. By shifting the activation function the bias term effectively
dictates the range of input values over which the activation function is stimulated.
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2.2.2 Activation functions

Some of the main activation functions are listed in Table 2.1. The first activation
function proposed in 1943 was that of the threshold logic unit [125], which is similar
to the heaviside step function. It closely mimics the behaviour of biological neurons
activating once the summation of the weighted inputs is above a certain threshold.
It was proven to be capable of modelling linearly separable functions within a lim-
ited number of iterations, which was of importance at the time due to the lack of
computational resources [129].

However, it fell out of favour as its gradient, being undefined at z = 0 and zero
otherwise, prohibited effective training of deeper ANNSs. In particular, the analytical
differentiability of activation functions, being neither zero nor undefined, is crucial
to the ability of the backpropagation algorithm to train multilayer ANNSs, as detailed
in Section 2.2.5.

Consequently, non-linear, continuous activation functions have become
favoured. Their non-linearity enables effective modelling of complex, non-linear
relationships within the data. Additionally their continuous nature, indicating the
degree of activation of the artificial neuron, allows for continuous gradients aiding
training stability.

The sigmoid activation function was initially used to process information within
hidden layers due to its ability to squash real valued inputs from (—oo,0) to [0,1].
Furthermore, its continuous gradient offered improved training relative to the
threshold logic unit and identity activation function. However, its gradient being
close to zero outside its operating range of —1 < z <1 meant poor training of deeper
networks as the gradient would vanish during backpropagation. As such, it has
fallen out of favour for use within hidden layers [130] and is almost exclusively
utilised within output layers for binary classification tasks.

Table 2.1: Details of commonly employed activation functions.

Name Function ¢(z) Derivative ¢'(z) | Continuity
Binary 0 %f z<0 0 '1f z#0 -1
1 if z>0 ? if z=0
Identity z 1 c=
. . 1_ oo
Sigmoid 5o $(z) (1 —¢(2)) C
Z __ 2
Hyperbolic eZ e_z 1—¢(z)? Cc®
tangent e
0 if z<0
01z if z<
ReLU {OOZ L Z;OO 1 if z>0 co
z
S ? if z=0
001 if z<0
if z<
Leaky {O 1 z=0 1 if z>0 c?
ReLU z if z>0 ) § o2—0
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Despite the hyperbolic tangent function suffering from this vanishing gradient
problem, it remains a viable activation function for hidden layers due to its zero-
centring characteristic. That is, it brings the mean of its outputs closer to zero essen-
tially centring the data it passes on to subsequent layers of neurons. This mitigates
undesirable zig-zag dynamics of gradient descent optimisation algorithms utilised
during training.

The rectified linear unit (ReLU) is more computationally efficient to com-
pute, leading to faster evaluation of the ANN as well as reduced training times;
Krizhevsky noted that using ReLU activation functions offered a speed up in
training of up to 6 times [65]. Additionally, by returning zero for z < 0 neurons not
stimulated by the input data will not be activated leading to sparse networks.

Furthermore, ReLUs can lead to more robust ANNs. As noted by Bengio [131],
a core purpose of ANNS is to disentangle the variables responsible for the patterns
emerging in the data analysed. Dense representations are extremely interconnected
such that small perturbations in the input can lead to large changes in the output.
In contrast, a sparse representation which is reliable (possible through the use of
ReLUs) more robustly represents the desired pattern since it is less susceptible to
small perturbations in the input.

However, the property of returning zero for z < 0 comes with a caveat as im-
proper training parameters can cause neurons to operate exclusively in this region.
Such neurons become permanently inactive; not firing regardless of the input. The
leaky ReLU [132] was created to mitigate this by introducing a shallow slope for
z < 0.

The softmax function, given in Table 2.2 is a unique activation function used in
the output layer for classification tasks. It normalises the output signals of the previ-
ous layer, for which each neuron corresponds to a class, to return distributed proba-
bilities over these classes so that their summation is equal to one.

Table 2.2: Details of the softmax activation function.

Function ¢(z) Derivative ¢'(z) Continuity
& 847(2]') — (P(Z])(l - (P(Z”)) if i=n C®
£, %\ —plz)plza) i ifn

2.2.3 Convolution activation function

The convolution activation function is a unique activation function which oper-
ates directly on images. CNNs, which are a type of ANN which leverage the capabil-
ities of convolution activation functions, are effective at extracting information from
images or image series.

The convolution activation function is in the form of a matrix, of specific height
and width, referred to as a kernel. The convolution operation applies a kernel to an
input image which results in a feature map as illustrated in Figure 2.3. This involves
applying the kernel to a region of the input image, called a window, of dimensions
equivalent to that of the kernel. In doing so each element of the input window is
multiplied by the corresponding element of the kernel and the summation of these
values is stored in a corresponding element of the feature map.
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Figure 2.3: Schematic illustration of the convolution process of a CNN for the
(a) first and (b) last element of the feature map (adapted from [133]).

The same operation is performed on a neighbouring window of the image. That
is, the same kernel is applied to a new window of the input image which is located
at a position that has been shifted relative to the previous window’s position by
the stride size of the convolution activation function. Repeating this process across
all windows of the input image, defined by the stride, results in a feature map as
shown in Figure 2.3(b). The feature map reflects the degree to which the regions
of the image, corresponding to the windows considered, activate the kernel of the
convolution function. The kernel values (elements of the matrix which make up
the kernel) are the weights of the convolution function which are fine tuned during
training to detect features relevant to the purpose of the CNN.

A single convolution layer can consist of multiple kernels (filters), the number
of which is referred to as the depth of the layer. Each filter, having its own kernel
matrix and associated weights, identifies separate features of the image. A convo-
lution layer is typically followed by a ReLU or Leaky ReLU layer which modifies
the elements of the feature map. CNNs can function as powerful image processing
systems by linking pairs of convolution and ReLU layers. Each of these pairs will
process the feature maps of the previous pair, detecting features within the feature
maps of the preceding layer. Average and max pooling layers are typically used be-
tween convolution-ReLU pairs to reduce the dimension of the feature map to reduce
the number of parameters to train.

The success of CNNs over the last decade has lead to an ever-growing pool of
knowledge on their effective implementation and use. For more information on con-
volution activation functions, and CNNs in general, refer to the work of Albawi et
al. [134] and Milosevic [135].

2.2.4 ANN architecture

The architecture of an ANN is determined by the structural hyperparameters
which include: the number of layers, the number of neurons per layer, the inter-
connectivity between neurons and the activation functions of these neurons. These
structural hyperparameters must be appropriately stipulated for the intended task
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since they directly affect the resulting ANN’s accuracy, noise robustness and training
stability.

Knowledge of the intended format of the input and output data streamlines struc-
tural hyperparameter selection of the input and output layers. The dimensionality
of the input data directly dictates the number of neurons required for the input layer
which typically employ the identity activation function such that the input data is
passed to the first hidden layer without being manipulated. Similarly, the desired
dimensionality and format of the output data dictates the activation functions and
number of neurons of the output layer where:

* Binary classification ANNSs sort inputs into two classes and make use of a sig-
moid activation function and a single output neuron.

* Multi-class classification sorts input data into three or more classes by employ-
ing a softmax activation function with a neuron for each class.

* Regression ANNs attempt to model functions by predicting the function out-
put based on the input values. They make use of linear activation function with
a neuron per output variable.

* Multi-label classification tasks differ from multi-class classification in that
classes are not mutually exclusive such that the ANN needs to determine
which labels (potentially more than one) are relevant to the data instead of
which class the data falls under. They employ the sigmoid activation function
with a neuron for each label.

Appropriate architectural design of the hidden layers is more complex with the-
oretical recommendations contradicting empirical observations. In particular, the
universal approximation theorem [136] has shown that an ANN containing a single
hidden layer consisting of a finite number of neurons can approximate any contin-
uous function. This theory is supported by the findings of Ba and Caruana [137],
which empirically showed that single hidden layer ANNSs can achieve similar per-
formance to state-of-the-art deep ANNs for phoneme? and image recognition tasks.

Despite this, they noted that deeper networks are better suited to current state-of-
the-art training algorithms. Additionally, deeper ANNSs are capable of representing
the same functions with fewer neurons, and thus fewer weights and biases, making
them easier to train. This is significant since training ANNSs for novel applications
is generally challenging. By stacking layers of non-linear activation functions, deep
ANN s are capable of modelling complex, non-linear relationships as explained in
Section 2.2.6. This ability to approximate more complex functions is referred to as
the flexibility of the ANN. As such, deeper networks, offering more flexibility, are
generally favoured within the ANN community.

However, the appropriate depth remains a question without a definitive answer.
It is generally accepted that the shallowest network which is capable of accurately
mapping the inputs to the outputs of the training dataset, thereby modelling the
function which they represent, is most desirable. This results in an ANN which has

2A phoneme, for example the "p" in "tap" and "b" in "tab", is the smallest "unit" of sound in a
language that is capable of carrying a specific meaning.
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the lowest number of weights and biases which is advantageous since this limits
memory requirements, improves computational efficiency (evaluation of the ANN),
leads to more stable training and aids generalisation ability (generalisability)® [138].

Interconnectivity between neurons of the hidden layer is an area of research that
is still in its infancy. Until recently it has been common practice to employ fully con-
nected layers throughout an ANN, only deviating from this where a priori knowl-
edge of the problem suggests otherwise. However, in the last decade there has been
a growing trend of employing skip connections to improve ANN training stability
and generalisability [139]. Skip connections, introduced by He et al. [140] and Sri-
vastava et al. [141], bypass one or more layers, connecting the output of a neuron to a
neuron of a layer to which it is not adjacent. These skip connections offer additional
channels for information transfer which are advantageous for backpropagation, al-
leviating the issue of vanishing gradients.

It is clear that appropriate design of the hidden layers is a complex task that lacks
well-established rules or guidelines. As such, a number of approaches have been
proposed to aid hidden layer structural hyperparameter selection. Benardos and
Vosniakos [142] summarise these as: (i) pruning and constructive methods [143, 144]
which remove and add, respectively, neurons from a preliminary starting architec-
ture (neurons are added for poor accuracy or long training time and removed if they
do not aid these aspects sufficiently); (ii) genetic algorithms which alter the number
of hidden layers and neurons per hidden layer and assess the different architectures
according to an objective function [145]; (iii) statistical and empirical methods [146,
147] which identify the impact of specific structural hyperparameters on the result-
ing ANN performance such that the best performing combination is retained; and
(iv) the use of fuzzy logic* [149], in which an ANN is understood as an adaptive
fuzzy system or is capable of working with fuzzy numbers rather than real ones.

Despite the availability of these, most deep learning practitioners make use of
available research efforts, identifying a high performing ANN architecture which
solves a problem similar to the one at hand. The input and output layers of this ar-
chitecture are adapted to function with the training dataset available while the hid-
den layers are adjusted and refined through trial-and-error until the best performing
network is obtained [138, 150].

2.2.5 Training

The values of the weights and biases of the hidden and output layers dictate the
response of the neural network to its inputs. Training is the process by which these
weights and biases are fine tuned to enable the ANN to accurately and reliably per-
form its intended task. Training of supervised ANNs is composed of: (i) initialisation
of the weights of the ANN; (ii) forward propagation of the training data through the
network to predict the output; (iii) computation of the loss representing the accuracy
of the ANN in its current state; (iv) backpropagation to propagate the gradient of the
loss function, with respect to the weights and biases, backward through the ANN;

3Generalisation ability of an ANN refers to how well it performs on unseen data (data it is not
trained on).

4Fuzzy logic [148] is an alternative interpretation to Boolean logic (where something is either true
(1) or false (0)) based on interpreting truth as partial; where the truth of a variable can be any real
number between 0 and 1.
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and (v) gradient descent optimisation to update the weights and biases according to
their corresponding loss gradient. Points (ii)-(v) are iteratively repeated until con-
vergence is achieved. These aspects are detailed before discussing nuances of the
training process including mini-batches and early stopping.

2.2.5.1 Weight initialisation

The solution sought by the gradient descent optimisation algorithm corresponds
to a local minima in the vicinity of the starting point defined by the initial weight val-
ues [151].Consequently, the initialisation of weights is crucial since it dictates how
many iterations are required to locate this local minima affecting training stability
and the quality of this local minima which directly translates to the ANN's perfor-
mance.

Weights are typically initialisation in a random manner to "break symmetry" be-
tween neurons [152]. More specifically, neurons of the same layer typically make
use of the same activation function and are connected to the same neurons of the
preceding layer. If their initial weights are identical, their weights will be updated in
the same way during training resulting in identical weights after training. As such,
information passed through the trained network will be processed by these neurons
in an identical manner which is redundant. In other words, the initial weights of
neurons of the same layer need to be unique such that the features which these neu-
rons seek are unique. Weights are sampled from a random distribution, with a mean
of zero, to satisfy this.

The standard deviation of this random distribution is an important consideration
having significant impact on the stability and speed of training. In particular, the
standard deviation of the activation function’s output signal must remain consistent
across layers of the network to reduce the risk of vanishing or exploding gradients’.
The standard deviation of the activation function’s output is directly related to the
standard deviation of the initial weights. Furthermore, the standard deviation of the
output from the activation function increases with the number of inputs connected
to the neuron.

As such, schemes have been developed for determining the standard deviation of
the random distribution from which the initial weights are sampled. These schemes
operate on a per layer basis, determining the values for a set of weights connecting
the preceding layer, containing N(;_;) neurons, and the next layer, containing N(;
neurons, which receives the weighted signals. The formulae of these schemes are re-
ported for both uniform and random distributions since there is no consensus within
the ANN community as to which is preferred.

The Glorot [130], otherwise known as Xavier, scheme is appropriate for both sig-
moid and hyperbolic tangent activation functions. The standard deviation of the
uniform and normal distributions, represented as ¢$'" and ¢!, respectively,
are given as

5Vanishing and exploding gradients refers to the phenomena whereby the gradient of the loss
function becomes progressively smaller or larger, respectively, as it is backpropagated through the
ANN. This causes the gradient descent algorithm to have negligible effect or diverge, respectively,
for initial layers of the ANN.
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Glorot Glorot
gGlorot _ [ © and gGlorot _ [ = 2.3)
! Ng-1) + Ny ! N1y + Ny

The He scheme, relevant to the ReLU and leaky ReLU activation functions, have
standard deviations of uniform (c/¢) and normal distributions () of

olle = L and ohe = 2 (2.4)

2.2.5.2 Forward propagation

Forward propagation is the process by which input data is fed through the lay-
ers of the ANN which process this information and return a corresponding output.
Once deployed, a trained ANN uses forward propagation to fulfil its function mak-
ing predictions based on the inputs. During training it is used to determine how
appropriate the current weights and biases of the ANN are for its intended function
by comparing the returned output to the desired output.

Equations (2.1) and (2.2) perform the forward propagation of the signal of the
previous layer through a single neuron of the subsequent layer. Performing this op-
eration between all neurons of layers (I — 1) and (I), thereby propagating the signal
forward from the (I — 1) to the I*" layer, is represented as

! i -1 -1 -1 I— -1
f o al) Ll ()
l - - - 1— -1
aé.) iy wz,.l wzc2 wz,.k ag. 1) N bé' ) 23
.l l.— 1 l.— 1 . l.— 1 _ 1 — 1
a](.) I w}/l ) w](,z ) w](’k ) a]((l 1) b]( ) |

This process is repeated between each neighbouring pair of layers, propagating
the signal forward, until the output layer is reached at which point the ANN presents
its prediction.

2.2.5.3 Loss computation

The loss function quantifies the discrepancy between the desired output and that
returned from forward propagation to reflect how accurately the ANN models the
relationship between the inputs and outputs. The aim of the training process is to
minimise the loss function so as to improve the performance of the ANN. As such,
the loss function employed needs to be appropriate for the design goal of the ANN
such that improvement in the loss function faithfully represents improved perfor-
mance of the ANN for its intended task.

ANNSs performing regression typically employ the mean squared error loss func-
tion (MSE,,s) given as

1 M d 2
MSE;,ss = N_L Zl <Xfre . X;rue) (2.6)
=

where there are N many output neurons, the i neuron returning a predicted output
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X;  whichis compared to the target (true) output of Xf”‘e . The derivative of MSE;
with respect to the output of the i neuron is given as

OMSE;,ss _ 2( pred tme)

axf,,ed Xi —Xi (27)

For binary classification tasks, the binary cross-entropy loss function(CEjy;) is
computed as

loss — NL & —\ X 08X X; Og :
1=

Its derivative with respect to output of neuron i is given as

aCEloss B Xfred 1— Xpred
aXpred o o
i

Xfrue 1— Xfrue (2'9)

The value computed by the loss function is referred to as the loss of the ANN.

2.2.5.4 Backpropagation

Backpropagation determines the portion of the loss that each neuron is responsi-
ble for. Neurons with a low associated loss detect features beneficial to the objective
of the network (as defined by the loss function). The connections to these neurons
are strengthened by increasing their weights. Conversely, neurons of high associated
loss have their weights decreased to reduce the bias they impose on the computed
outcome.

In particular, the backpropagation algorithm computes the gradient of the loss

function (Y) with respect to each weight ( a 17) and bias ( ) using the chain
o k
rule ] ]
oz 9aV
Y _ i i adY (2.10)
aw(,i_l) dw!l ™Y 9zt gtV
J ] )

(2.11)

oY
PO
j

tion of the /™ neuron of layer /. Starting with the last layer, since the loss is to be

propagated backwards through the network, [ is set to equal the number of layers of

the ANN as | = L. As such, % is the derivative of the loss function with respect to
a:

Here is the derivative of the loss function with respect to the activation func-

oa;

the activation function of the output layer which is given in Equations (2.7) and (2.9)
for the mean squared error and binary cross-entropy loss functions, respectively. The

derivative of the activation function of the j" neuron of the I*" layer with respect to
aa(l)
its input signal ( 7) is given as
]
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aa(l)
;](z) _ 4,/(2](1)) (2.12)

where ¢’ is the derivative of the activation function used for layer ! which are listed
in Table 2.1 for various possible activation functions. The derivative of the input
)
signal with respect to the weight, Zl 17, is computed from Equation (2.1) as
ow ]k

az\! 5 (N
i _ y W7D U= 4 (-1
- - ik %k '
awf,i Y aw](,l( RAV=1E ! (2.13)
_ a}({z—n
9z"
Similarly, the derivative of the input signal with respect to the bias lj{ 17, 18
]
az\! 5 [ No
_ (I=1) (I=1) | 4 (=1)
— _ + b
ab}l‘” ab]("” k_zlw]" K j (2.14)
=1

At this point the gradient of the loss function, also referred to as the loss gradient,
has been propagated backwards to the weights and biases connecting the output
layer and last hidden layer. To determine the derivatives of the weights and biases
of the preceding layer the derivative of the loss function with respect to the output
of each neuron of layer / — 1 needs to be computed as

N<l) az(.l) aa(l 1 oY

2D a2z 94l 1)
k ]—l Z]- ﬂj
oz Ny
where j __ 09 ) w](]i_l)al((l_l) + b](l_l) (2.16)

aa,ﬁ"” aa,((l_l) k=1
(I-1)

= wjk
Thereafter the derivative of the loss function with respect to the weights and
biases of between the penultimate and final hidden layers can be computed using
Equations (2.10-2.11) by setting [ = L — 1. This process is repeated to progressively
build up a library of loss gradients until the derivative of the loss function with
respect to each trainable parameter is known.

2.2.5.5 Gradient descent

The loss gradients of Equations (2.10-2.11) are used within a gradient descent al-
gorithm to minimise the loss function by iteratively updating the weights and biases.
Let g; represent the derivative of the loss function with respect to the parameter un-
der consideration for the current iteration. For basic gradient descent algorithm the
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updated parameter value (6;1) is obtained from the current value (6;) as
011 =0t — 08t (2.17)

where ¢ is the learning rate. The learning rate dictates the portion of the loss gra-
dient which is applied when updating the weights and biases thereby dictating the
speed at which the ANN learns. Typically the learning rate is below unity since if the
learning rate is too large the ANN will rapidly reach convergence with sub-optimal
biases and weights. Conversely, small learning rates increase the time to conver-
gence and can lead to poor performance of the ANN as the training path becomes
stuck in sub-optimal local minima. Thus, the learning rate used directly affects not
only the training time but the resulting performance of the trained ANN.

Equation (2.17) has poor performance for non-convex loss functions typical for
ANNS. It tends to oscillate in regions of the loss surface containing ravines (where
the curve of the loss surface is more pronounced in certain dimensions relative to
others [153]). Furthermore, it is susceptible to becoming trapped within sup-optimal
local minima due to its difficulty in dealing with saddle points [154, 155].

Gradient descent with momentum uses a portion of the loss gradient of the pre-
vious iteration (g;—1) to improve convergence as

Or41 =0t — 09t — Y0St-1 (2.18)

where 7 is the momentum term dictating the portion of the previous loss gra-
dient to be utilised. This has the effect of increasing the magnitude of the update
applied to parameters having a similar loss gradient direction for the current and
previous iterations. Conversely, it reduces the magnitude of the update for param-
eters having loss gradients of opposing directions between iterations. This has the
effect of dampening the oscillations occurring between iterations leading to an im-
proved convergence rate [156].

Despite improving upon the standard gradient descent algorithm, the training
performance is still dependent on the learning rate and momentum term which are
challenging to select appropriately. Additionally, these methods do not adapt the
learning rate on a per-parameter basis which is essential for sparse data®.

Adaptive moment estimation (Adam) [157] offers such functionality while offer-
ing high computational efficiency and low memory requirements. It combines the
concepts of gradient descent with momentum and root mean squared propagation
to control the rate of gradient descent such that it bypasses local minima while limit-
ing oscillations within the region of the global minima. Subsequently it outperforms
root mean squared propagation in the final phase of optimisation as loss gradients
become sparse [158].

Firstly, it approximates the first (m;) and second moments (v;) of the loss gradient
(representing the mean and variance) as

my = Bimy_1+ (1 —B1)g: (2.19)
v =Bro_1+ (1 - B2)g? (2.20)

®Sparse data occurs when an input or output variable is zero for many of the data points of a
dataset. As such, it has low information content.
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where B and B, are training hyperparameters which dictate the portion of the
previous loss gradient which is used alongside the current loss gradient to update
the weights and biases. These terms are biased towards zero, particularly for initial
iterations, since they are initialised as my = 0 and vy = 0. This is corrected for by
computing the bias-corrected first (771;) and second moment (9;) as

Ny

1y = (2.21)

1- B

A Ut

oy = (2.22)

-7}

The updated parameter is obtained as
Or 11 =01 — ALT’AH (2.23)
Vo +e

where ¢ is a smoothing term to avoid division by zero. The self-adaptive nature of
this algorithm means that training performance is less susceptible to the employed
learning rates with the authors recommending default values of ¢ = 0.002, g1 = 0.9,
B2 =0.999 and £ = 10~8. Both the type of gradient descent algorithm and associated
parameters are referred to as training hyperparameters.

2.2.5.6 Mini-batches

The true loss gradient at the current state of the model is defined by the loss of the
ANN when analysing the full training dataset (referred to as the batch). However,
processing the full training dataset for each iteration of training is prohibitively slow
since training datasets are generally large.

ANN s typically require large training datasets to be appropriately trained such
that the cardinality of the training dataset is sufficient to train the large number of
weights and biases within the ANN. Furthermore, the training dataset needs to con-
tain a wide range of variations such that the neurons are fine tuned to detect features
prevalent to the underlying patterns within the data, and not identify features spe-
cific to the training dataset. This ensures good generalisability such that the ANN
performs well beyond the scope of the training dataset.

As such, each iteration of training operates on a mini-batch, which is a ran-
domly selected subset of training dataset, to improve computational efficiency. The
loss gradient computed for a mini-batch gives a slightly noisy approximation of the
true value for the whole batch. This alleviates the tendency of ANNSs to over-fit to
the training data leading to improved training stability and generalisation perfor-
mance [159].

2.2.5.7 Early stopping

The definition of convergence is not necessarily when the loss function of the
training dataset is minimised [160]. Supervised ANNSs are typically intended to be
deployed for real world applications where they are expected to maintain their level
of performance when analysing unseen data. Thus, high robustness and generalis-
ability are generally more desirable than the absolute lowest error for the training
dataset.

Two subsets of the original dataset are reserved to measure generalisability: the
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validation dataset which is used to reflect the generalisability of the ANN during
training and the testing dataset used to quantify the performance of the final trained
ANN. During training the generalisability of the ANN improves as it learns the un-
derlying relationship it is intended to model. However, as training continues, the
network begins to learn the idiosyncrasies of the training dataset reducing it gener-
alisability. This is a consequence of the difficulty in balancing the flexibility of the
ANN, by virtue of its depth and number of neurons, with the complexity of the re-
lationship it is attempting to model.

As such, training is halted once the performance of the validation dataset begins
to decrease. This is referred to as early stopping and prevents the neurons from
diverging from detecting features relevant to the underlying relationship, to features
unique to the training dataset.

2.2.6 Feature extraction

Artificial intelligence research efforts have begun transitioning from employing
predominantly machine learning based algorithms to taking advantage of the ca-
pability of ANNs to build multilevel representations of the input data. Machine
learning algorithms, typically sensitive to the form of the input data presented to
them, are incapable of operating directly on raw data. They rely on the process of
feature engineering to manipulate data, preparing it for analysis, to improve the
performance of the associated machine learning algorithm. Feature engineering re-
quires expert knowledge of the problem domain and is typically time consuming as
the approach needs to be revised, tested and refined in an iterative manner such that
the resulting operations performed are beneficial to the task at hand [161].

In contrast, the ability of ANNSs to perform data representation [162], with each
layer building progressively higher-level abstractions of the input data, enables them
to operate directly on raw data. This is most intuitively illustrated using a CNN
designed to detect faces within an image. The features extracted by the neurons of
the three hidden layers are illustrated in Figure 2.4.

The first hidden layer identifies low level features such as spatial frequencies,
lines and edges. The second hidden layer detects combinations of these to identify
more complex shapes and patterns such as eyes, noses, mouths and ears. Finally,
the last hidden layer aggregates these features to identify faces within the image. As
such, an image containing a face will stimulate a large portion of the neurons of the
final hidden layer such that their activation functions output a strong signal. Upon
receiving these strong signals, the output layer interprets these as confirmation of
the presence of a face within the image.

Therefore, artificial neurons operate, in a sense, as feature extractors identifying
features within the data. By building progressively higher level representations of
the data, though detecting progressively more complex features, ANNs break down
the data into the elements that are most relevant to the task at hand. This allows
them to perform with high accuracy on raw input data making them attractive for
robust and rapid deployment.
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Figure 2.4: Illustration of the progressively more complex features extracted
from images by a CNN [163].

The final feature extractors (features that are detected by the artificial neurons) of
a trained ANN are a consequence of the features existing within the training dataset
which are beneficial to the purpose of the ANN; where the loss function dictates
which features are beneficial by measuring their contribution to the accuracy of the
ANN. This is of significance since the features are automatically learned without
the need for human intervention and without making structural assumptions about
the data. This removes the need for feature engineering which is generally a time
consuming and labour intensive task. This greatly speeds up the development of
algorithms for specific artificial intelligence applications provided that the training
dataset is adequately representative of the applicable features.

Due to the ability of ANNSs to learn progressively deeper level features from input
data, the process of using ANNSs of three or more layers [164] is often referred to as
deep learning. Although all ANNs used in this work fall under the category of deep
learning, the term ANN is retained for clarity.
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Chapter 3
Hypothesis development

This chapter documents the hypothesis of the dissertation in light of the concepts
introduced in Chapter 1 and summarised in Chapter 2. It motivates the aim of the
project as well as the approach taken to investigate the validity of the hypothesis.
The objectives, which give rise to the hypothesis, are defined in conjunction with
their intended aims as well as the tasks that they encompass. Finally, the scope and
limitations of the dissertation are established.

3.1 Motivation for development of open DIC
framework

Upon conducting an extensive review of the DIC technique and current state-of-
the-art practices, a number of observations were made. Most notably, for the purpose
of furthering the capabilities of DIC, researchers have typically begun by developing
an in-house DIC algorithm from the ground up offering the capabilities required for
implementation and evaluation of their proposed contribution. This is a tradition
that extends back to the first application of DIC to experimental solid mechanics [30].

This approach is not without merit since in the past the majority of improvements
to the technique came as a result of directly modifying and improving aspects of
the correlation algorithm [9, 10, 165, 11, 15, 14]. However, the DIC technique has
been refined to such a degree that the greatest contribution to error reduction in
most practical applications comes as a result of factors beyond improving the core
correlation algorithm itself.

Furthermore, implementation of an in-house DIC algorithm is cumbersome, es-
pecially for newcomers to the field of DIC, due to the gap in literature between the
well-documented theory of DIC and its nuanced practical implementation as code.
In particular, although open-source DIC algorithms with an associated documen-
tation of their theory exist (such as Ncorr [166]), their design philosophy catering
towards robustness, efficiency and user-friendliness causes the resulting code to be
too complicated to serve as an educational resource.

The lack of an alternative to the traditional approach of in-house code develop-
ment coupled with the gap in literature hinders the progress of DIC. More specifi-
cally, they act as barriers to newcomers to the field of DIC, intending to further its
capabilities, thereby limiting the rate of development of the DIC field; particularly in
terms of its adaptation to novel applications.

Despite the availability of open-source DIC algorithms (such as Ncorr [166], Digi-
tal Image Correlation engine (DICe) [167, 168], YaDIC [169] and pydic [170]), none of-
fer the required degree of control over setting up the correlation problem. Although
modifying an existing open-source code such as DICe to enable this was considered,
it was decided to build an image correlation framework from the ground up, as is
traditional. There are several reasons for this:

32



Stellenbosch University https://scholar.sun.ac.za

CHAPTER 3. HYPOTHESIS DEVELOPMENT 33

Firstly, it is desired that the code employed constitutes a straightforward imple-
mentation of image correlation free from corrective measures operating in the back-
ground; often employed by available DIC implementations to improve robustness of
the process. Although such methods are highly desirable for practical applications
of DIC, their presence during evaluation of the proposed ANN-based framework for
DSS could obscure the potential and limitations investigated.

Secondly, although not a direct motivation in the context of the project, this dis-
sertation is conducted under the Material Engineering research group at Stellen-
bosch University and its collaborators (including the Centre for Materials Engineer-
ing at the University of Cape Town) that would benefit from the creation of an in-
house DIC framework. In particular, this research group has been involved in a
number of projects with the Eskom Power Plant Engineering Institute including the
work of van Rooyen [171], Molteno [172] and Huchzermeyer [173]. Through the use
of DIC, these projects developed frameworks aiding condition monitoring in ther-
mal power plants for the purpose of predictive maintenance.

Lastly, there is a gap in the open-source DIC landscape for a modular, versatile,
straightforward and well-documented DIC code which offers full control” over set-
ting up the correlation problem.

Through reviewing the current landscape of DIC research, the ongoing and fu-
ture research directions (beyond the context of improving the core correlation algo-
rithm) were noted and the required capabilities of a DIC framework viable for their
implementation and validation were identified as:

¢ Dynamic appointment of correlation parameters on a per-subset and per-image
basis for appropriate setup of the correlation problem.

e Stipulation of non-standard, custom subset sizes on a per-subset and per-image
basis to account for displacement discontinuities though subset splitting [174].

* Ability to stipulate custom SFPs better suited to the deformation field such that
random errors resulting from unnecessary degrees of freedom (irrelevant SFPs)
can be reduced.

* Modular in that it allows for straightforward interchangeability of aspects of
the DIC process such as: (i) simpler or more advanced interpolation schemes
to trade higher accuracy for computation speed or vice versa; (ii) alternative
methods for computation of initial displacement estimates; (iii) various corre-
lation criteria; and (iv) different displacement transformation algorithms.

* Predominantly consistent with current state-of-the-art DIC practices ensuring
performance on par with established algorithms.

e Straightforward implementation, which is well-documented, drawing a direct
link between the theory of DIC and its implementation as code such that it
is intuitive to understand, easy to adapt and is attractive as an educational
resource.

Such a DIC framework would remove one of the barriers to dynamic correlation
parameter assignment expediting research in this area. Additionally, its focus on

7In this context full control refers to the ability to stipulate the subset size, subset shape and SF on
a per-subset and per-image basis.
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modularity would facilitate rapid adaptation to use cases not directly catered for
in its current implementation. Finally, due to its extensive documentation it would
serve as an educational resource bridging the gap between the theory of DIC and its
practical implementation. Moreover, it would not only offer an attractive alternative
to the traditional approach of in-house code development, but additionally serve as
an educational resource expediting the process of in-house DIC code development
for applications that require such an approach.

Only the correlation aspect of a DIC framework is required to evaluate the appli-
cability of ANNSs for DSS, since correlation errors occur within the image domain.
However, for the purpose of resolving the gaps in literature hindering the develop-
ment rate of DIC, this project includes the implementation of displacement transfor-
mation and stereo matching codes. This extends the developed image correlation
framework to 2D and stereo DIC such that it constitutes a full DIC framework ap-
propriate for real world use. In particular, 2D DIC is simple and thus attractive
to investigate approaches for improving the DIC method while stereo DIC is pre-
ferred for practical applications due to its ability to account for out-of-plane motion
offering improved robustness. Thus, the 2D implementation lends itself to rapid de-
velopment of novel approaches which, after their validation, are straightforward to
extend to the stereo DIC version of the framework such that these new methods are
readily available for practical use.

3.2 Motivation of ANNSs for correlation parameter
assignment

There are three reasons as to why the first barrier to dynamic correlation parame-
ters assignment has remained unsolved. Firstly, the relationship between the subset
size, image set properties, and resulting displacement error is complex and challeng-
ing to model. In particular, analytical formulas have been derived, based on the SF
order, which relate the standard deviation of image noise and SSSIG of the subset
to the resulting random errors in the computed displacements [61]. However, the
derivation of these relations is for a simplistic sum of squared difference correlation
criterion and relies on assumptions to reduce the mathematical complexity of the
derivation. As such, they are not directly applicable to the majority of DIC instances
currently in use.

ANNSs have been shown to be capable of dealing with noisy, incomplete data to
model the relationship between causes and effects for the purpose of estimation and
prediction [175]. In particular, ANNs have been shown to be well suited to mod-
elling complex relationships including: (i) diagnosing heart disease and prescribing
the appropriate medication on par with that prescribed by a heart specialist [176]; (ii)
outperforming traditional regression models for wind turbine fault detection offer-
ing improved remaining operational life prediction [23]; and (iii) improved estima-
tion of global solar radiation relative to established regression models [177], to name
a few. As such, ANNSs are well suited to model complex relationships making them
attractive as an approach to model the relationship between subset size, image set
properties and resulting displacement error.

Secondly, since several SPQMs have been empirically shown to be related to the
displacement error, no single SPQM quantifies and encapsulates all the characteris-
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tics that constitute a favourable speckle pattern. For example SSSIG, being the most
widely accepted SPQM, does not take into account the randomness of the speckle
pattern. Furthermore, as identified by Su et al. [178] SSSIG, being based on intensity
gradient, favours fine speckles causing substantial image gradients which result in
high systematic errors. ANNSs offer an attractive solution to this being capable of
taking in, as input, multiple SPQMSs and discovering the relationship between these
and the resulting displacement error.

Lastly, the lack of a method capable of spatially discerning the complexity of
the underlying displacement field between an image pair independently of the dis-
placements computed by DIC. Under-matched SFs can lead to significant systematic
displacement errors while over-matched SFs increase random displacement errors.
Thus, assignment of an appropriate SF order for each subset requires knowledge of
the displacement field complexity in the vicinity of the query point.

The success of CNNSs in the field of computer vision and DIC indicate that they
are capable of assisting in this regard. In particular, recent research efforts focus-
ing on ANN-based DIC have shown that CNNs are capable of measuring pixel-wise
displacements and strains (related to the first-order displacement gradients) experi-
enced between image pairs. Furthermore, Ma et al. [96] has shown that CNNs are
capable of predicting initial estimates of the SFPs, which directly measure localised
deformation, from image pairs. This suggest that CNNs are capable of measuring
region-specific second-order displacement gradients directly from image pairs. Such
a CNN would enable using the theoretical relations of Xu et al. [116] to predict the
systematic error for a first-order SF in the presence of a second-order (quadratic)
displacement field based on the subset size. This information would facilitate ap-
propriate assignment of SF order, between first and second-order, on a per-subset
and per-image basis.

Although this project investigates the viability of ANNs for both DSS and DSFS,
DSS is argued to be of greater importance, and is thus focused on. More specifically,
appropriate selection of SF order is guided by a priori knowledge of the experiment,
with the specimen geometry and load applied dictating the presence of complex de-
formations. Stipulating a global second-order SF at most doubles the random error
while mitigating the risk of exploding systematic errors. In contrast, appropriate ap-
pointment of subset size, even on a global level, is challenging due to the unknown
range of subset sizes viable for an analysis due to speckle pattern quality being an
abstract concept. Furthermore, the second-order SF cannot account for highly com-
plex deformations such that the displacement error, due to both noise suppression
and spatial resolution, predominantly governed by the subset size.

3.3 Aims and objectives

This project consists of three objectives. In particular, the first and second ob-
jectives align with the initial focus, seeking to develop a modular, versatile and ac-
cessible open DIC framework affording full control over setting up the correlation
problem. This DIC framework serves as the foundation to develop and evaluate the
ANN-based method, of the third objective, used to investigate the potential of ANNs
as an approach for DSS. The objectives are defined as follows.

Objective 1: Development of a modular, versatile and accessible open-framework for 2D
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DIC allowing independent assignment of correlation parameters on a per-subset and per-
image basis. This objective, achieved in Chapter 4, aims to remove one of the barriers
to dynamic correlation parameter assignment. Specific tasks include: implementa-
tion of the inverse compositional Gauss-Newton (IC-GN) optimisation algorithm to
minimise the zero-mean normalised sum of squared difference (ZNSSD) correlation
criterion making use of bi-cubic b-spline interpolation; modifying this implementa-
tion such that it is modular (allowing interchange and adaptation of the subprocesses
of image correlation) and versatile (capable of assigning the SF order and subset size,
of arbitrary shape, on a per-subset and per-image basis); implementation of 2D dis-
placement transformation according to the pinhole camera model; documenting its
implementation (as a MATLAB code) drawing direct parallels between the theory
and resulting code (ensuring high accessibility of the framework); and validation of
the framework to prove it performs on par with the image correlation aspect of es-
tablished commercial and open-source DIC algorithms specifically in terms of noise
suppression and spatial resolution.

Objective 2: Extension of the image correlation framework of Objective 1 to stereo DIC.
This objective, achieved in Chapter 5, completes the development of an open-source
framework for 2D and stereo DIC which is attractive as a starting point to develop
the practical capabilities of DIC. Tasks of this objective include: extension of the im-
age correlation framework to perform stereo matching; implementation of polyno-
mial and linear triangulation to convert the two sets of 2D pixel displacements com-
puted by image correlation to the 3D real world displacement of the corresponding
point on the specimen; documenting these implementations in the form of MAT-
LAB code; and validation of the resulting stereo DIC framework against established
stereo DIC algorithms.

Objective 3: Creation of an ANN to predict the random error in DIC computed dis-
placement from purely image information and development of an ANN based DSS method.
This aims to investigate the potential of ANNs for temporal variance error predic-
tion and DSS based on purely image information. More specifically, this investigates
the ability of ANNSs to model the complex interaction between subset size (and the
contained speckle pattern quality), image noise, and resulting displacement error as
well as the applicability of this model for DSS. This is considered in Chapter 6. Spe-
cific tasks of this objective include: development of a feed-forward ANN architecture
which serves as a regression model to predict the random error of DIC computed dis-
placements from image noise and a set of SPQMs; creation of a dataset to train and
validate the ANN; implementation of this ANN in the form of a framework which
appoints the smallest subset size offering random error consistent with a threshold
stipulated by the operator; and validation of the proposed framework on speckle
pattern characteristics consistent with and outside the scope of the training dataset
to reveal the potential and limitations of the approach, respectively.

In addition, while not being a direct objective, working towards investigating the
viability of a CNN for quantifying the complexity of the underlying displacement field be-
tween image pairs for the purpose of DSFS is also pursued. This is addressed in Sec-
tion 7.4 which investigates the feasibility of CNNs to characterise the displacement
tield complexity in the form of second-order displacement gradients, independently
of DIC computed displacements, for the purpose of assigning appropriate SF or-
ders on a per-subset and per-image basis. The tasks involved include: development
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of a CNN to measure the second-order x-displacement gradient with respect to the

x-direction (3272‘) directly from image pairs; creation of a database of varying dis-
placement complexity (in the x-direction) and speckle pattern quality to train and
validate the CNN; and assessing the viability of such an approach for DSFS relative
to the traditional approach of global SF order assignment.

3.4 Central hypothesis

The traditional approach of utilising a global subset size and SF order for a DIC
analysis is becoming outdated. In experimental solid mechanics the growing interest
of new materials capable of complex deformation states [93] are pushing this tradi-
tional approach to its limit such that the setup of the correlation problem is typically
only optimal for a portion of the region of interest (ROI) and image set. Further-
more, novel applications of DIC which analyse displacement fields dissimilar from
those typical of experimental solid mechanics or rely on natural surface texture to
constitute the speckle pattern (such as geotechnical engineering applications) break
away from the assumptions applicable to experimental mechanics that make this tra-
ditional approach viable. To this end, the central hypothesis of the doctoral project
is:

ANN s are a viable approach for DSS by modelling the complex relationship be-
tween subset size, image set properties and resulting random displacement error.

3.5 Project scope and limitations

Rapid adoption of DIC, and subsequent research efforts, have expanded the tech-
nique to include several fundamentally different implementations and a wide range
of use cases. This section serves to present the context of the project establishing its
scope and limitations.

3.5.1 Type of DIC

Various types of DIC have been introduced over the years, such as global
DIC [179], augmented Lagrangian DIC [180] and recently developed ANN-based
DIC [93], which offer various advantages and disadvantages. This work focuses on
local, subset-based DIC utilising the IC-GN gradient descent algorithm to solve the
objective function defined by the ZNSSD correlation criterion.

Furthermore, the DIC framework employed: (i) is limited to grey-scale images
(RGB images are not considered in this work [181]); (ii) does not employ the
reliability-guided displacement tracking (RGDT) strategy [182]; (iii) is limited to two
cameras for stereo DIC; (iv) does not implement subset splitting techniques [174];
and (v) does not use weighting of pixels of the subset to effectively reduce subset
size [183].

3.5.2 DIC application

Although DIC is rapidly becoming a fundamental tool in a wide range of appli-
cations, this work focuses on the use of DIC in experimental solid mechanics appli-
cations, where most of the development of the technique has occurred. This does not
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prohibit the outcomes of this work from being applicable to the use of DIC in other
fields, but establishes that observations and claims made in this work are directed
towards the application of DIC in experimental solid mechanics, unless explicitly
stated otherwise.

3.5.3 Displacement errors

The DIC error chain involves many error sources as outlined in Section 2.1. How-
ever, this work focuses solely on the errors of the correlation process resulting from
the correlation problem setup; that is, errors due to the appropriateness of the SF
order and subset size for the image set within the mismatch error regime and ultimate
error regime as defined by Bornert et al. [184]. No effort is made to improve the image
correlation process outside of increasing the flexibility and modularity of its imple-
mentation in a form consistent with established theory. Error sources not focused on
in this work include, but are not limited to, those introduced during experimental
setup, delamination of speckle pattern from the specimen’s surface, discontinuities
in the displacement field, distortions due to heat waves, distortions due to the lens
system, image blur, spurious displacements due to vibrations, errors due to camera
motion, and varying illumination during the experiment.

3.5.4 Synthetic and experimental image sets

Although practical applications of DIC typically involve the processing of exper-
imental image sets, their usage to quantitatively assess the accuracy and precision of
a DIC analysis is ill-advised. This is because it is challenging to design experiments
for which the true underlying displacement field is known exactly. Furthermore,
experimental image sets contain multiple error sources which are challenging to de-
convolve [185] making it difficult to investigate the degree of change in a specific
error source.

There is a trend in the DIC community to employ synthetic image sets for the
validation and investigation of the proposed methods. Synthetic image sets mimic
those captured of an experiment, but since they are generated by an algorithm, the
true underlying displacement field is known exactly. Furthermore, the generation of
synthetic image sets provides control over the error sources introduced in the DIC
measurement chain. In particular, synthetic image sets can avoid introducing er-
rors due to: variation in illumination, camera induced noise, unintended motion of
the camera, delamination of the speckle pattern from the specimen surface and dis-
placement transformation or calibration (since accuracy and precision are generally
computed in pixel coordinates for synthetic image sets). Consequently, synthetic im-
age sets are used predominantly in this work to evaluate and validate the various
frameworks developed.

3.5.5 Speckle patterns

Speckle patterns are fundamental to the DIC process as their quality, density and
characteristics dictate the accuracy with which displacement can be measured (as
detailed in Section 2.1.2). Speckle patterns are defined as natural or applied based
on whether the natural texture of the specimen’s surface or paint applied to the spec-
imen, respectively, constitutes the speckle pattern in the captured images [186].

Natural speckle patterns can have a wide array of characteristics and associated
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challenges. For example, in landslide monitoring vegetation, foliage, roads, shad-
ows and landmarks create the contrast that is to be tracked [187]. However, exces-
sive wind, changing position of the sun and other environmental factors can cause
the speckle pattern to morph making accurate and precise displacement measure-
ment challenging (as observed in analysis of the Gschliefgraben landslide [188] were
localised unrealistic displacements resulted due to such effects). In this work, only
data provided by the iDICs, or artificial speckle patterns that mimic the application
of sprayed paint are considered. This avoids the introduction of additional error
sources that could skew the potential and limitations of the investigated ANN-based
approach.

Additionally, this work does not aim to provide recommendations for appropri-
ate application of artificial speckle patterns such as the work of Dong and Pan [189]
and Lionello and Cristofolini [190]. Rather, this work assumes that the speckle pat-
tern is a fixed property of the image set for which the correlation parameters need to
be adjusted for, to realise high quality displacement measurement.

3.5.6 Strain

The ability to compute the strain field experienced by a specimen from the
displacement field measured via DIC is a significant reason for the rapid and
widespread adoption of the DIC technique; particularly in the field of experimental
solid mechanics. Although appropriate selection of the strain window size for the
computation of strains from the displacement field has been identified as a key
problem in the field of DIC [22], in this work, strain computation is considered a
post-DIC process. As such, no attempt is made to improve the method of strain
computation and no method of strain computation is implemented within the
presented DIC framework.

However, it should be noted that strain is computed by differentiating the dis-
placement field; a process that amplifies noise. As such, improving the accuracy and
precision to which DIC is capable of measuring displacements (as is sought in this
work) will subsequently lead to improved accuracy and precision of the computed
strains.

3.5.7 ANNs

This work does not put an effort into the development of the field of ANNs but
instead uses the insights and knowledge of this field to investigate its potential ap-
plication in the field of DIC. As such, this project does not involve the creation of
novel ANN layers or architectures, but instead employs well-established concepts of
ANNE.
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Chapter 4
2D DIC in MATLAB

This chapter addresses Objective 1, by developing a modular 2D DIC framework
that is predominantly consistent with current state-of-the-art practices while offering
full control over setting up the correlation problem. The resulting 117 line MATLAB
code® is well-documented drawing direct links between the mathematical theory
and practical implementation. The image correlation aspect of the framework is val-
idated on image sets provided by the iDICs 2D DIC Challenge (version 1) showing
that it performs on par with well-established algorithms in terms of dealing with
noise, contrast changes and spatial resolution demands.

This chapter is published in the Multidisciplinary Digital Publishing Institute
(MDPI) Remote Sensing journal under the title A 117 Line 2D Digital Image Correlation
Code Written in MATLAB [191]° and is presented here in its pre-review form (prior
to input from the reviewers). Considerations arising during the review process are
discussed in the post-submission discussion section which concludes this chapter.
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4.1 Nomenclature of Chapter

« Homogeneous scaling variable
B Window size for the Gaussian filter
Cs Skew of sensor coordinate system (intrinsic camera param-
eter)
Cx, Cy Translation applied to sensor coordinate system (intrinsic
camera parameter)
CzNssD Zero-mean normalised sum of squared difference correla-
tion criterion
Cznce Zero-mean normalised cross correlation criterion
CovjFun Objective function of correlation
proj Total projection error
Reference image
Reference subset
Mean light intensity of reference subset
Normalisation function of reference subset
F Light intensity gradient of the reference image

fi= [% %] Light intensity gradient of the reference subset

I~ T

< <]'\'\1'\h

Deformed image
Investigated subset
Mean light intensity of investigated subset
Normalisation function of investigated subset
Hessian of the optimisation equation
Number of pixels per-subset (counter is 7)
Jacobian of the optimisation equation
Intrinsic camera parameters

K Radial distortion parameters
Number of calibration images (counter is /)
Number of calibration targets per calibration image
(counter is m)

MAE,, MAE, Mean absolute error

T RS = monou
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w Function to populate a square matrix with the shape func-
tion parameters

P Stopping criterion value

P Shape function parameters

Py piate Updated shape function parameters

AP Iterative improvement estimate of the shape function pa-
rameters

Q Number of subsets per an image (counter is q)

R Rotation matrix

RMSE,, RMSE, Root mean square error

0 Calibration plate thickness

o8 Standard deviation of the Gaussian function for Gaussian
filtering

Oy, Oy Variance (standard deviation of the absolute error)

t Time

T Translation vector

Tspec Translation vector corrected for the thickness of the calibra-
tion plate

u Displacement in the x-direction in the distorted sensor co-
ordinate system

ufrue True displacement of subset in the x-direction in the dis-
torted sensor coordinate system

yeale Calculated displacement of subset in the x-direction in the
distorted sensor coordinate system

i Undistorted metric displacement in the x-direction in the

Ox, Oy, Uxx, Uxy, Oyy
w

oW,

JoP

world coordinate system

Derivatives of the x-direction displacement

Extrinsic camera parameters

Displacement in the y-direction in the distorted sensor co-
ordinate system

True displacement of the subset in the y-direction in the dis-
torted sensor coordinate system

Calculated displacement of the subset in the y-direction in
the distorted sensor coordinate system

Undistorted metric displacement in the y-direction in the
world coordinate system

Derivatives of the y-direction displacement

Shape function

Jacobian of the shape function in terms of the shape func-
tion parameters for pixel i

Ideal world coordinates

Ideal sensor coordinates

Normalised ideal image coordinates
Normalised distorted image coordinates
Distorted sensor coordinates
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xfrie = [xftrue qytrue] T True location of the calibration targets in the distorted sen-

sor coordinate system

xeale — [yeale yeale]™ T ocation of the calibration targets in the distorted sensor
coordinate system predicted by the camera model

x0 =[x y°] T Centre of reference subset in the distorted sensor coordi-
nate system
0= 20 §°] r Centre of reference subset in the undistorted sensor coordi-
nate system
T . : : .
x?=[x? 4 Centre of investigated subset in the distorted sensor coor-
dinate system
T . . . .
2= [24 99 Centre of investigated subset in the undistorted sensor co-
ordinate system
xi =[x yil T ith pixel position of the reference subset in the distorted sen-
sor coordinate system
xp =[x}yl T ith pixel position of the investigated subset in the distorted
sensor coordinate system
Ax; = [Axi Ayi] T Distance from the reference subset centre to it pixel posi-
tion of reference subset
Ax} = [Ax] Ay}] r Distance from the reference subset centre to ih pixel posi-

tion of investigated subset

Undistorted reference subset position in the world coordi-
nate system

N - ~d1T . . . e .

2 = (%4 94 ] Undistorted investigated subset position in the world coor-
dinate system

Cxs Cy Scaling of metric units to pixels (intrinsic camera parame-
ter)

4 Maximum distance of a pixel of the reference subset to the

centre of the reference subset

4.2 Introduction

Digital image correlation (DIC) determines the displacements and deformations
at multiple points spanning the surface of an object (full-field displacements and
deformations) from images captured of the object. It is a full-field, non-contact, opti-
cal technique which are categorised as either interferometric or non-interferometric.
The interferometric techniques, such as Electronic Speckle Pattern Interferometry
and Moiré Interferometry, require a coherent light source and need to be isolated
from vibrations [192]. As such, their utilisation is in the confines of a laboratory. In
contrast non-interferometric techniques, DIC and the grid method, require simple
incoherent light and are more robust with regards to ambient vibrations and light
variations [22]. Thus non-interferometric techniques are more attractive due to their
less stringent requirements and are mostly used in open literature. DIC allows for a
more straightforward setup compared to the grid method as it only requires a ran-
dom, irregular pattern on the surface of the object instead of a regular grid.

These advantages of DIC over other full-field, non-contact, optical techniques,
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along with the decreasing cost and increasing performance of digital cameras, has
led to widespread use of DIC in various fields. Some applications of DIC include: (i)
performing human pulse monitoring [51, 52]; (ii) analysing the stick-slip behaviour
of tyre tread [193]; (iii) determining the mechanical properties of biological tis-
sue [194, 195, 196]; (iv) in situ health monitoring of structures and components [197,
198, 199]; and (v) remote sensing applications [187, 200, 201, 202]. However, DIC has
received the most attention, and thus development, for applications in experimental
solid mechanics. As such this paper will predominantly focus on DIC in the context
of experimental solid mechanics applications.

In the field of experimental solid mechanics measuring the displacement and de-
formation experienced by a specimen, as a result of an applied load, is essential
to quantify its mechanical properties. As such DIC is advantageous for three rea-
sons. Firstly, its full-field nature allows more complex constitutive equations to be
used to determine more than one material property at a time using methods such
as the Virtual Fields Method [203, 204, 173] and the Finite Element Model Updating
Method [205]. Secondly, the non-contact nature of DIC avoids altering mechanical
properties of the materials being tested such as in the case of determining the ma-
terial properties of biological tissue [194, 195, 196] and hyper-elastic materials [206].
Lastly, DIC allows the specimen to be exposed to harsh environments such as high-
temperature applications, while still being able to take measurements, provided the
specimen is visible [47].

When DIC was first introduced by Peters and Ranson in 1982 [207] it used a sim-
ple cross-correlation criterion with a zero-order shape function (SF) and could not
account for the deformation of the specimen or variations in ambient light. Between
1983 and 1989 Sutton and his colleagues improved the technique by introducing the
first-order SF [9], the normalised cross-correlation criterion which is more robust
against light variations [10], the Newton-Raphson (NR) optimisation method [153]
and bi-cubic b-spline interpolation [11]. The two-dimensional (2D) DIC technique
was extended to three dimensions (three-dimensional (3D) or stereo DIC) in 1993 by
Luo et al. [208] and to digital volume correlation (DVC) in 1999 by Bay et al. [28]
using X-Ray tomography-computed images.

The most significant contributions to the current state-of-the-art DIC technique,
as identified by Pan [22], occurred during the 21st century. In 2000, Schreier et al. [12]
proved that bi-quintic b-spline interpolation is the best interpolation method for
accurate sub-pixel displacements. In the same year, Lu and Cary [13] introduced
the second-order SF to account for more complex deformations. In 2004 Baker and
Matthews [15] proposed the inverse compositional Gauss-Newton (IC-GN) optimi-
sation method using the sum of squared difference correlation criterion which is
more efficient than the NR method. However, Tong showed in 2005 [14] that the
zero-mean normalised sum of squared difference (ZNSSD) correlation criterion is the
most reliable and so Pan et al. [209] adapted the IC-GN method to use the ZNSSD cri-
terion in 2013. Finally, Gao et al. [210] introduced the second-order SF to the IC-GN
method in 2015. The IC-GN method is considered to be the state-of-the-art optimi-
sation method because it has been shown to be theoretically equivalent to the NR
method [15] while offering improved accuracy, robustness to noise and computa-
tional efficiency in practice [211].

The DIC process is complicated, comprising of several intricate elements, includ-
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ing: correlation, camera calibration, transformation of displacements between the
device and real-world coordinates and strain computation. Successful application
of DIC requires an understanding of all these elements and thus newcomers to the
tield need to overcome a difficult learning curve. To this end, there are several papers
which give a comprehensive breakdown of the theory involved in the DIC process
such as the papers by Pan et al. [209], Gao et al. [210] and Blaber et al. [166]. However,
in order to contribute towards the development of DIC a deep understanding of the
DIC process and its elements is required. It is incredibly time-consuming to gain
this working knowledge due to a lack of publications that directly bridge the gap
between the theory and its implementation in code. More specifically, papers either
do not provide code that details the implementation of the theory in practice [209,
210] or the code that they provide is too complex to be beneficial as a learning re-
source [166].

This paper aims to bridge the gap between the theory and implementation of
DIC. It does this by firstly presenting the theory for a 2D, subset based DIC frame-
work that is predominantly consistent with current state-of-the-art practices. There-
after the implementation of the theory of the framework as the provided 117 line
MATLAB code is discussed. Lastly the correlation aspect of the code is validated us-
ing the DIC Challenge image sets documented by Reu et al. [122]. More specifically,
its results are discussed in parallel with those obtained using either the commercial
software package by LaVision (Davis) and the open-source software Ncorr [166] or,
to results documented in the DIC Challenge paper [122], in order to draw conclu-
sions.

The framework, referred to as the ADIC2D framework, is implemented using
MATLAB because its simple syntax does not distract the reader from the mathe-
matics of the code. Additionally its built-in functions are used to simplify the code
and improve its efficiency. The code is modular, allowing readers to progressively
build up their understanding of the code so that recognising the connection between
the theory and code is straightforward. Moreover, this modularity allows for rapid
adaption of the code thereby encouraging readers to develop the capabilities of DIC.

4.3 Framework theory

DIC consists of four processes: calibration, correlation, displacement transforma-
tion and strain computation. Calibration involves determining the parameters of the
camera model which relates the location of a point on an object in the real world to
the location of the corresponding point in an image taken of the object. Correlation
calculates how portions of the object, captured in the image set, displace throughout
the image set. Displacement transformation then uses the parameters determined by
calibration to transform the pixel displacements determined by correlation to metric
displacements in the real world. Finally strain computation determines the strain
tields experienced by the specimen from the displacement fields.

4.3.1 Calibration

Calibration determines the parameters of the camera model. ADIC2D uses the
pinhole camera model to transform the location of a point in the real world to the
idealised location of the point in the image. Then a radial distortion model is used to
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relate the idealised location of this point to its actual, distorted location as illustrated
in Figure 4.1.

Zi X x
. % D——‘-—-
B / . y
3D object Ideal image Actual image
(World CS) (Sensor CS) (Distorted sensor CS)
L Pinhole camera _I L Radial distortion _T
model model

Figure 4.1: Schematic diagram illustrating how the camera model is comprised
of the pinhole camera model and radial distortion model.

4.3.1.1 Homogeneous coordinates

The pinhole camera model works with homogeneous coordinates as these allow
rotation, translation, scaling and perspective projection to be applied using matrix
multiplication. An n-element vector, that represents a point in n-dimensional space,
is converted to homogeneous coordinates by appending a scaling variable of unity
to the end of the vector. Converting back from homogeneous coordinates involves
dividing each element of the vector by the last element, the scaling variable, before
removing the last element. Homogeneous coordinate vectors are indicated by un-
derlining the variable name. For more information on homogeneous coordinates
refer to the work of Bloomenthal and Rokne [212].

4.3.1.2 Pinhole camera model

The pinhole camera model relates the location of a point in the world coordinate
system (CS) to its corresponding idealised location in the sensor CS. The 3D world CS
is defined such that its x-y plane is coincident with the surface of the specimen under
consideration — 2D DIC is limited to determining displacements that occur within
this x-y plane. The 2D sensor CS is defined such that its x-y plane is coincident with
the plane of the charge-coupled device which captures light rays incident upon its
surface as an image. Let the homogeneous coordinates in the world and sensor CS be
= [f0 Jo 2w 1] T and =% 75 1] T, respectively. Note that the circumflex
indicates that the coordinates are ideal (undistorted). The pinhole camera model is
given as [213]

X X
Xs Gx ¢ Cx| |Ri1 Ri2 Riz Th yAw

aX;=wa|Ps| =10 &y cy| |[Rm Ry Roz T 2“’ =KVz%, (4.1)
1 0 0 1 R31 Rz Rzz Tj 1w

where matrices V and K contain the extrinsic and intrinsic camera parameters,
respectively. The extrinsic camera parameters define a rotation matrix R and a trans-
lation vector T which define the position and orientation of the world CS relative
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to the position and orientation of the camera. Thus the extrinsic camera parame-
ters change if the relative position or orientation between the specimen and camera
change.

In contrast the intrinsic camera parameters remain unchanged because they are
only dependent on the camera system. The parameters ¢, and ¢, perform scaling
from metric units to units of pixels. This paper uses millimetres as the metric units.
The parameters cy and ¢y apply translation such that the origin of the sensor CS is at
the top left of the image as shown in Figure 4.1. The parameter c; converts from an
orthogonal CS to a skewed sensor CS. Here ¢; = 1 since an orthogonal sensor CS is
assumed.!! The parameter a is an arbitrary scaling variable of the homogeneous co-
ordinates which is factored out. For more information on the pinhole camera model
refer to the work of Zhang [213] and Heikkila et al. [214].

4.3.1.3 Radial distortion model

According to Tsai [215] and Wei et al. [216] the difference between the ideal and
actual image can be well accounted for by using only a radial distortion model. Ra-
dial distortion is caused by the lens system having different magnification levels
depending on where the light ray passes through the lenses. The image experiences
either an increase (pincushion distortion) or decrease (barrel distortion) in magni-
fication with increasing distance from the optical axis. The radial distortion model

. . . . . . . o AT
requires that £; be converted to normalised ideal image coordinates, £, = [xn yn] ,
using the inverse of the intrinsic parameter matrix as

o[- § 0w

This equation includes a matrix to convert from homogeneous coordinates to
Cartesian coordinates. £, is related to the normalised, distorted image coordinates,

Xn = [Xn Yn] T as [213]
2
X, = (1 + k121 %, + 10 (f,{aen) ) 2 (4.3)

where k1 and «x; are the unit-less radial distortion parameters that quantify the
severity of the distortion. x;, is converted to distorted coordinates in the distorted

sensor CS, x = [x y}T, as
X
x 100 "
x:{]:{o 1 O}K Yn 4.4)

4.3.1.4 Calibration process

Calibration determines the extrinsic, intrinsic and radial distortion parameters
using images taken of a calibration plate. A calibration plate is an object with a flat
surface having a high contrast, regular pattern which contains distinctive, point-like
features called calibration targets (CTs). It is used to define a set of 3D coordinates in
the world CS and a corresponding set of distorted, 2D coordinates in the distorted
sensor CS.

11 As noted in Section 4.8, ¢s should at set as ¢s = 0.
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The 3D coordinates of these CTs in the world CS are predefined. In fact, they lie
on the x-y plane of the world CS and define its position and orientation. The set
of corresponding distorted, 2D coordinates in the sensor CS can be determined by
locating the CTs in an image taken of the calibration plate. These two sets of 3D and
2D coordinates are used to solve for the parameters, of the camera model, which
describe the relationship between the two. This is done in two steps.

The first step determines initial estimates for the extrinsic and intrinsic camera
parameters using the closed form solution method proposed by Zhang [213]. The
initial estimate of the radial distortion parameters are set to zero.

The second step works with two sets of CTs in the distorted sensor CS: the true

CTs, x're = [xfrue ytrue]” obtained directly from the calibration images and the cal-

culated CTs, x°lc = [xcale yyeale] T, obtained by transforming the known CTs of the
world CS to the distorted sensor CS using the camera model and the current estimate
of the calibration parameters. The difference between the true and calculated CTs is
quantified as the total projection error, E projs given as

L M 2 >
Epi =1 1 ((xfzfc —xine) "+ (vime = vine) ) (45)
=1m=

There are L many calibration images and M many CTs per calibration image. The
second step uses iterative, non-linear, least-squares optimisation to solve for the cal-
ibration parameters which minimise E,,,;. Note that multiple calibration images are
used in order to form an over-determined system of equations. This makes the cali-
bration process less sensitive to noise inherent in the images. For more information
on the calibration process refer to the work of Zhang [213] and Heikkila et al. [214].

The last process in calibration corrects T for the thickness of the calibration plate,
p, such that the x-y plane of the world CS is coincident with the surface of the spec-
imen under consideration. The corrected translation vector, Tspec, that replaces T in
Equation (4.1) is determined as

0
’1-:9ng — T - R 0 (4.6)
0

where T and R are the translation vector and rotation matrix determined by the
above calibration process, respectively.

4.3.2 Correlation

Correlation considers two images: a reference image, F, representing the speci-
men at time t = 0, and a deformed image, G, representing the specimen at time = 1.
F is broken up into subsets which are groups of neighbouring pixels. Conceptually
correlation attempts to determine how a reference subset (f) must displace and de-
form such that it matches a corresponding subset, the investigated subset (g) in G.
In practice, however, f remains unchanged while its pixel centre positions (hereafter
referred to as pixel positions) are displaced and deformed according to W, a prede-
fined SF, resulting in the query points of the investigated subset. The investigated
subset is obtained by sampling the deformed image at these query points. To better
understand this some details of correlation need to be explained.



Stellenbosch University https://scholar.sun.ac.za

CHAPTER 4. 2D DIC IN MATLAB 49

Correlation operates in the distorted sensor CS as illustrated in Figure 4.2. f’s
centre position, x° = [x y°]", has been displaced by # and v in the x- and y-
direction, respectively, to obtain g’s centre position, ¥ = [x? ] . The ith pixel
position of f, given by x; = [x; yi] T, is based on x° and the distance from x° to X,

Ax; = [Ax; Ay T as

(1,1) o Legend
Ax; 3 =
i ° Coordinate position
A_]l"ll x! _,ﬁ v 7 .
8 i ° Subset centre
v x° :
y — | Displacement
—> | Coordinate system
v <— | Distance
Y u
Pixel
[ ] | Reference subset
D Investigated subset

Figure 4.2: Schematic diagram illustrating how the pixel positions of the
reference and investigated subsets are related to one another within the distorted
sensor CS.

X; Ax; %0
i =Ax;+x0= 11={ 11+[ } 4.7
X X X0 L/z A]/i y() ( )

Similarly, the corresponding i query point of g, x} = [x] /] T, is based on x°

and the distance from 2 to x, Ax! = [Ax] Ay!] T as
/ / 0
, / 0 X’ Ax’ X
x':Ax-—Fx:{l}:{ 1}—1—{ } (4.8)
e vil ] Y
Ax! is defined relative to x° because x is unknown prior to correlation. u and v
are a special case of Ay} and Ax] for the pixel at the centre of the investigated subset.

Ax] is determined using W which modifies Ax; according to a given displacement
and deformation quantified by the shape function parameters (SFPs), P, as

Ax; =W (Ax;,P). 4.9)

Each pixel of the investigated subset, g;, is populated by sampling the light inten-
sity of the deformed image at x;. However, images are discrete and so interpolation
must be used to obtain these light intensities of G at non-integer locations. As such,
F and G are treated as functions which return the light intensity at a location in the
image. For G this involves interpolation. The pixels of f and g are populated by
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sampling these functions as
fi=F(x*+Ax;) and g =G(x°+ W (Ax;,P)) (4.10)
The similarity between f and g is quantified by the correlation criterion. Correla-

tion aims to find the SFPs which define an investigated subset which closely matches
the reference subset.

4.3.2.1 Correlation criterion

The two most popular types are the ZNSSD and zero-mean normalised
cross-correlation (ZNCC) criteria which are robust against offset and scal-
ing changes in light intensity. The ZNSSD criterion, which has a range of
{Cznssp € R|0 < Cznssp < 4} where 0 indicates a perfect match, is calculated as

I r —
CZNSSD = ) [fl f_& - g]z (4.11)
iz f g

where [ is the number of pixels contained within a subset, f =

I
Zi:ll fl and

g = M are the mean light intensity values, and f = \/ Y (fi - f)z and

g= \/ Yo(gi— ? are the normalisation functions of subsets f and g, respectively.

Similarly, the ZNCC criterion, which has a range of {Czncc € R| —1 < Cznce <1}
where 1 indicates a perfect match, is given as

I=1

Pan et al. [102] proved that these two criteria are related as

C

Czncc=1-— w (4.13)

The more computationally efficient ZNSSD criterion is evaluated within

ADIC2D; however it is reported as the ZNCC coefficient, using Equation (4.13),

because its range is more intuitive. For more information on correlation criteria refer
to the work of Pan et al. [102].

4.3.2.2 Shape function

The most common SFs are the zero (W5F), first (W5F!) and second-order SFs
(WSF2) expressed as [13]

1 0 u Axi
SFO  pSF0Y _ .
w (Ax,,P ) = { 01 o ] Ai%
Ax,-
SF1 sk _ | 1H+ux  uy ou .
W (Axl,P >— { o 1+, v} Alyl (4.14)
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and
_ Ax% _
AxiAy,-
WSE2 (Axi,PSH) _ { %Mxx Uyy %uyy T+uy uy u Ayf
Ay;
- 1 =

where 1 and v represent the displacement of x° in the x- and y-directions, respec-
tively, and their derivatives (subscript x and y) define the deformation with respect
to the reference subset. Specifically, uy, uyy, v, and vy, represent elongation while
Uy, Ux, Uyy, Uxx, Uxy and vy, represent shearing of the subset. Higher order SFs, con-
taining higher order displacement derivatives, allow for more complex deformation
as shown in Figure 4.3.

Zero-order SF First-order SF Second-order SF
+ + + + P T
b . b . * ® ° ° ° °
+ T+ T+ 4+ PR
L .+ L L] .+ + ™ ® o ® e
i + + + + |F
L -+ [ ] L] 0+ + ® ° [ ] ° ®
L] ] L ] ) [ ] + + + + +
+ + + + L ® ® ® L ] +
L L] L L] L] .+ '+ L] + L] + e
Legend Subset outline Pixel positions Subset centre
Reference subset — o e
Investigated subset — + +

Figure 4.3: Schematic diagram illustrating the allowable deformation of a
subset for various SF orders.

This enables higher order SFs to more reliably track subsets in complex displace-
ment fields. The elements of P, for each SF order, are stored as

PSFO:[u U}T
PSFl:[u Uy Uy U Oy vy]T (4.15)

and
T

P5F2 = [ U Uy y Uype Uxy Uy U Uy Uy Uxy Uxy Uy |
4.3.2.3 Interpolation
Interpolation determines the value at a query point (x}) in an image by fitting
an equation to the surrounding light intensity data and evaluating the equation at
xg . Polynomial interpolation and b-spline interpolation, shown in Figure 4.4 for the
one-dimensional case, are the most popular types for DIC.
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Polynomial interpolation fits a local polynomial equation of order n to a window
of data of size n + 1 as shown in grey in Figure 4.4(b) for cubic polynomial interpola-
tion. The resulting interpolation equation is a piecewise polynomial where only the
central portion of each local polynomial equation is used. The interpolation equation
is C? and C! continuous for linear and cubic polynomial interpolation, respectively.
Refer to the work of Keys [217] for more information on cubic polynomial interpola-
tion.

1.2

...
[N

* Known pixel data * Known pixel data
|— Interpolation equation — Interpolation equation

* Known pixel data (b)
Interpolation equation

—_—
o
—
—
(2]
—

o

.Q — i | _" o1 ! Local interpolation equation | ..f:“‘ 1 | Basis functions
g | ! g |
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0.2} “02
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Figure 4.4: Graphical representation of the interpolation equations for: (a)
linear polynomial; (b) cubic polynomial; and (c) cubic b-spline interpolation
methods.

In contrast, b-spline interpolation builds up an interpolation equation from lo-
cally supported basis functions. More specifically, a basis function is defined at each
data point and the coefficients of all these basis functions are determined simulta-
neously from the data. This is done such that the summation of the basis functions
forms the interpolation equation as shown in Figure 4.4(c). For cubic b-spline the
interpolation equation is C? continuous. Refer to the work of Hou et al. [218] for an
in-depth discussion of bi-cubic b-spline interpolation.

The interpolation method should be as exact as possible in order for correlation
to determine sub-pixel displacements reliably and efficiently because interpolation
is the most time consuming part of correlation for iterative, sub-pixel DIC [219].

4.3.2.4 Gaussian filtering

High order interpolation methods, such as bi-cubic b-spline interpolation, are
sensitive to high frequency noise contained in the images [114]. A Gaussian, low-
pass filter is used to attenuate the high frequency noise of each image of the image
set in order to reduce the bias of the displacement results caused by the interpolation
method. Gaussian filtering convolves a 2D Gaussian point-spread function (PSF)
with the image. The Gaussian function consists of a window size,  (in pixels), and
standard deviation, 0¢, to determine a weighted average light intensity at each pixel
position in the filtered image from a window of pixels in the unfiltered image. The
Gaussian point-spread function is scaled such that the sum of itself equals 1.
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Although interpolation is only required for G, all the images of the image set
(including F) need to be filtered such that the light intensity patterns of the subsets,
considered by the correlation criterion, are directly comparable. Despite the fact that
variance of the displacement results is independent of the interpolation method, it
is dependent on the image detail which is reduced by smoothing [60]. Therefore,
and ¢¢ should be chosen to reduce bias while not significantly increasing variance.
For more information on Gaussian filtering refer to [114].

4.3.2.5 Optimisation method

The optimisation problem aims to minimise the correlation criterion (Equation
(4.11)) by using the IC-GN method to iteratively solve for the optimal SFPs. An illus-
tration of this process is shown in Figure 4.5. Substituting Equation (4.10) into Equa-
tion (4.11) results in an expression in terms of F and G being obtained. In addition,
Equation (4.11) is modified to include an iterative improvement estimate, AP. Nor-
mally, iterative updating uses the forward additive implementation in which both
AP and P are applied to the investigated subset as P + AP. However, for the inverse
compositional implementation AP is applied to the reference subset and the current
estimate of P is applied to the investigated subset. Thus, the objective function is
given as

f > Vf; ow; < SF order
\ 4 aP
Calculate H~1 Axi
v
» SF(W) [« SFPs estimate (P)
L 2
Ax;
Update P 7
A

xX; |e x°
v T g Interpolation

Evaluate Interpolaie Gatx; [ coefficients of G

— -1
AP—;H J g.gand §
Y Subset size
Determine ||AP]| —
Calculate J I Stopping criterion value ()
A
False True
Calculate Czycc * End

Figure 4.5: Flow diagram of ADIC2D’s correlation process.

L [F(x°+ W (Ax,AP)) — f G (2 + W (Ax;,P)) — g]°
Covjrun = Z f o g
i=1

(4.16)
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Taking the first-order Taylor series expansion of Equation (4.16) in terms of AP
gives

I [F(x0+Axi)+Vfi%AP—f_G(x0+W(Axi,p))—g- ? w1

Covj un —
ObjF Z f g

i=1
where V f; = [% %—J;i] is the light intensity gradient of f and % is the Jacobian

of the SF at each pixel position. For the zero, first and second-order SFs % is given
as [13, 15]

01

BWiSFO B 1 0
oPSFO

oWSFEL , .
l _{1 Ax; Ay; 0 0 0 } (4.18)

oPSF1 | 0 0 0 1 Ax; Ayi

and

2 2

oW 1 Ay Ay S Axay B0 00 0 00 0

opst2 00 0 0 0 0 1 Ax; Ay 25 Axny; 2L
Setting Equation (4.17) to zero and taking the derivative with respect to AP gives

the first-order, least-squares solution. Rearranging to make AP the subject of the

equation yields

AP:—H_lzll Vf'avvi ' f'—f—j—r(G(x”-I—W(Ax- P)) —3) (4.19)
= 1 aP 1 g_ 17 g .
where H is the Hessian given by Equation (4.20) and the remaining terms, within
the summation, of Equation (4.19) form the Jacobian, J. H is independent of the SFPs
and remains constant during iterations. Thus, Equation (4.20) can be pre-computed

before iterations begin.
! AN oW,
m=x| (V%) (75 )
1=

Note that since AP is applied to the reference subset, each iteration solves for a set
of SFPs which if applied to the reference subset would improve the correlation crite-
rion. However, instead of applying AP to the reference subset it is used to improve
the estimate of the SFPs of the investigated subset. More specifically, the updated
SEPs of the investigated subset, P, ,4,t., are obtained by composing the inverted iter-
ative improvement, AP, with the current estimate, P, as

Pupdate =w (P) w (AP)_l (4.21)

where w is a function which populates a square matrix with the values of the
SFPs as [210]

(4.20)

WSFO (PSFO> _

o O
S = O
S TR
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1+ uy Uy u
WP = | or 140, 0 (4.22)
0 0 1
1+ Aq Aj Aj Ay As Ag ]
A7 1+Ag A Ap  An Ap
WSF2 (PSF2> _ 11413 A 1 1'_ A5 A Ay Asg
%uxx Uyy %”yy 1+ uy Uy u
20xx Uy 20yy oy  1+4+ov, 0
o 0 0 0 0 1
where A; through A;g are
A1 = 2uy + U2 + Uiy, Ao = 2uttgy + 2 (14 uy ) uy
Az = uﬁ—I—uuW Ay =2u(1+ uy)
As = 2uuy Ag = u?
Ay = % (Vttyx + 2 (1 + uy) Uy + UUxy)  Ag = Uy + Uy Dy + Vllyy + UVxy + 0y + Uy
Ag = 3 (vuyy +2 (1 +vy) uy + uvy,) A1p = U + Vil + 1Dy
A = u+ ouy + uvy, A1p = uv
A1z = 02 4 00y A1y =200y, + 205 (1 +vy)
A1 = 20y + V5 4 00y Aqg = 200,
A17 =20 (1 + ’()y) Alg = ’02

The optimisation method is computationally efficient because before iterations
begin the following are computed: (i) H and its inverse; (ii) the interpolation coef-
ficients of G; and (iii) the image gradients of F using the Prewitt gradient operator.
Each iteration step involves evaluating W (Equation (4.14)) using the current esti-
mate of P to obtain Ax}, which is used by Equation (4.8) to compute x/, interpolating
G at x} in order to compute g, § and § and finally computing AP using Equation
(4.19). For each iteration P is updated using Equation (4.21). Iterations continue
until the stopping criterion deems that P is a solution. The correlation coefficient is
then computed using Equation (4.11) substituted into Equation (4.13) and u and v
are obtained from the SFPs.

4.3.2.6 Stopping criterion

Iterations stop once the change in SFPs, |AP||, is below a specified threshold
referred to as the stopping criterion value (1) [209]. The expressions for ||AP|| for the
SF orders are [210]

]« 2+ ]
HAPSHH _ [Auz + (Auxl)? + (Auyg)z + AV + (Avy D) + (Avyg)z] 05

2 2
and HAPSFZH = [ A+ (Auyl)* + (Auy§)2 + <;Auxx§) + <;Auxyg> + (4.23)

05
1 1

2 2 2 2
(30t ) + 80 + (80,0 + (89,2 + (380 ) + (3800t *Q%C)]
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where { = ‘/72_1 is the furthest distance from x°.

4.3.3 Displacement transformation

Displacement transformation maps # and v from the distorted sensor CS to the
world CS. First, the position of the investigated subset, x?, is determined as

BZ} - B] i [Z] (4.24)

An exact analytical solution for the inverse of Equation (4.3) does not exist
because it requires determining the roots of a polynomial of degree greater than
four [220]. As such distortion is removed from the reference and investigated subset

positions using non-linear, least-squares optimisation.

The resulting undistorted sensor coordinates of the subset before, 2 = [£° §°] h

. . 7 T )
and after deformation, 9 = [xd yd} , are transformed to the world CS using the
inverse of the pinhole camera model as

Xw Cx Cs Cx Ri1 Rip Ty g
Yo | = 0 {:y Cy Ry1 Ry Tp Us (4.25)
1 0 0 1 /|| Ry Ry T 1

The corrected translation vector determined by Equation (4.6) is used in Equation

(4.25). The resulting position of the reference, £, = [£, 75,] T and investigated sub-

N n ~d1T . . . .
sets, xz, = [xfu y‘f{,} , in the world CS are used to determine the metric displacement

experienced by the subset, [y ¥y] T, as

| _[%5] _ [%
oc] = ] - 5 w29
4.3.4 Strain computation

Strains are computed from the gradients of the displacements determined us-
ing Equation (4.26). A method of smoothing displacements before differentiation is
recommended because these displacements contain noise which is amplified by dif-
ferentiation. The method of point-wise least-squares proposed by Pan et al. [221] fits
a planar surface to a window of displacement data using linear, least-squares optimi-
sation with the subset of interest located at the centre of the window. The resulting
equation for the planar surface is differentiated to determine the displacement gra-
dients for the subset of interest. This is done for each subset and these displacement
gradients are used to calculate the strains.

4.4 Framework implementation

The ADIC2D framework, provided in Appendix A'?, is called from the com-
mand prompt as "ProcData=ADIC2D(FileNames, Mask, GaussFilt, StepSize,
SubSize, SubShape, SFOrder, RefStrat, StopCritVal, WorldCTs, ImgCTs,
rho)" requiring input variables as defined in Table 4.1 and providing an output

12Due to page limit constraints the code is not provided within the appendices but can be accessed
at: https://github.com/SUMatEng/ADIC2D
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variable as a structured array containing data for each analysed image d and subset

q as detailed in Table 4.2
Table 4.1: Description of the required input variables for the ADIC2D
framework.
Variable Variable description
FileNames |Cell array of character vectors containing the image file names of the image
set d. All images need to be the same size.
Mask Logical matrix, which is the same size as the images, indicating which pixels
should not be analysed during correlation.
GaussFilt |Define the standard deviation and window size for the Gaus-
sian filter in pixels as [FiltSigma, FiltSize], respectively, where
{FiltSigma € R*|FiltSigma > 0} and {FiltSize € IN}.
StepSize Step size in pixels {StepSize € IN}.
SubSize Subset size in pixels {SubSize =2k + 1|k € N}.
SubShape Subset shape {SubShape € ’Square’,’Circle’}.
SFOrder Dictates the SF order {SFOrder € Z|0 < SFOrder < 2}.
RefStrat Logical statement dictating reference image strategy (Section 4.4.2).
StopCritVal | Defines the stopping criterion value {StopCritVal € R"|StopCritVal > 0}.
WorldCTs Location of CTs in the world CS defined according to MATLAB’s
estimateCameraParameters function.
ImgCTs Location of CTs in the sensor CS defined according to MATLAB’s
estimateCameraParameters function.
rho Calibration plate thickness in millimetres.

Table 4.2: Accessing the output variables for image d (contained in

ProcData(d)) and subset number q.

Variable Variable description

ImgName Image name.

ImgSize(b) | Image size (b =1 for rows and b = 2 for columns).

ImgFilt(b) | Standard deviation (b = 1) and window size (b = 2) for the Gaussian filter,
respectively, in pixels.

SubSize(q) | Subset size in pixels.

SubShape (q) | Subset shape.

SFOrder(q) | SF order.

Xos(b,q) Reference subset position in the distorted sensor CS (b =1 for x° and b =2
for y°).

Xow(b,q) Reference subset position in the world CS (b = 1 for £, and b =2 for §?).

P(b,q) SFPs (b =1 for u and b = 7 for v).

Cc(q) ZNCC coefficient.

Uw(b,q) Displacement in the world CS (b = 1 for i, and b = 2 for 9y,).

Iter(q) Number of iterations until stopping criterion is satisfied (maximum of 100
iterations).

CamParams Calibration parameters.
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4.4.1 ADIC2D function

ADIC2D is the main function and is outlined in Table 4.3. Its purpose is to set
up the DIC problem and call the appropriate subroutines. ADIC2D defines variables
on a per-image and subset basis to allow for complete flexibility in assigning Xos,
SubSize, SubShape and SFOrder. Although ADIC2D is capable of this, it assigns the
same SubSize, SubShape and SFOrder to each subset (in line 8 based on the inputs)
since this is the most common use case. Output variables are pre-assigned in line
8 to allow for the collection of input data used and efficient storage of computed
variables. Note that the SFPs are stored in a vector P which corresponds to the size
of the second-order SFP vector in Equation (4.15). Thus the second-order SFPs of P,
not used by the specified SF order, remain zero.

Table 4.3: ADIC2D algorithm summary.

Line numbers | Task performed

Lines 2-4 Compute image names, number of images and size of the first image;

Lines 5-6 Create regularly spaced reference subset positions, Xos;

Line 7 Remove subsets containing invalid pixels which are defined by Mask;

Line 8 Pre-assign ProcData structure;

Line 9 Call subroutine ImgCorr to perform image correlation;

Line 10 Call subroutine CSTrans to perform transformation from the distorted
sensor CS to the world CS;

ADIC2D calls the subroutine ImgCorr to perform the image correlation as pre-
sented above. ImgCorr’s input variables are n (the total number of images in the set),
the pre-assigned variables in ProcData, FileNames, RefStrat and StopCritVal. The
output variables are P, C, Iter and StopVal which are stored in ProcData. The com-
puted SFPs are then passed to CSTrans to transform displacements to the world CS.
CSTrans’s input variables are n, ProcData, WorldCTs, ImgCTs and rho. The output
variables are Xow, Uv and MATLAB’s CamParams (containing the intrinsic, extrinsic,
and radial distortion parameters) which are stored in ProcData. Note that within the
subroutines ProcData is shortened to PD.

The presented framework assumes a constant, regularly spaced Xos defined us-
ing StepSize and SubSize. Subsets which contain pixels that Mask indicates should
not be analysed are removed.

4.4.2 Correlation implementation

Correlation is performed using five subroutines: (i) ImgCorr, which performs the
correlation on an image bases, i.e., between F and G; (ii) SubCorr, which performs the
correlation on a subset basis; (iii) SFExpressions, which defines anonymous func-
tions based on the SF order; (iv) SubShapeExtract, which determines input data for
SubCorr based on the subset shape, size and position; and (v) PCM, which determines
initial estimates for the displacement SFPs.

SubCorr’s input variables are the interpolation coefficients, f;, Vf;, SubSize,
SFOrder, Xos, Ax;, initial estimates for P and StopCritVal. Note that throughout
Section 4.4.2 variables with subscript i refer to the full set of this variable for a subset
(i.e., Vf; refers to V f;Vi € I). SubCorr’s output variables are P, C, Iter and StopVal.
SFExpressions’s input variable is SFOrder with outputs as anonymous functions to
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compute W, V fi% and ||P||. Moreover, two functions are included to compute w
(given in Equation (4.22)) and to extract the SFPs from w.

The framework considers two subset shapes, square and circular, which are com-
monly employed in subset based DIC. For circular subsets SubSize defines the diam-
eter of the subset. SubShapeExtract is used to determine f;, V f; and Ax; for a subset
based on the inputs SubSize, SubShape, Xos, F, VF and SubExtract. VF is the light
intensity gradient of the entire reference image and SubExtract is an anonymous
function, defined in line 2 of ImgCorr, which extracts a square subset from a matrix
based on the position and size of the subset. PCM returns u and v based on inputs F,
G, SubsSize, Xos (passed as 2 vectors as required by arrayfun) and SubExtract.

Furthermore, two reference strategies are considered, namely, an absolute and
an incremental strategy. The absolute strategy defines the first image as F (i.e.
FileNames (1)), whereas the incremental strategy defines the previous image as F
(FileNames(d-1)). The incremental strategy handles large deformations between
images more reliably; however, if total displacements are required, it suffers from
accumulative errors. The variable RefStrat is set to 0 or 1 for the absolute or
incremental strategy, respectively. Alternate reference strategies may be set by
modifying line 8 in ImgCorr.

Moreover, ADIC2D considers the zero, first and second-order SFs, as outlined in
Section 4.3.2.2. Set SFOrder to 0, 1 or 2 for the zero, first and second-order SFs,
respectively.

4.4.21 ImgCorr function

ImgCorr uses two nested for-loops as summarised in Table 4.4. The outer loop
cycles through the image set, whereas the inner loop cycles through the subsets.
ImgCorr reads the appropriate image pairs F and G from the image set, depending
on the chosen reference strategy, and filters both using MATLAB's imgaussfilt func-
tion. Alternate image filters can be employed by modifying line 5 and 9. Bi-cubic b-
spline interpolation coefficients are computed using MATLAB’s griddedInterpolant
function. Alternate interpolation methods can be set by either modifying line 6 by re-
placing ‘spline” with ‘linear” or “cubic’, or replacing it with an alternate interpolation
algorithm, such as MATLAB’s spapi function for higher order spline interpolation.
griddedInterpolant was used for computational efficiency.

For an incremental strategy, Xos is displaced using the displacement SFPs from
the previous correlation run, to track the same light intensity patterns within the
reference subsets. These displacement SFPs are rounded, as suggested by Zhou et
al. [222], such that the pixel positions of the reference subset have integer values and
avoid the need for interpolating the reference subset.

Correlation of each subset requires SFP initial estimates. For the first run ADIC2D
uses a phase correlation method (PCM) to determine initial estimates. Subsequent
correlation runs use the previous correlation run’s SFPs as an initial estimate. How-
ever, PCM is used for every run in the incremental strategy, as it allows for better
stability if large displacements are expected. PCM can be used between each run by
replacing line 15 with line 13. Moreover, alternate initial estimate strategies can be
implemented by changing line 13. The PCM algorithm is discussed in Section 4.4.2.5.
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Table 4.4: ImgCorr algorithm summary.

Line numbers | Task performed
Line 2 Define SubExtract function to extract square subset data;
Line 3 for image numberd =2tod =n, do
Line 4 Define G;
Line 5 Perform Gaussian filtering on G using MATLAB’s imgaussfilt func-
tion;
Line 6 Compute interpolation coefficients using MATLAB's
griddedInterpolant function;
Line 7 if first image of correlation run or Refstrat is incremental, do
Line 8 Define F;
Line 9 Perform Gaussian filtering on F using MATLAB's imgaussfilt func-
tion;
Line 10 Compute gradients for F (compute VF);
Lines 11-12 Displace Xos with previous image correlation run displacements (in-
cremental strategy);
Line 13 Call subroutine PCM to compute initial estimates of displacement
SEPs;
Line 14 else, do
Line 15 SetP(d) + P(d—1);
Line 16 end if
Line 17 Initialise temporary storage variables used to save correlation informa-
tion during the inner loop;
Line 18 for subset number q = 1 to number of subsets, do
Line 19 Call subroutine SubShapeExtract;
Line 20 Call subroutine SubCorr;
Line 21 end for
Line 22 Save correlation information to PD variable;
Line 23-24 Show results for image d correlation ;
Line 25 end for

The inner loop correlates each subset by using SubShapeExtract to determine the
data for a subset while SubCorr uses this data to perform correlation of the subset.
The loop can be implemented using parallel processing to reduce computation time
by changing line 18 to a parfor-loop. However during a parfor-loop the outputs of
SubCorr cannot be saved directly to a structure variable. It is for this reason that they
are saved to the temporary storage variables (initiated in line 17) during the loop
and assigned to PD thereafter.

4.4.2.2 SubShapeExtract function

SubShapeExtract returns the data sets of f;, Vf; and Ax; for a subset based on
its intended shape, size and position as outlined in Table 4.5. Note that these output
data sets are in the form of vertical vectors. Alternative subset shapes can be added
to this function provided they produce the same output data sets.

For a square subset SubExtract is used to extract the appropriate elements from
the input matrices (F and VF) which correspond to the pixels of the subset. Ax; is
determined in line 7 according to SubSize.
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Table 4.5: SubShapeExtract algorithm summary.

Line numbers | Task performed

Line 2 switch SubShape;

Line 3 case SubShape='Square’, do

Line 4-6 Extract f; and V f; using SubExtract;

Line 7 Compute Ax; using SubSize;

Line 8 case SubShape = 'Circle’, do

Line 9-11 Extract f; and V f; using SubExtract;

Line 12 Compute Ax; using SubSize;

Line 13 Determine mask of elements that fall within the circular subset;
Line 14-16 Use mask to extract appropriate data for circular subset;
Line 17 end switch

For circular subsets the same process is followed. This results in temporary data
sets f;, V f; and Ax; which correspond to a square subset of size equal to the diameter
of the intended circular subset. A mask identifying which elements, of these data
sets, fall within the radius of the intended circular subset is computed in line 13
using Ax;. This mask is used to extract the appropriate elements from the temporary
data sets of the square subset resulting in the appropriate data sets for the circular
subset.

4.4.2.3 SubCorr function

SubCorr is at the heart of ADIC2D and performs the subset based correlation, as
summarised in Table 4.6. It follows the theoretical framework presented in Sec-

tion 4.3.2.

Table 4.6: SubCorr algorithm summary.

Line numbers | Task performed

Line 2 Call SFExpressions to assign equations dependent on the SF order;
Line 3 Compute V f,-%;

Line 4 Compute H !, Equation (4.20);

Line 5 Compute normalisation values f and f;

Line 6 Initialise flag <— 0, iter <— 0 and AP < 1;

Line 7 while flag=0, do

Line 8 Compute Axg, Equation (4.14), using estimates of P;
Line 9 Compute g using interpolation coefficients;

Line 10 Compute normalisation values § and §;

Line 11 Compute ||AP|| using Equation (4.23);

Line 12 if ||[AP|| < StopCritVal or iter > 100, do

Line 13 Set flag«1;

Line 14 Compute C, Equation (4.11) substituted into Equation (4.13);
Line 15 else, do

Line 16 Compute J, Summation expression of Equation (4.19);
Line 17 Compute AP, Equation (4.19);

Line 18 Update P, Equation (4.21);

Line 19 end if

Line 20 Set iter «+ iter +1;

Line 21 end while
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4.4.2.4 SFExpressions function

SFExpressions returns five anonymous functions based on the SF order speci-
fied and is outlined in Table 4.7. W, defines Equation (4.14), dFdWdP defines V f,-%,
SFPVec2Mat defines Equation (4.22), Mat2SFPVec extracts P from SFPVec2Mat and
StopCrit defines Equation (4.23). Additional SFs, such as higher order polyno-
mials, can be added after line 20 provided they are consistent with the outputs of
SFExpressions.

Table 4.7: SFExpressions algorithm summary.

Line numbers | Task performed

Line 2 switch SFOrder

Line 3-8 case SFOrder= 0, do assign functions for zero-order SF;
Line 9-14 case SFOrder= 1, do assign functions for first-order SF;
Line 15-20 case SFOrder= 2, do assign functions for second-order SF;
Line 21 end switch

44.2.5 PCMfunction

PCM performs correlation using the zero-order SF in the frequency domain to
obtain initial displacement estimates. The algorithm is summarised in Table 4.8.
PCM is efficient; however, it is limited to integer pixel displacements and can only
use square subsets. Moreover, PCM is only capable of determining a reliable initial
estimate if the displacement is less than half of SubSize. For more information on
PCM refer to the work of Foroosh et al. [223].

Table 4.8: PCM algorithm summary.

Line numbers | Task performed

Line 2 Compute normalised cross-power spectrum in the frequency domain;

Line 3 Convert back to spatial domain;

Line 4 Find index of the maximum correlation coefficient;

Line 5 Compute index vector which relates indices of the correlation coefficient
matrix to the displacements they correspond to;

Line 6-7 Obtain displacements using index of the maximum correlation coeffi-
cient;

4.4.3 CSTrans function

CSTrans performs CS and displacement transformations from the distorted sen-
sor CS to the world CS as outlined in Table 4.9. CSTrans uses MATLAB’s image cali-
bration toolbox to determine calibration parameters according to Section 4.3.1 which
are used to perform the transformations detailed in Section 4.3.3. Note that the ex-
trinsic calibration parameters, extracted in line 8, are based on the final set of CTs
in the sensor CS (ImgCTs(:, :,end)). Alternate calibration algorithms may be imple-
mented by replacing lines 13 and 14.
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Table 4.9: CSTrans algorithm summary.

Line numbers | Task performed

Line 2 if calibration targets are given, do

Line 3 Compute calibration parameters using MATLAB’s
estimateCameraParameters function;

Line 4 else, do

Line 5 Set unit calibration parameters and pass to MATLAB's
cameraParameters function;

Line 6 Assign CTs in the distorted sensor and world CSs using Xos;

Line 7 end if

Line 8 Extract appropriate extrinsic parameters;

Line 9 Compute T;pec, Equation (4.6);

Line 10 for image number d=1 to d=n , do

Lines 11-12 Compute x;, Equation (4.24);

Line 13-14 Compute x, and x% using MATLAB’s undistortPoints and
pointsToWorld functions;

Line 15 Compute 7, and 9, Equation (4.26);

Line 16 Save calibration parameters;

Line 17 end for

4.5 Validation

ADIC2D was validated using the 2D DIC Challenge image sets that were cre-
ated using TexGen [224] or Fourier methods [225] as documented by Reu et al. [122].
Homoscedastic Gaussian noise was applied to each image set to simulate camera
noise. As stated by Reu et al. [122]: image noise is specified as one standard deviation of
the grey level applied independently to each pixel. The respective noise levels are listed
in Table 4.10. Samples 1-3 contain rigid body translations (RBTs) to assess the per-
formance of the ADIC2D framework in the ultimate error regime [184]. This type of
analysis aims to highlight the errors caused by contrast and noise, in the absence
of complex displacement fields, interacting with the numerical processes of corre-
lation [122, 17]. Sample 14 contains a sinusoidal displacement field with increasing
frequency. This type of analysis aims to highlight the compromise between noise
suppression and spatial resolution (SR) [122].

Table 4.10: Details for the samples of the 2D DIC Challenge [122].

Name Method | Noise | Contrast | Images | Displacement field

Sample1 | TexGen | 1.5 Varying | 21 Shift of 0.05 pixels in both di-
rections per-image

Sample2 | TexGen | 8 0-50 21 Shift of 0.05 pixels in both di-
rections per-image

Sample 3 | Fourier | 1.5 0-200 12 Shift of 0.1 pixels in both di-
rections per-image

Sample 14 | Fourier |5 0-200 4 Sinusoid in the x-direction of
increasing frequency (ampli-
tude 0.1 pixels)




Stellenbosch University https://scholar.sun.ac.za

CHAPTER 4. 2D DIC IN MATLAB 64

CS transformations were not performed during the validation process, by setting
WorldCTs = 0, ImageCTs = 0 and rho = 0. A stopping criterion of StopCritVal =
1074, limited to 100 iterations per-subset (line 12 in SubCorr), was used. The Gaus-
sian image filter was set to FiltSize =5 as this offers the best compromise between
reducing bias and avoiding increasing variance [114]. FiltSigma is specified on a
per-sample basis.

4.5.1 Quantifying error

Bias, variance, root-mean square error (RMSE) and SR were used to quantify er-
rors. Bias refers to the mean of the absolute error (MAE,, MAE,) between the corre-
lated and true values, while variance refers to the standard deviation of the absolute
error (0y, 0y). These are computed as

ZqQ:1 ‘ugalc . u(t{uel Zqul |vgalc o v;rue|

MAE, = 0 MAE, = 0 (4.27)

o Zqul( |Mgalc_ugrue| —MAEM)Z N Equl( ’vgalc_vsrue’ —MAEU)Z 128
u— Q—l 0— Q—l .

where ug’ll" and v%¢ are the correlated, u/"¢ and v!"* the true displacements in the

x- and y-direction, respectively and Q is total number of subsets. Bornert et al. [184]
introduced a RMSE which summarises the full-field displacement errors as a single
number calculated as

2 2
223:1 <ugalc_usrue> 223:1 (vgalc_vsrue)
0 and RMSE, 0

Strain bias, variance and RMSE are calculated in the same way. SR is defined as
the highest frequency of a sinusoidal displacement field at which the code is capable
of capturing the peak displacements and strains within 95% and 90% of the true val-
ues, respectively [122]. SR is reported as the period such that lower values indicate
better performance across all error metrics.

4.5.2 Samples 1-3

Samples 1-3 were correlated using ADIC2D, Blaber’s Ncorr (version 1.2) and
LaVision’s DaVis (version 8.4). Ncorr was used as it is well-established [226, 227]
and its correlation process is similar in theory to ADIC2D with the exception that it
uses bi-quintic b-spline interpolation and the reliability-guided displacement track-
ing (RGDT) strategy proposed by Pan [182]. DaVis uses bi-sextic b-spline interpola-
tion and was included to compare ADIC2D to a commercial software package.

ADIC2D was used by setting SubShape=’Circle’, StepSize=D5 pixels,
SFOrder=1 and SubSize to 21, 41 and 81 pixels. A FiltSigma of 0.4, 0.8 and
0.6 was used for Samples 1, 2 and 3, respectively. Subsets of size 21, 41 and 81 pixels
had 5000, 4500 and 3650 subsets per-image, respectively.

The following procedure is used to determine the error metrics for each sample
on a per-algorithm and per-subset basis: (i) the displacement errors in the x- and
y-direction were computed for each subset; (ii) these displacement errors were used

RMSE, = (4.29)
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to determine the error metrics in each direction for all subsets throughout the im-
age set; and (iii) Pythagoras’ theorem was used to determine the magnitude of each
error metric, in pixels (pix), which is reported in Tables 4.11-4.13 for Samples 1-3,
respectively.

Table 4.11: Sample 1 error analysis reported at x 10~ pix.
Code Subset size 21 Subset size 41 Subset size 81
Bias | Var'>|RMSE | Bias | Var |RMSE| Bias | Var [ RMSE
ADIC2D [ 2.32| 259 | 348 | 1.08 | 088 | 14 (0.634|0.481| 0.796
Ncorr [231]263 | 35 [0.995/0.822] 1.29 |0.504|0.402| 0.645
DaVis |[1.34| 1.05| 1.7 ]0.652|0.497| 0.819 [0.317|0.246| 0.401

Table 4.12: Sample 2 error analysis reported at x 1072 pix.
Code Subset size 21 Subset size 41 Subset size 81
Bias| Var’>| RMSE| Bias | Var |[RMSE| Bias | Var [RMSE
ADIC2D | 3.49 | 4.24 55 1.16 {0917 1.48 |0.519(0.391| 0.65
Ncorr |5.59| 596 | 817 | 2.05|1.71 | 2.67 |0.956/0.759| 1.22
DaVis [1.84| 157 | 242 |0.78110.599| 0.985 |0.377]0.281| 0.47

Table 4.13: Sample 3 error analysis reported at x 10~ pix.
Code Subset size 21 Subset size 41 Subset size 81
Bias | Var'® | RMSE | Bias | Var [ RMSE | Bias | Var | RMSE
ADIC2D|9.75| 8.17 | 12.7 |3.77(29 | 476 |1.87 (14| 2.34
Ncorr [9.18| 758 | 119 [3.97(3.05| 5.01 [236|1.7| 2091
DaVis |5.16|4.02 | 654 |24719| 312 [129| 1 | 1.64

Sample 1 reflects robustness to contrast changes, Sample 2 reflects robustness to
higher noise content with a limited contrast range and Sample 3 reflects effects due
to the interpolation method used.

ADIC2D’s performance for Sample 1 is similar to that of Ncorr (up to 26% higher
error). It is noted that ADIC2D does not use the RGDT strategy and therefore is
somewhat more susceptible to contrast changes compared to Ncorr.

The improved performance of ADIC2D over Ncorr for Sample 2 (up to 48% im-
provement) is reasoned to be due to the SF order used to obtain an initial estimate
of the SFPs. ADIC2D uses the zero-order SF resulting in reliable estimates of the
SFPs. In contrast, Ncorr uses an overmatched first-order SF which causes estimates
to take on spurious values, due to noise, causing correlation to proceed along an un-
favourable solution path. Moreover, DaVis removes displacement results with poor
correlation coefficients thereby not providing a true reflection of the overall error for
Sample 2.

Sample 3 highlights the effect of lower order b-spline interpolation for smaller
subsets. ADIC2D uses lower order b-spline interpolation, in comparison to Ncorr

13 Shorthand for variance
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and DaVis, resulting in less accurate matching for smaller subsets (ADIC2D for
SubSize=21 has a 7% higher RMSE relative to Ncorr).

4.5.3 Sample 14

ADIC2D was used for Sample 14 by setting SubShape=’Square’, StepSize=>5
pixels, SFOrder=1, FiltSigma=0.4 and SubSize to 25, 31, 51 and 71 pixels. A win-
dow of 9 measurement points was used to compute strain data. Table 4.14 shows the
displacement and strain results in the x-direction, for the last image of the set, that
were analysed using the MATLAB code provided by the DIC Challenge [122]. Codes
A and G published in [122], which exhibit the best noise suppression (variance) and
SR, respectively, are included for comparison. Subsets of size 25, 31, 51 and 71 pixels
had 43700, 43700, 42600 and 40600 subsets per image.

Table 4.14: Sample 14 error analysis in the x-direction for last image of the
image set [122].

Displacement Strain
C"Se/ . |RMSE[Var®[Max Bias| SR | RMSE Var |Max Bias| SR
subsetsize | (pix) | (pix) | (pix) | (pix) | (pix/pix) | (pix/pix) | (pix/pix) | (pix)
Code G | 0.010 |0.010] 0.012 | 100 | 453 429 923 74
ADIC2D 25| 0.018 [0.017| 0.015 |1629| 598 406 1488 | 173
ADIC2D 31| 0.014 [0.013| 0.017 | 160 | 600 335 1674 | 182
ADIC2D 51| 0.014 [0.007| 0.033 | 257 | 839 193 2720 | 233
ADIC2D 71| 0.022 [0.005| 0.059 | 354 | 1255 125 4412 | 294
Code A | 0.022 [0.005] 0056 | 716 | 1131 172 3399 | 410

ADIC2D is capable of dealing with high frequency displacement fields. For a
subset size of 71 pixels ADIC2D performs similarly to code A (within 0.1% differ-
ence) with the exception of an improved SR (51%) and higher maximum bias (5%).
As the subset size decreases so does the RMSE, bias and SR while variance increases.
For SubSize=25 pixels, the error metrics increase (except strain SR as illustrated
in Figure 4.6(b)), indicating a limitation of ADIC2D with regards to noise suppres-
sion and SR for smaller subset sizes (as shown in Figure 4.6(a)). The strain SR does
not increase because strain experiences more spatial filtering than displacement for
the reasons outlined in the DIC Challenge paper [122]. Although ADIC2D cannot
achieve results similar to code G, the results in Table 4.14 indicate that the noise sup-
pression and SR are within the range of established DIC codes evaluated in the DIC
Challenge paper [122].
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Figure 4.6: Comparison of the noise suppression (variance) and SR for various
subset sizes in terms of: (a) displacement; and (b) strain results.

4.6 Discussion

The code was designed with modularity in mind. Firstly, it is modular in that
each main task is performed by a separate subroutine such that the reader can pro-
gressively build up their understanding of the overall code by considering individ-
ual subroutines. This is particularly evident for the correlation subroutines which
separates aspects of the correlation process such that the logistics of preparing data
for correlation (ImgCorr), the core correlation operations (SubCorr), the effect of dif-
terent SF orders on correlation (SFExpressions), how data is prepared for different
subset shapes (SubShapeExtract) and determining initial estimates of the SFPs (PCM)
can be considered separately.

Secondly, the code allows for changing of the SF order, subset shape, interpola-
tion method and Gaussian filtering parameters. Although the effect of these on the
displacement and strain results is well documented [12, 114, 115], this code allows
the reader to easily investigate the effect of these in a practical manner.

Thirdly, the code is modular in that it allows the subset size, subset shape and SF
order to be assigned on a per-subset and per-image basis. Traditionally DIC makes
use of a single subset size, subset shape and SF order for all subsets across all images.
However, there has been a growing interest in the field of DIC to create algorithms
which adaptively assign these parameters such that they are the most appropriate for
the displacement and speckle pattern that the subset is attempting to track resulting
in more reliable displacements being computed. The modularity of ADIC2D means
it is straightforward to couple it with such an adaptive strategy.

In order to keep the code simple two aspects were neglected that would have
otherwise made the correlation aspect of ADIC2D consistent with the current state-
of-the-art as identified by Pan [22]. Firstly, ADIC2D makes use of bi-cubic b-spline
interpolation as opposed to the recommended bi-quintic b-spline interpolation. As
stated in the work of Bornert et al. [184] the errors in the ultimate error regime are
reduced by increasing the degree of the interpolation method particularly for smaller
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subsets. This is reflected in Table 4.13 which shows that, although the error metrics
of ADIC2D are better than that of Ncorr for larger subsets, the opposite is true for
the subset size of 21 pixels.

Secondly, ADIC2D does not use the RGDT strategy. While ADIC2D uses the
optimal SFPs of a subset for the previous image pair as an initial estimate of the
SFPs for the current image pair, RGDT only does this for the subset with the best
correlation coefficient for the previous image pair. It then uses the SFPs of this subset,
for the current image pair, as initial estimates to correlate its neighbouring subsets.
It then repeatedly identifies the subset with the best correlation coefficient, which
has neighbouring subsets which have not yet been correlated, and uses its SFPs to
correlate its neighbouring subsets. This is repeated until the all the subsets have been
correlated for current image pair.

Thus ADIC2D is susceptible to propagating spurious SFPs of a subset through
the image set which the RGDT strategy would have avoided. The effect of this is
reflected in the results of Table 4.11 which shows how ADIC2D struggles to perform
as consistently as Ncorr in the presence of contrast changes in the image set.

Despite this, ADIC2D performs on par with established DIC algorithms. More
specifically: (i) it is capable of dealing with contrast changes as shown in Table 4.11;
(ii) it handles high levels of noise within the images sufficiently well as reflected in
the results of Table 4.12; (iii) although displacement results of smaller subsets suffer
due to its lower order bi-cubic b-spline interpolation, its interpolation method is
sufficient achieving results similar to Ncorr as show in Table 4.13; and (iv) it has
noise suppression and SR characteristics that fall within the range of those reported
for established DIC algorithms as shown in Figure 4.6.

Thus ADIC2D can be considered sufficiently reliable for use in the field of ex-
perimental solid mechanics. However, ADIC2D is not limited to this field since its
modularity means it can be easily adapted for various applications and specific use
cases. Furthermore, validation of ADIC2D coupled with its modularity not only
makes it attractive as a learning resource but also as a starting point to develop the
capabilities of DIC.

4,7 Conclusion

This paper presents the theory of a 2D, subset based DIC framework (ADIC2D)
that is predominantly consistent with current state-of-the-art techniques, and illus-
trates its numerical implementation in 117 lines of MATLAB code. ADIC2D allows for
complete flexibility in assigning correlation attributes on a per-image and per-subset
basis. ADIC2D includes: Gaussian image filtering parameters; square or circular
subset shape selection; zero, first and second-order SFs; reference image strategy se-
lection; interpolation method flexibility; image calibration using MATLAB’s image
calibration toolbox and displacement transformation. Moreover, the presented code
is modular. Sections of the framework can readily be changed enabling the reader
to gain a better understanding of DIC as well as to contribute to the development
of new DIC algorithm capabilities. Validation of ADIC2D shows that it performs on
par with established DIC algorithms.
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4.8 Post-submission discussion

Following the submission of the manuscript, areas of improvement and insights
were identified during the peer review process. Despite the framework allowing
for the choice of circular or square subsets, the effect of this choice on the displace-
ment accuracy was not discussed. Although the effect of the subset shape is subtle,
it is worth considering since the displacement computed for a subset is the average
of that experienced by the pixels contained within the subset. For complex displace-
ment fields the displacements experienced by pixels located farther from the subset’s
centre are less representative of that occurring at the subset’s centre. Consequently,
circular subsets have become favoured since their pixels are evenly distributed in a
radially symmetric manner about the subset centre. Nevertheless, many DIC algo-
rithms still employ square subsets since this trade-off is inconsequential in most ap-
plications and square subsets are convenient from a mathematical and programming
perspective. A similar discussion was included within the manuscript for complete-
ness.

Validation of the proposed DIC framework focuses on presenting numerical re-
sults in terms of displacement errors achieved relative to well-established DIC algo-
rithms. Although this is useful to quantitatively establish the validity of the frame-
work, a visual representation of the computed displacements would be beneficial in
aiding intuitive understanding of how the framework performs. To this end a visual
representation of the displacements computed by the framework for Sample 14 of
the 2D DIC Challenge, as shown in Figure 4.7, was included in the manuscript post-
review. This illustrates how increasing the subset size from 25 to 51 pixels greatly
improves noise suppression in the computed displacements.
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Figure 4.7: Comparison of the x-displacement for Sample 14 of the 2D DIC
Challenge for a subset size of: (a) 25 pixels; and (b) 51 pixels.

Following the publication of the paper, the author was contacted by a fellow post-
graduate student who was making use of the framework to investigate methods of
reducing the impact of heat waves on DIC measurements. They pointed out that the
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image gradient computed via MATLAB’s imagradient function needs to be divided
by six such that it is normalised. A new repository'# for the corrected version of
the framework was created accordingly (such that the original repository remains
consistent with the published paper).

Lastly, post-publication the author realised two typographical errors in the
paper. c¢s of Equation (4.1) should be set as ¢;=0 instead of cs=1. Addi-
tionally, line 12 of function SubShapeExtract should read ""[dX,dY]=mesh-
grid(-(SubSize-1)/2: (SubSize-1)/2,-(SubSize-1)/2: (SubSizel)/2);"
instead of "[dX,dY]=meshgrid (- (SubSize-1)/2: (SubSize-1)/2;". A correction pa-
per was published accordingly to inform all interested readers as well as apologise
for any inconvenience caused.

14The updated framework can be found at: https:/ /github.com /SUMatEng/ADIC2D_Updated
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Chapter 5
Stereo DIC in MATLAB

This chapter extends the image correlation framework developed in Chapter 4 to
an open-source stereo DIC framework, in the form of a 202 line MATLAB codel®, to
address Objective 2.

This chapter is published in the MDPI Applied Sciences journal [228]'® under
the title Stereo Digital Image Correlation in MATLAB and has been presented here
in its pre-review form. A discussion of post-review considerations concludes this
chapter. This work, along with the work of Chapter 4, has been presented on at 15t
International Conference on Advances in Experimental Mechanics hosted by the
British Society for Strain Measurement in 2021.
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5.1 Nomenclature

a1 through a¢ Affine transformation parameters

o Homogeneous scaling variable of the jth camera

B Fundamental matrix

B Fundamental matrix after translation of polynomial trian-
gulation method

B, Fundamental matrix after rotation of polynomial triangu-
lation method

B Gaussian filtering window size

cx;and ¢y, Translation applied to sensor coordinate system of the jt
camera

Cs; Skew of ideal sensor coordinate system of the j camera

CzNssD Zero-mean normalised sum of squared difference correla-
tion criterion

Cznee Zero-mean normalised cross correlation criterion

CovjFun Objective function of correspondence problem

D Geometric error cost function

) Function to determine the Euclidean distance between
two points

€= [ es; €, Epipole of the jth camera

Epyrof Total projection error

Edist Squared error distance of k' keypoint

F Reference image

f Reference subset

Light intensity value of pixel i of reference subset
Mean light intensity value of reference subset
Normalisation function of reference subset

Light intensity gradient of reference subset for pixel i

Deformed image

Investigated subset

Light intensity value of pixel i of investigated subset
Mean light intensity value of investigated subset
Normalisation function of investigated subset
Hessian of optimisation equation

Number of pixels within a subset
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I 3 x 3 identity matrix
Subscript indicating that a variable is associated with the
ih pixel of a subset

-~

J Jacobian of optimisation equation

j Subscript indicating that a variable is associated with the
j camera

K; Intrinsic parameter matrix of the j' camera

K Number of keypoints under consideration

K} and K]Z Radial distortion parameters of the j" camera

L Number of calibration targets within a calibration image
series

A Epipolar line of the j" camera

M 3 x 3 matrix

m 3x1 vector

[m] Skew symmetric matrix of m

MAE Mean of the absolute error

ﬁgg;‘e True displacement magnitude

ﬁgg;c Calculated displacement magnitude

Q) Homography applied to projection matrices

w Function to populate a square matrix with the shape func-
tion parameters

P Shape function parameters

AP Iterative improvement of shape function parameters

Pypiate Updated shape function parameters

|AP]| Stopping criterion

P Function representing conversion of coordinate from pro-
jective space to Euclidean space

Y Function representing the triangulation methods

P1— P4 Elements of the fundamental matrix for the polynomial
triangulation method

Qj Projection matrix of the jth camera

Q; Projection matrix of the j camera in canonical form

q?j The n'" row of the canonical projection matrix of the jt
camera

Q Number of subset pairs per image pair

R; Rotation matrix for pinhole camera model of the jt cam-
era

R]pm Rotation matrix of the ji camera for the polynomial tri-
angulation method

S Matrix for the linear triangulation method

o Standard deviation of Gaussian function

o Standard deviation of the absolute error

T; Translation vector for pinhole camera model of the jt
camera

T Translation matrix of the j" camera for polynomial trian-

gulation method
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t Variable for parametrization of epipolar lines

T Squared error distance threshold

u Displacement in x-direction in the distorted sensor coor-

Ux, Uxx, Uy, Uyy, Uxy
Uy

Vi
[
OUx, Uxxs Oy, Oyy, Uxy

Ow

W

. o ~ 1T
xl’l]: |:x7’l] ]/n]}
x?’l]: [xn] yi’l]j|

Xs,=[Xs; Ys]

x;rue: [x;rue true} T

Y

calc__ [n.calc calc
xfte=[x{"c i

]T

}T
xi:[xi Vi
xo:[xo yO}T

Axi=[Ax; Ayl T

dinate system

Derivatives of the x-direction displacement
Displacement in x-direction in the world coordinate sys-
tem

Extrinsic parameter matrix of the j camera
Displacement in y-direction in the distorted sensor coor-
dinate system

Derivatives of the y-direction displacement
Displacement in y-direction in the world coordinate sys-
tem

Shape function

Jacobian of the shape function, in terms of the shape func-
tion parameters, for pixel i

Displacement in z-direction in the world coordinate sys-
tem

Ideal coordinate in the world coordinate system

Ideal coordinate in the ideal sensor coordinate system of
the jth camera

Normalised ideal image coordinates of the j" camera
Normalised distorted image coordinates of the jt camera

Coordinate in the distorted sensor coordinate system of
the j camera
True location of Ith

coordinate system

calibration target in distorted sensor

Location of ™" calibration target in distorted sensor coor-
dinate system predicted by the camera model

Pixel position of the it pixel of the reference subset in dis-
torted sensor coordinate system

Centre of reference subset in distorted sensor coordinate
system

Distance from the reference subset centre to i pixel posi-
tion of reference subset

Distance from the reference subset centre to it pixel posi-
tion of investigated subset

i pixel position of the investigated subset in the dis-
torted sensor coordinate system

Reference subset position in distorted sensor coordinate
system of the jih camera

Investigated subset position in the distorted sensor coor-
dinate system of the jt camera
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T
X0 = [J?Z yvg]] Measured position of the reference subset in the ideal sen-
sor coordinate system of the j" camera

Measured position of the investigated subset in the ideal
sensor coordinate system of the jt" camera

- . 1T . . . .

fsj— [xs]- ys,-] Measured coordinate in the ideal sensor coordinate sys-
tem of the j" camera

20,=[%9, 7% 25 r Position of reference subset pair in the world coordinate
system

~ o N 1T - . . .. .

%4 = [xz, 7 Z‘ZU} Position of investigated subset pair in the world coordi-
nate system

T

xlgjz [xls‘j ylgj] kth keypoint location in the first image of the image series
of the j' camera

Gxjand Gy, Scaling of metric units to pixels for the j" camera

4 Maximum distance, along a single axis, from the centre of

the reference subset to a pixel in the reference subset

5.2 Introduction

Digital image correlation (DIC) is an optical metrology technique capable of de-
termining full-field displacements and deformations experienced by a body from
images captured of the body’s surface. DIC, being a non-interferometric technique,
is more robust to vibrations and ambient light variations than interferometric tech-
niques, such as Electronic Speckle Pattern Interferometry and Moiré interferometry,
allowing it to be used outside the confines of a laboratory. Additionally, its non-
contact, full-field nature, its ability to function at a range of scales (from scanning
electron microscopy images [229, 230] to satellite images [231]), and rapid improve-
ment of cameras has resulted in it becoming one of the most favoured techniques in
experimental solid mechanics.

Although DIC has received the most attention and thus development within ex-
perimental solid mechanics, it has found widespread use across many fields. Some
applications of DIC include: (i) investigating mechanical properties of biological tis-
sues [196, 195, 54, 194, 232]; (ii) deflection measurement and structural health mon-
itoring of bridges [233, 234, 235, 107, 236, 237, 238]; (iii) investigating cracks in ma-
sonry structures [239, 240, 241]; (iv) landslide monitoring [242, 243, 187, 244]; (v)
determining material properties of woven fabrics (such as cotton) [245, 246]; vibra-
tional analysis of components [247, 248, 249]; and (vii) in situ damage detection of
components and structures [250, 197, 199], to name a few.

Following the introduction of two-dimensional (2D) DIC in 1982 by Peters and
Ranson [207], it was extended to three dimensions (stereo DIC) by Luo et al. [208]
in 1993, and to digital volume correlation (DVC) by Bay et al. [28] in 1999. The
correlation aspect of DIC has undergone significant refinement over the years. Cur-
rent state-of-the-art DIC algorithms, as identified by Pan [22], make use of: (i) bi-
quintic b-spline interpolation which was shown by Schreier et al. [12] to produce the
most accurate sub-pixel displacements; (ii) the first and second-order shape func-
tions (SFs) proposed by Peters et al. [9] and Lu and Carry [13] respectively; (iii) the
zero-mean normalised sum of squared difference (ZNSSD) correlation criterion sug-
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gested by Tong [14]; (iv) Gaussian pre-filtering of images to reduce bias in the dis-
placements caused by high frequency noise in the images [114]; and (v) the inverse
compositional Gauss-Newton (IC-GN) optimisation method introduced by Baker
and Matthews [15]. Although the IC-GN optimisation method is theoretically equiv-
alent to the Newton-Raphson (NR) method [15], in practice it has greater efficiency,
accuracy and robustness to noise [211] making it preferable.

Although DIC is a complex process, the papers proposed by Pan et al. [209], Gao
et al. [210], Solav et al. [251] and Blaber et al. [166] provide an in-depth explana-
tion of the theory of the DIC process, which coupled with the Good Practices Guide
for DIC [8], enables newcomers to the field of DIC to gain the necessary knowledge
to effectively apply it in established use cases. However, in order for a newcomer
to contribute to the field of DIC, by developing new algorithms which improve its
capabilities or adapting it for new applications, requires gaining a deep understand-
ing of DIC. Gaining such a deep understanding is cumbersome due to the lack of
resources which directly bridge the gap between the theory of DIC and its coded
implementation. More specifically, although some publications release code that is
consistent with the theory presented [209, 210, 251], these codes focus on robustness
and ease of use which, despite making them more suitable for real world applica-
tions, results in a complex code which is ineffective as a learning resource. This lack
of resources acts as a barrier to newcomers, intending to further the capabilities of
DIC, thereby limiting the development rate of the field.

It is for this reason that the authors published a paper bridging the gap between
the theory of a 2D DIC framework (ADIC2D) and its practical implementation as a
modular 117 line MATLAB code [191]. However, 2D DIC, being limited to determin-
ing in-plane displacements is susceptible to errors in the presence of out-of-plane
motion, which is generally unavoidable especially outside the confines of a labora-
tory [109]. As such, stereo DIC has become favoured since it accounts for out-of-
plane motion allowing for more reliable use across a broader range of applications
and fields. This is supported by the significantly larger number of publications of
stereo DIC relative to 2D DIC.

This paper builds upon the work of the preceding paper by extending ADIC2D
to stereo DIC with the aim of bridging the gap between the theory and implemen-
tation of stereo DIC. This is done by presenting the theory of a subset-based, stereo
DIC framework that is predominantly consistent with current state-of-the-art tech-
niques. How this theory is implemented as a modular 202 line MATLAB code is then
discussed. These theory and implementation sections focus on aspects of stereo DIC
which differ from that of ADIC2D. Thereafter the framework is validated using im-
age sets provided by the stereo DIC Challenge [123]. More specifically, ADIC3D’s
results are compared to those of LaVision’s StrainMaster software and Digital Image
Correlation engine (DICe) [167] in order to make observations about its capabilities.
Finally, the proposed framework’s modularity, limitations and overall performance
is discussed.

The framework, referred to as ADIC3D, was developed in MATLAB since its sim-
ple syntax lets the reader focus on the core mathematics of the code. Furthermore,
MATLAB's efficient built-in functions are leveraged to simplify the code and reduce
its computation time. The code is designed to be modular such that the link between
the theory and code clear as well as enabling readers to systematically develop an
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understanding of the code. Additionally, this modularity allows the code to be easily
altered urging readers to further the capabilities of DIC.

5.3 Framework theory

Stereo DIC is fundamentally an extension of 2D DIC which relies upon two, or
more, cameras simultaneously capturing images of the specimen (where specimen
refers to the body being tracked) from different perspectives in order to determine
its in-plane and out-of-plane displacements. As such, there are aspects of stereo DIC
which are identical to those of 2D DIC; namely calibration and correlation. Stereo
DIC relies upon the epipolar geometry to determine in-plane and out-of-plane dis-
placements in the real world from in-plane displacements determined within im-
ages. Section 5.3.5 discusses how calibration and correlation are employed by stereo
DIC based on the epipolar geometry and how triangulation methods are used to
perform displacements transformation.

Although stereo DIC can employ more than two cameras [251], ADIC3D is lim-
ited to the conventional two camera implementation. Variables that need to be de-
fined on a per camera basis have a subscript j to indicate that they are associated
with the j™ camera (i.e., camera 1 and 2). Within this chapter an image series is de-
fined as the collection of images captured by a single camera and an image set refers
to the two corresponding image series. Thus, an image pair refers to the two images,
one from each image series, which were captured simultaneously.

5.3.1 Homogeneous coordinates

Calibration and triangulation use homogeneous coordinates [212], to represent
coordinates in projective space, such that affine and projective transformations can
be implemented through matrix multiplication. Appending a scaling variable of
unity to a n dimensional vector in Euclidean space converts it to a n+1 dimensional
vector in projective space. Converting back to Euclidean space, represented as func-
tion ®, entails dividing the vector’s elements by the scaling variable before eliminat-
ing it to reduce the vector to n dimensions. Underlined variables denote homoge-
nous coordinate vectors.

5.3.2 Calibration

Calibration, explained in terms of a single camera since each camera is calibrated
separately, determines the parameters of the camera model which involves the four
coordinate systems (CSs) depicted in Figure 5.1: (i) the three-dimensional (3D) world
CS having arbitrary orientation and position; (ii) the 3D camera CS with its origin
at the aperture of the camera and its z-axis aligned with the optical axis; (iii) the
2D ideal sensor CS which is coincident with the plane of the charge-coupled device
(CCD) representing the image in the absence of distortion; and (iv) the 2D distorted
sensor CS which is coincident with the ideal sensor CS but represents the actual
image by accounting for radial distortion. No symbols have been assigned to the
camera CS since it is not directly involved in DIC.

The camera model uses the pinhole camera model to project a 3D coordinate of a
point on the specimen in the world CS to its corresponding 2D location in the ideal
sensor CS before the radial distortion model determines its location in the distorted
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sensor CS.
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Figure 5.1: Schematic diagram of coordinate systems employed by the camera
model.

5.3.2.1 Pinhole camera model
The projection matrix Q;, consisting of intrinsic (K;) and extrinsic (V;) parameter

matrices, relates a coordinate in the world CS, % ,= [ﬁw Jw 2@01} T, to a coordinate
T

in the ideal sensor CS, &, = [%s; s, 25 1], as
11 pl2 pI3 71
by oo o ]| ot ok b
0 0 1 R3! R32 R3 T3
] ) ] J

Here «; is the arbitrary scaling variable of the homogenous coordinates. Firstly,
the rotation matrix, R;, and translation vector, T transform %, to the camera CS.
Thereafter this 3D coordinate is projected to the ideal sensor CS using K; which per-
forms four operations: (i) it projects the 3D coordinate to a 2D coordinate on the
plane of the CCD; (ii) scales the coordinate from metric units to units of pixels using
ratios ¢x; and Gy, in the x- and y-directions respectively; (iii) applies a translation, cy;
and ¢y in the x- and y-directions respectively, placing the origin of the ideal sensor
CS at the top left of the image; and (iv) converts from the orthogonal camera CS to
a skew ideal sensor CS using ¢,;. In this work c;;=0 since an orthogonal ideal sensor
CS is assumed.

K; is only dependent on the camera system and does not change if the camera
position changes. In contrast, V; depends on the relative position and orientation
between the camera and the world CS.
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5.3.2.2 Radial distortion model

The radial distortion model is sufficient to account for distortion in the images
caused by imperfections of the lens system [216]. First the normalised, ideal image

. N o . 1T
coordinates, X, = [xnj ]/n]l , are Computed as

0 L
= M] —® (K]. 1x5].> (5.2)

Thereafter, the unit-less radial distortion parameters, K} and KJZ, are used to com-

pute the normalised, distorted image coordinates, X = [xnj yn]} T, as [213]
2
X = (1+K}ae,{jaen 2 <ae,{jaen /.> ) £ (5.3)

. . . . . T
Finally, the distorted coordinates in the distorted sensor CS, Xs= [xsj ysj} , are
obtained as

x nj

s

xs].:[ ,} =@ [ K; | yn, (5.4)
1

ysj

5.3.2.3 Determining calibration parameters

Prior to performing calibration, a calibration image series must be captured of the
calibration plate. The calibration plate is a planar object containing distinct, point-
like features, called calibration targets (CTs), at known 3D locations which define the
position and orientation of the world CS. A corresponding set of 2D coordinates in
the distorted sensor CS are obtained by locating the CTs in the calibration images.
These sets of 3D and 2D coordinates are used to solve for the parameters, of the
camera model, which describe the relationship between the two. Using at least 50
calibration images is recommended since this inverse problem is sensitive to noise
in the 3D and 2D coordinates [22, 252].

Calibration is performed using two steps. Firstly, initial estimates for K; and V;

are obtained using the method proposed by Zhang [213] while K} and K]Z are set

to zero. Secondly, non-linear, least-squares optimisation is used to optimise all the
parameters by minimising the total projection error, E,,;, given as

L 2 2
Eproj: Z ((xtl:alc_xltrue> + (yfalc_y;rue> ) (5'5)
I=1
Here x}e=[xje  ylme] Tand xgale— [xcale ycalc] " are the locations of the I CT in
the distorted sensor CS determined from the calibration image series and predicted
by the camera model respectively. There is a total of L many CTs visible within the
calibration image series.

5.3.3 Correlation

ADIC3D uses correlation to track a subset, a cluster of pixels, between images.
The specimen’s surface requires an isotropic, random pattern with high information
content such that subsets are tracked reliably. Correlation operates on two images: a
reference image, F, representing the specimen in its relaxed state and a deformed im-
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age, G, representing the specimen after experiencing displacement and/or deforma-
tion. Correlation determines how a subset of the reference image, called a reference
subset (f), must displace and deform such that it matches a corresponding subset
in the deformed image, called an investigated subset (g). This is referred to as the
correspondence problem which is mathematically defined as the objective function.
For a more detailed discussion on the correspondence problem the reader is referred
to the authors’” previous paper [191].

Note that correlation operates solely within the distorted sensor CS and is uncon-
cerned with which camera the distorted sensor CS belongs to. Thus, in Sections 5.3.3
and 5.4.2 the subscript s; is dropped from x;; (i.e., x) to simplify the mathematics.

To understand how the objective function is comprised of the shape function
(SF), interpolation method and correlation criterion first consider that the ith pixel
position of f, x;=[x; Y T is represented by the reference subset centre position,
] !, and the distance from x° to xi, Axi=[Ax; Ay T as

xi:Ax,-—i—xo (56)

The SF, W, determines how the pixel positions of f displace as a result of the
displacement and deformation of f which is quantified by the shape function pa-
rameters (SFPs), P. The SF does this by modifying Ax; as

Ax!
Ay;} —W (Ax; P) 57)

i

x0= [xo yo

Axl= [

The pixel positions of f after displacement and deformation, x}= [x: yg] T, (re-
ferred to as query points) are determined as

xi=Ax)+x° (5.8)

Thus Ax! represents the distance from the centre of f to x/. The light intensity
values of G are interpolated at x/ to obtain g. Thus, g represents a portion of G
at a location described by the displacement SFPs with the deformation defined by
the SFPs having been removed. The correlation criterion quantifies the degree of
similarity between f and g.
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5.3.3.1 Shape function

The main SFs are the zero (W5FY), first (W>F!) and second-order SFs (W°F?) given
as [13]

10 u ] A%
WSFO ( Ax;, PSFO) _ Ay
01 o
L 1 |
- 1| Ax;
WSF1<Axi,PSF1): I+uy  uy u Ayz
| ux 140, v 1
) _ (59
Ax?
Ax;Ay;
1 1 2
and W5P2<Axi,PSF2):huxx txy ity 1+uy uy u Ay
Ay;
— 1 -
Their sets of SFPs are given as
P=[u v }T
PSFl:[u Uy Uy 0 Uy vy}T (5.10)
T
and PSFzz[u Uy Uy Upx Uxy Uy U Ux Uy Uxx Uxy Uyy |

Here u and v represent the displacement of f in the x- and y-directions respec-
tively. Furthermore, uy, uyy, v, and vy, define stretching of f whereas u,, vy, uy,,
Uxx, Uxy and vy, define shearing. Although higher order SFs more reliably determine
displacements in complex displacement fields by accounting for more complex de-
formation, the DIC process is only concerned with the displacements determined by
correlation.

5.3.3.2 Interpolation

ADIC3D employs the bi-cubic b-spline interpolation method detailed in the work
of Hou et al. [218]. Letting F and G represent interpolation functions, the light inten-
sity values of pixel i of the reference, f;, and investigated subsets, g;, are interpolated
as

fi:F(x"—l—Ax,')
and g;=G(x°+W(Ax;,P))

Images are filtered using a Gaussian low-pass filter [114], since otherwise the
sensitivity of bi-cubic b-spline interpolation to high frequency noise would lead to
bias in the displacements. The Gaussian filtering parameters, being the window size
(B) and the standard deviation of the Gaussian function (¢$), should be chosen to
reduce bias without increasing variance.

(5.11)

5.3.3.3 Correlation criterion

The objective function employs the more computationally efficient ZNSSD cor-
relation criterion (Czyssp), having a range of {CznsspER|0<Cznssp<4} where
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smaller values indicate higher similarity, given as

I re_ 512
CZNSSD=, {fz ~f_g1 g] (5.12)

and

Here there are I many pixels per-subset. The correlation coefficient is reported
as the zero-mean normalised cross-correlation (ZNCC), Czncc, since its range,
{CzNncc€R|—-1<Czncc<1} where larger values indicate higher similarity, is more
intuitive. These correlation criteria are related as [102]

C
Cznecc=1— ZZ\ZISSD (5.15)

5.3.3.4 Objective function
The objective function, based on Equation (5.12), is given as

I £ 0 . _&
Conpuny [Fof G W(Ax,P)—g
e 8

Therefore, correlation seeks the SFPs that define g to contain a light intensity
pattern similar to f thereby optimising Czyssp. However, the IC-GN optimisation
method requires modifying the objective function in order to derive an iterative op-
timisation equation from it. More specifically, the current estimate of the SFPs, P, is
applied to the investigated subset while the iterative improvement of the SFPs, AP,
is applied to the reference subset as

I 0 ) _f 0 ) =12
CobjFunZE [F(x +W(i~xl’AP)) f Gk +W;Ax“P)) g] (5.17)

2

(5.16)

5.3.3.5 Optimisation equation
The optimisation equation derived from Equation (5.17), derivation detailed

in [191], is given as
I NT F
AP:—H—lg (Vfia ’) [fl-—f—é(G(x"nLW(Axi,P))—g‘)] (5.18)

Here H is the Hessian, defined in Equation (5.19), and the remaining terms
(within the summation) form the Jacobian, J. H, being independent of P, is
precomputed prior to beginning iterations.

oob (e (o3

Vfi= [% 3_1;1'] is the light intensity gradient of f at pixel i. % is the Jacobian of

W,
oP

(5.19)
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the SF for pixel i and based on the SF order is given as

a‘/viSFO_ M 1 0

apSFO__O 1

WSl T1 Ax; Ay; 0 0 0

OPSEL |0 0 0 1 Ax; Ay (5.20)
and

_ 2 2

IWP2 |1 Ax; Ay % AxiAy; % 00 0 0 0 0
—_— 2 2

P2 1o 0 0 0 0 0 1 Ay Ay 2 AxAy U

Although, each iteration of Equation (5.18) attempts to determine how f should
displace and deform (according to AP) such that it matches g, f is not displaced or
deformed in practice. Instead AP is used to determine the updated SFPs, P4z,
which serves as the current estimate in the next iteration. The stopping criterion
deems when further iterations are redundant.

5.3.3.6 Updating the SFPs
P, pdate 1s obtained by composing the inverse of AP with P as
Pupdate:w(P)w(AP)il (5.21)

Here w, being dependent on the SF order, uses the SFPs to populate a square
matrix as [13]

1 0 u
wSFO<PSF0): 01 o
001
T+uy uy u
wSF1<P5F1>: vx 140, v
0 0 1

) ) (5.22)
1+ A As Aj Ay As Ag

A7 1+Ag Ay Ao A A
SFZ( SFZ)_ Az A 1+A15 A Ay A
w> P )= 1 1

0w Uxy Uy oy 1+ov, 0
. 0 0 0 0 o 1 |
where
A1=21 U3+ Uty Ap=2uttyy+2(14uy)uy
Az=ug+ ity Ag=2u(1+1y)
As=2uy Ag=u?
A7=3(0txx+2(1+uy) Ox+1u0xy)  Ag=1lyUx—+1Ux0y+0lly~+UDxy+0y+1ix
A9:%(Uuyy+2(1+vy)uy+uvyy) A10=04+0Ur+UDy
Anzu—i—vuy—i—uvy App=uv
A13=U§+vax A14=200y 420y (1 —|—vy)
A15=20,+0;+00y, Aq6=200,

A17:20(1+0y) Algzvz
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5.3.3.7 Stopping criterion

The stopping criterion, ||AP||, determines the magnitude of the change in the
SFPs between iterations, based on AP, as [210]

o] o]
HAPSFlHZ [A”ZJF(AM"QZJF(A”y§)2+sz+(AvxC)2+(Avyg)z} 0.5

and HAPSFZHZ

2 2
AP (Auy)*+ (Auyg)br <;Auxx§> + <;Auxy€> i (5.23)

1 2 , , /1 2 2 270
<2Auyy§) + A0+ (Avy0) "+ (Avy D) +<2Avxx§> +<2Avxyg> +<2Avyy§>

Here ( is the largest value of Ax; or Ay; for the subset. Iterations cease once ||AP||
falls below a predefined value called the stopping criterion value.

5.3.4 Epipolar geometry

The epipolar geometry is the projective geometry between the ideal sensor CSs,
i.e., between camera 1 and 2. Consider the following definitions aided by Figure 5.2:
(i) the baseline is formed between the two origins of the camera CSs; (ii); the epipolar
plane is formed between the 3D coordinate and the baseline (iii) the epipolar lines,
A;, are the intersection of the epipolar plane and the x-y plane of the ideal sensor

CSs; and (iv) the epipoles, given as 5= [egj e§]. egj] in homogeneous coordinates,

are located at the intersection of the baseline and the x-y plane of the ideal sensor
CSs.

Xs,
yslw
Epipolar

2N

plane Vs,
il Baseline
R Ng Camera CS
nd

Camera CS of 1% A . of 2
9, camera (coincident - camera ¥

with the world CS)

Figure 5.2: Schematic illustration of the epipolar geometry.

For 2D coordinates in the ideal sensor CSs of the first, X, v and second cameras,
%, to correspond to the same %, requires that these coordinates satisfy the epipolar
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constraint defined as
TB@ =0 (5.24)

More specifically, since the fundamental matrix, B, maps a point in one ideal
sensor CS to its corresponding epipolar line in the other ideal sensor CS, the 2D
coordinates must lie on the epipolar lines of their respective ideal sensor CSs. B
encapsulates the intrinsic and extrinsic relation between the ideal sensor CSs.

Computing B requires applying a homography, (), to the projection matrices of
the cameras to transform them to canonical form (ch), where the world CS coincides
with the camera CS of the first camera, as [253]

Qe =Q:i0=|10] Qe,=Q20=[M|m] (5.25)

where
-1
ol oF of o
Q QR (OB QH
1 1

1 1
31 32 33 34
QA Q" Q& &
0 0 0 1
Here I is a 3x3 identity matrix. Q.,, which consists of a 3x3 matrix M and a
3x1 vector m, transforms a coordinate from the camera CS of the first camera to its
location in the ideal sensor CS of the second camera. B is given as

0= (5.26)

B=[m] M (5.27)
where [m] is the skew-symmetric matrix of m=[m' m? m®] " defined as
0 -m® m?
mly=| m> 0 —m! (5.28)
—m?> m! 0

5.3.5 Stereo DIC overview

The core operations of stereo DIC are subset matching, calibration and displace-
ment transformation. For a point on the specimen subset matching determines the
two sets of in-plane, pixel displacements it experiences in each distorted sensor CS
which, along with the calibration parameters determined by the calibration process,
are used by displacement transformation to determine the in-plane and out-of-plane
(thus 3D) metric displacements it experiences in the world CS. Note that with re-
gards to subset matching and displacement transformation the term in-plane refers
to the x-y plane of the distorted sensor CSs and world CS respectively.

Subset matching is composed of stereo and temporal matching which utilise cor-
relation differently. Firstly, subset matching breaks up the first image of the first
image series (FIS1) into subsets. Secondly, stereo matching determines the location
of the corresponding subsets in the first image of the second image series (FIS2).
Such subsets, one from each image of an image pair which correspond to the same
point on the specimen, are termed a subset pair. Lastly, temporal matching, pro-
cessing each image series separately, determines the displacements experienced by
these subsets through their respective image series. This is achieved by sequentially
stepping through an image series, starting at the second image, and at each step
performing correlation by treating the current image as the deformed image while
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the reference image is dictated by the reference image strategy as discussed in Sec-
tion 5.3.6.1. Thus, stereo matching is unique to stereo DIC while temporal matching
is identical to that of 2D DIC.

The calibration method is identical to that of 2D DIC. However, in order to de-
termine the epipolar geometry from the calibration parameters requires that the two
calibration image series, used to calibrate the cameras separately, form part of the
same calibration image set.

Displacement transformation, illustrated in Figure 5.3, steps through image pairs
of the image set similarly to temporal matching. More specifically, considering a sin-
gle reference subset pair with known locations, xg’j, it uses the in-plane displacements
determined by temporal matching (u; and v; in the x- and y-directions), between the
reference images (of the reference image pair) and the deformed images (of the de-
formed image pair), to determine the locations of the investigated subset pair, x¢

S]"

Specimen

Uy Ww =

Vs

g .
Camera CS

Camera CS
of 1st of 2nd
camera ¥, Key: camera v
. . w
(Com,(f[ 1}?:}11: [ ]| Reference subset —| Displacement
wi
world CS) | Investigated subset |- Projection line
— | Coordinate system axis | ° | Coordinate

Figure 5.3: Schematic illustration of the displacement transformation process.
Note that a projection line represents the combined process of distortion
correction and triangulation.

In contrast to 2D DIC, distortion correction alone is insufficient to determine the
ideal coordinate of a subset in the ideal sensor CS. More specifically, discretisation
of light to form an image introduces noise in the images [254] and displacements
measured by correlation, which are used to determine the locations of subsets, in-
herently contain some noise. Thus, correcting xg’j and xfj for radial distortion results
d

in the measured coordinates of the reference, JE‘S’],, and investigated subset pair, X5
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in the ideal sensor CS respectively. Generally, these measured coordinates of a sub-
set pair, represented as ¥,, do not satisfy the epipolar constraint of Equation (5.24)
since their back-projection rays do not intersect. Thus, triangulation, which deter-
mines the 3D coordinate in the world CS, £, from ¥X;, is performed in two steps.
First the polynomial triangulation method, detailed in Section 5.3.7, determines the
ideal coordinates of a subset pair, £, which lie as close to ¥;; as possible while sat-
isfying the epipolar constraint. Thereafter the linear triangulation method, detailed
in Section 5.3.8, determines %, to which 325]. correspond as the intersection of their

back-projected rays. Performing triangulation on 322}, and fgj results in £, and %%,

respectively.

Finally, £, is subtracted from %%, to determine the displacement experienced by
the point on the specimen, in the x-, y- and z-directions represented as 1, 0, and @y,
respectively, between the time stamps at which the reference and deformed image
pairs were captured. Note that subscript w indicates coordinates or displacements
in the world CS whereas variable w indicates displacement in the z-direction. This
is done for all subset pairs across all image pair combinations, analysed by tempo-
ral matching, to determine the full-field metric displacements experienced by the
specimen throughout the image set.

5.3.6 Subset matching

The optical flow determined by temporal and stereo matching is a result of the
displacement and/or deformation experienced by the specimen (over time) and the
perspective change between the cameras respectively. They differ predominantly in
the method used to obtain SFP initial estimates.

5.3.6.1 Temporal matching

There are two reference image strategies for temporal matching: absolute and
incremental. The absolute and incremental strategies define the reference image as
either the first image of the image series or the previous image, relative to the cur-
rent deformed image, respectively. The incremental strategy more reliably tracks
more severe deformations between images but incurs accumulative errors when de-
termining the displacement relative to the first image.

Temporal matching uses the phase correlation method (PCM) to determine ini-
tial estimates for the displacements between two subsets. PCM efficiently computes
the correlation coefficients, in the frequency domain, for a range of integer displace-
ments, of up to half the subset size in each direction, between the two subsets. The
integer displacements with the best correlation coefficient are identified and used
as initial estimates for the displacement SFPs while the deformation SFPs are set to
zero. Consult the work of Foroosh et al. [223] for a discussion on PCM. For the ab-
solute strategy PCM is only used for the first correlation run. Thereafter the SFPs of
the previous correlation run, of the same image series, are used as an initial estimate
for the SFPs of the current correlation run. The incremental strategy uses PCM for
each correlation run.

5.3.6.2 Stereo matching

Determining reliable out-of-plane displacements in the world CS requires an an-
gle between the optical axes of the cameras of between 15°C and 35°C [110, 105].
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As such, stereo matching uses the second-order SF since subsets experience complex
deformation between the FIS1 and FIS2 due to this perspective change [22].

Traditionally, template matching, which utilises image rectification, was used to
determine SFP initial estimates for stereo matching [255]. However, image rectifica-
tion is susceptible to errors in the calibration parameters, can cause aliasing in the
rectified images and interpolation during image rectification can lead to errors in the
determined SFPs [121].

As such, feature matching methods are becoming favoured [22]. ADIC3D’s fea-
ture matching method is based on that proposed by Zhou et al. [256]. It uses the
scale-invariant feature transform (SIFT) feature matching algorithm [257] to identify
corresponding keypoints between the images (where a keypoint is a unique feature
in an image) and the affine transformation mapping model to mathematically relate
the coordinates of these keypoint pairs between the images.

The SIFT algorithm is used because it is robust to translation, rotation, image
scaling, variation in illumination, affine transformation and moderate perspective
change. SIFT identifies keypoints that are scale invariant and computes a descriptor,
in the form of a 128-dimensional vector, for each keypoint based on the light intensity
gradient information in the vicinity of the keypoint.

For each keypoint of the FIS1 the Euclidean distance between its descriptor and
that of every keypoint of the FIS2 is determined. The two keypoints of the FIS2 with
the smallest descriptor distances are identified. If the ratio of the smallest to second
smallest descriptor distance is less than 0.8 the keypoint of the FIS2 with the smallest
descriptor distance is designated as the matching keypoint of the keypoint of the
FIS1 [258]. Otherwise, this keypoint of the FIS1 is discarded.

The affine transformation relates a keypoint pair as

k
k Xs
Xs, | _| 1+a1 a2 a3 K 5
[ vk } [ o 1tas g | | Yo 5.29)
Here xf =[xk 4k ] " and xb =[xk k] " are the locations of the kh keypoint in

the FIS1 and FIS2 respectively while a; through a¢ are the affine transformation pa-
rameters. Given three or more keypoint pairs the affine transformation parameters
can be solved either as a system of linear equations or through linear least-squares
respectively.

The K many xls‘1 that are nearest to the subset’s centre position are used to
determine the affine transformation parameters of the subset. However, since
SIFT often returns false keypoint pairs, the m-estimator sample consensus (MSAC)
method [258] is used to remove these false keypoint pairs when determining the
affine transformation parameters. False keypoint pairs are identified as those which
have a squared error distance greater than a predefined threshold, 7. The squared
error distance of the k™ keypoint pair, E/**!, is calculated as

. 2 2
Ezlzst: (x’gz—(1+a1)X'§1—azy'§1—a3> + (y];z—a4x§1—(1+a5)y’§1—06> (5.30)

ADIC3D uses K=20, =1 pixel? and a confidence, specifying the probability that
MSAC finds the maximum number of inliers, of 99.5%. Second-order SFP initial
estimates are determined from the affine transformation parameters and the subset



Stellenbosch University https://scholar.sun.ac.za

CHAPTER 5. STEREO DIC IN MATLAB 89

position in the FIS1, x [xs, Vs, T as

U=a1Xs,Ta2Ys,+0a3  V=0a4Xs,+a5Ys,+ a6

Uy=0q Ux=04

Uy=az Uy=das (5.31)
Uxy=0 Vyx=0
Uyy=0 Uxy=0

uyy=0 vyy=0

Once correlation has optimised these SFPs the corresponding subset position in
the FIS2, x5,= [Xs, Vs, T is determined as

b=l Lo o2
Ysa Ys1 v
5.3.7 Polynomial triangulation method

The polynomial triangulation method, proposed by Hartley and Sturm [254], de-
termines %5, by minimising the geometric error cost function, D, given as

D=0(ds,,%s,)"+0 (%5, %s,)” subject to £, "Bz, =0 (5.33)

Here function ¢ determines the Euclidean distance between two points. Deter-
mining £, by minimising the distance between the coordinates £;; and ¥s; within
the ideal sensor CSs ensures that the polynomial triangulation method is projective-
invariant. Projective-invariance implies that the projective frame within which £, is
defined does not affect the values of %5, [253]. The polynomial method assumes that
that the calibration parameters are known with greater accuracy than the measured
coordinates [254]. Furthermore, it is assumed that neither £;. nor ¥;. coincides with
an epipole since this would lead to an unfavourable solution for the 3D coordinate.

It is known that a pair of ideal coordinates which satisfy the epipolar constraint
lie on a pair of corresponding epipolar lines. Additionally, the epipolar plane can
only rotate about the baseline since the camera CSs, and thus epipoles, are fixed.
Thus, there is a family of epipolar lines upon which the idea coordinates can lie.
Furthermore, the projective-invariance of the polynomial triangulation method al-
lows applying a separate rigid transformation to each ideal sensor CS in order to
parameterise the family of epipolar lines in terms of a single variable . As such,
homogeneous coordinates are utilised and Equation (5.33) becomes

v 2 y 2

D=¢ (EsllAl(t)) +9 (ESZIAZ(t)) (5.34)

where A;(t) is a vector representing an epipolar line in the ideal sensor CS as

a function of t while ¢ (XS ,,Aj(t)) represents the distance from ¥, to its orthogonal
] ]

projection A;(t). The rigid transformations first apply a translation matrix, ijm, to

each ideal sensor CS translating X, to the origin of its CS.

1 0 —x 1 0 —x,
Tlpm: 01 —vs and szm: 01 —vs, (5.35)
00 1 00 1
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The original fundamental matrix, B, determined using Equation (5.27), needs to
be updated as

B=T/" 'BT/""" (5.36)

The epipoles e, and e, of the first and second cameras are computed, using sin-
gular value decomposition, as the right and left null-space of B respectively. There-

after they are normalised such that (e§1)2+ (631)2:1 and (gg2)2+ (e2 )2:1_

)
The second step of the rigid transformation applies rotations Rf "and R} to the
ideal sensor CSs of the first and second cameras respectively in order to place their

. . . T
epipoles on the x-axes of their respective CSs as R{"e, =[1 0 €3] and R}"e,,=

1 0 eS’Z]T
- et e 0 . egzz ez 0
Ri"=| —eZ el 0 Ry"=| —¢3 el 0 (5.37)
0 0 1 0 0 1
The fundamental matrix is updated as
B,=R"B,RM™ (5.38)
Since B,[1 0 e;?’JT: [1 0 €]B=[0 0 O]Tthe elements of the fundamental

matrix are represented as
65’1659’24’4 —6224?3 —6324’4
B,= —eglq)z 1 P2 (5.39)
- ¢s 3 P4

An epipolar line of the first camera, A,(t), passing through point [0 ¢ 1] " on
the y-axis of the ideal sensor CS is represented as

MB=[0 t 1]"x[1 0 & ]"=[td 1 —t]" (5.40)

51

The corresponding epipolar line of the second camera, A,(t), is computed as

L(H=B[0 t 1] =] ~&(gst+ps) @it+p2 pat+es ] (541)

. 2. p . 2_ (3t+a)® -
Thus, & (%, A(t)) “a) and & (%,,A,(t))" = T L and so Equa
tion (5.34) has the form
2 2
D)= 4 (g3t ¢a) (5.42)

_ 2 2
14 (1) (guttg2)* 3, (oat+os)°

Finding the optimal value of t involves taking the derivative Equation (5.42) in
terms of ¢, collecting terms over a common denominator and equating the resulting
numerator to 0 as

2 2
((prt+g2)+e3, (pat+94)°)
(5.43)

) 2
—(P191— P2003) (1+(t€§1> ) (@1t+@2) (pat+@4)=0
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The six roots of Equation (5.43) are solved for and Equation (5.42) is evaluated
at the real parts of these roots to determine the value of t which corresponds to a
minimum. The asymptotic value of Equation (5.42) should also be evaluated as t
which corresponds to an epipolar line in the first image of e3 ¥;, =1 [253].

The optimal ¢ is used to determine %;, and £, as

t‘zeg1
5, =0 | TR t (5.44)
(te3 )2 +1
o &%, (g3t +92)°
and £,=® [ T/" 'R} —(@1t+@2) (@3t +9a) (5.45)

(¢1t+¢2)2+6322(¢3t+¢4)2

Note that the inverse of the rigid transformations are applied during Equations
(5.44) and (5.45) such that £, and %, are in the original ideal sensor CSs.

5.3.8 Linear triangulation method

Denoting the nth row of ch as q?j the projection of %, to %5, is described by the
following three equations

) T, . T, T,
txlxslzqgl Xw alyslzqfl Xw and oclzq?l Xw (5.46)
Similarly, for £, this is given as
) T, . T, T,
vczxsZ:q}z Xw Oézyszzqu Xw and azzqu Xw (5.47)
Using the third relation of Equations (5.46) and (5.47) to remove the scaling vari-
ables, a1 and «y, the following relation is obtained.
o 3T 1T
xslqgl _qu
42, — 4z
Asl ng ‘ilT R0=S%,=0 (5.48)
xSZqu _qCZ
~ 3T > T
ySZqCQ - qCQ
%w is computed, using singular value decomposition, as the unit eigenvector of
ST'S associated with the smallest eigenvalue [253].

5.3.9 Displacement transformation

Consider a single subset pair and its two sets of in-plane displacements deter-
mined by temporal matching between the reference and deformed image pairs un-

T T
der consideration. First xgj = [xglj yfj} is calculated based on xg], = [ng y‘s’]} as
d 0
x4 xJ. ;
Tl="5 1+ {”J] (5.49)
ij yS] U]‘

]
respectively. This is performed using non-linear, least-squares optimisation since

an exact solution for the inverse of Equation (5.3) does not exist because it requires

T T
Thereafter x‘s’j and xfj are undistorted to obtain aé‘s’j = [xg’j s ; } and ij = [xg. yfj }
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determining the roots of a polynomial of degree greater than four [220]. Triangula-

tion, represented by function ¥, determines the 3D coordinates in the world CS to

which the reference subset pair, £, =[£9, 79, 25] T, and investigated subset pair,

N o N ~d1T
28 =[%4 ¢4 241", correspond as
20 _11/ A A0 d_ ~d _1{; vd  d 550
2o, =" (% %)) an g, =" (% (5.50)
Finally, the displacements iy, 0, and @, are determined as
fl 24 £,
bw | = |05 | — | T0 (5.51)
Wy 24 22

54 Implementation

ADIC3D’s framework, presented in Appendix A'%, is invoked from MAT-
LAB’s command prompt as “ProcData=ADIC3D (FileNames1,FileNames2, Mask,
GaussFilt, StepSize, SubSize, SubShape, SFOrder, RefStrat, StopCritVal,
WorldCTs, ImgCTs);’’ with the input variables defined in Table 5.1.

Table 5.1: Required input variables of the ADIC3D framework.

Variable Variable description

FileNames1l | Cell array of character vectors containing the image file names of the first
image series. All images need to be the same size.

FileNames2 | Cell array of character vectors containing the image file names of the sec-
ond image series. All images need to be the same size.

Mask Logical matrix, which is the same size as the images, indicating which
pixels should not be analysed during correlation.
GaussFilt Define the standard deviation and window size for the Gaussian fil-

ter in pixels as [FiltSigma,FiltSize| respectively where {FiltSigmac
R"|FiltSigma>0} and {FiltSize€IN}.

StepSize Step size in pixels {StepSizecIN}.

SubSize Subset size in pixels {SubSize=2k+1|keIN}.

SubShape Subset shape {SubShape € ’Square’,’Circle’ }.

SFOrder Dictates the SF order {SFOrdercZ|0<SFOrder<2}.

RefStrat Logical statement dictating reference image strategy (Section 5.3.6.1).

StopCritVal | Defines the stopping criterion value {StopCritVal€R|StopCritVal>0}.

WorldCTs Location of CTs in the world CS defined according to MATLAB's
estimateCameraParameters function.

ImgCTs Location of CTs in the distorted sensor CS defined according to MATLAB's

estimateCameraParameters function.

ADIC3D returns a structured array ResultData containing four main fields:
structured variable Stereo holding stereo matching data as detailed in Table 5.2;
structured arrays ProcDatal and ProcData2, detailed in Table 5.3, holding the
processing data for temporal matching of subsets of the first and second image

18The codes are not included in appendices within this dissertation due to page limits. The code
can be accessed at: github.com/SUMatEng/ADIC3D
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series respectively; and structured array DispTrans containing displacement
transformation data detailed in Table 5.4.

Table 5.2: Accessing the stereo matching data contained in ResultData.Stereo
for subset g.

P(b,q) SFPs (b=1 for u and b=7 for v).

c(q) ZNCC coefficient.

Iter(q) Number of iterations until stopping criterion is satisfied (maximum of 100
iterations).

StopVal(q) | Final stopping criterion value for subset g.

Table 5.3: Accessing the processing data for temporal matching
(ResultData.ProcDatal(d) and ResultData.ProcData2(d)) for image d and
subset number q.

Variable Variable description

ImgName Deformed image name.

ImgSize(b) Image size (b=1 for rows and b=2 for columns).

ImgFilt(b) Standard deviation (b=1) and window size (b=2) for the Gaussian filter
respectively in pixels.

SubSize(q) Subset size in pixels.

SubShape(q,:) | Subset shape.

SFOrder(q) SF order.

Xos(b,q) Reference subset position in the distorted sensor CS of the relevant cam-
era (b=1 for x° and b=2 for y°).

P(b,q) SFPs (b=1 for u and b=7 for v).

c(q) ZNCC coefficient.

Iter(q) Number of iterations until stopping criterion is satisfied (maximum of
100 iterations).

StopVal(q) Final stopping criterion value.

Table 5.4: Accessing the displacement transformation data for image d
(contained in ResultData.DispTrans(d)) for subset g.

Variable | Variable description

Xow(b,q) | Reference subset position in the world CS (b=1 for £9,, b=2 for 7, and b=3
for z9)).

Uw(b,q) Displacement in the world CS (b=1 for #,, b=2 for 9, and b=3 for Wy,).

CamParams | Calibration parameters (extrinsic, intrinsic and radial distortion parameters).

Refer to Appendix A.1 for brief discussion of utilising parallel processing to re-
duce computation time of ADIC3D.
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5.4.1 ADIC3D function

The main function ADIC3D, outlined in Table 5.5, sets up the DIC problem and
calls the appropriate subroutines. The output variables are preassigned in lines 9-12
to save input data and efficiently store computed data. ADIC3D allows subsets to be
analysed in a flexible manner by assigning Xos, SubSize, SubShape and SFOrder on
a per-subset and per-image basis. However, despite being capable of this, ADIC3D
assigns the same SubSize, SubShape and SFOrder to each subset as is conventional
for DIC. Subsets containing invalid pixels, identified by Mask, are eliminated.

Table 5.5: ADIC3D algorithm summary.

Line Numbers | Task Performed

Lines 2-3 Compute image names of both image series;

Lines 4-5 Compute number of images and size of the first image in first image
series;

Lines 6-7 Create regularly spaced reference subset positions, Xos;

Line 8 Remove subsets containing invalid pixels which are defined by Mask;

Line 9-12 Pre-assign ResultData structure array;

Line 13 Call subroutine StereoMatch to perform stereo matching;

Line 15 Call subroutine ImgCorr to perform temporal matching of first image
series;

Line 17 Call subroutine ImgCorr to perform temporal matching of second image
series;

Line 18 Call subroutine CSTrans to perform displacement transformation from
the distorted sensor CSs to the world CS;

The subroutine StereoMatch is called to perform stereo matching. StereoMatch
has input variables n (the total number of images in each image series), ResultData,
FileNames1, FileNames2 and StopCritVal. It returns the subset positions in the FIS2
stored as ProcData2(d) .Xos and stereo matching correlation results P, C, Iter and
StopVal stored in Stereo.

Temporal matching is performed on each image series separately in lines
15 and 17 using the ImgCorr subroutine. ImgCorr’s inputs are n, ProcDatal or
ProcData2, FileNames1 or FileNames2, RefStrat and StopCritVal. It returns P, C,
Iter and StopVal for each subset throughout the image series stored in ProcDatal
or ProcData?2 for the first and second image series respectively.

Finally, subroutine CSTrans determines coordinates and displacements in the
world CS based on inputs n, ResultData, WorldCTs, ImgCTs and RefStrat. CSTrans
returns Xow, Uw and CamParams stored in DispTrans. Note that within the subroutines
ResultData is shortened to RD and ProcData is shortened to PD where appropriate.

5.4.2 Correlation implementation

Both stereo and temporal matching make use of correlation, detailed in Sec-
tion 5.3.3, which is implemented using the three subroutines: SubShapeExtract,
SFExpressions and SubCorr. These subroutines are discussed briefly since they are
identical to those used in ADIC2D [191].

SubShapeExtract, detailed in Table 5.6, determines f;, V f; and Ax; of a subset
based on inputs SubSize, SubShape, Xos, F, VF and SubExtract. Note that variables
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with subscript i refer to the full set of this variable for the subset (i.e., f; refers to
fiViel) throughout Section 5.4.2. VF is the light intensity gradient of the reference
image whereas SubExtract is an anonymous function which extracts a square subset
from a matrix based on the size and position of the subset. For SubShape defined as
’Circle’, SubSize specifies the diameter.

Table 5.6: SubShapeExtract algorithm summary.

Line Numbers | Task Performed

Line 2 switch SubShape;

Line 3 case SubShape="’Square’, do

Line 4-6 Extract f; and V f; using SubExtract;

Line 7 Compute Ax; using SubSize;

Line 8 case SubShape=Circle, do

Line 9-11 Extract f; and V f; using SubExtract;

Line 12 Compute Ax; using SubSize;

Line 13 Determine mask of elements that fall within the circular subset;
Line 14-16 Use mask to extract appropriate data for circular subset;
Line 17 end switch

SFExpressions returns anonymous functions for expressions that are dependent
on the SF order, as outlined in Table 5.7. These anonymous functions are as fol-
lows: W defines Equation (5.9); dFdWdP defines V fi%; SFPVec2Mat defines Equation
(5.22); Mat2SFPVec extracts the SFPs from SFPVec2Mat; and StopCrit defines Equa-
tion (5.23). ADIC3D allows for the zero, first or second-order SFs to be used by

setting SFOrder to 0, 1 or 2 respectively.

Table 5.7: SFExpressions algorithm summary.

Line Numbers | Task Performed

Line 2 switch SFOrder

Line 3-8 case SFOrder=0, do assign functions for zero-order SF;
Line 9-14 case SFOrder=1, do assign functions for first-order SF;
Line 15-20 case SFOrder=2, do assign functions for second-order SF;
Line 21 end switch

SubCorr performs the core operations of correlation for a subset as outlined in
Table 5.8. Its inputs are the interpolation coefficients of the deformed image, f;, Vf;,
SubSize, SFOrder, Xos, Ax;, initial estimates for P and StopCritVal. SubCorr returns
P, C, Iter and StopVal. The size of vector P is consistent with that of the second-order
SF. Thus, the elements of P°F2, not relevant to the specified SF order, remain zero.

SubShapeExtract is called prior to calling SubCorr in order to determine data
used by SubCorr while SFExpressions is called within SubCorr to define the appro-
priate anonymous functions on a subset basis. Thus, the effect of the subset shape
and SF order as well as the core mathematical operations of correlation can be con-
sidered separately.
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Table 5.8: SubCorr algorithm summary.

Line Numbers | Task Performed

Line 2 Call SFExpressions to assign equations dependent on the SF order;
Line 3 Compute V f; %}

Line 4 Compute H -1 Equation (5.19);

Line 5 Compute f and f;

Line 6 Initialise flag<0, Iter<-1 and AP<+1;

Line 7 while "flag"=0, do

Line 8 Compute Axg, Equation (5.7), using estimates of P;

Line 9 Compute g using interpolation coefficients;

Line 10 Compute g and §;

Line 11 Compute ||AP|| using Equation (5.23);

Line 12 if || AP||<StopCritVal or Iter>100, do

Line 13 Set flag+1;

Line 14 Compute C, Equation (5.12) substituted into Equation (5.15);
Line 15 else, do

Line 16 Compute J, Summation expression of Equation (5.18);
Line 17 Compute AP, Equation (5.18);

Line 18 Update P, Equation (5.21);

Line 19 end if

Line 20 Set Iter<Iter+1;

Line 21 end while

5.4.3 Stereo matching implementation

Excluding the subroutines used to perform correlation, stereo matching is
implemented using two additional subroutines: FeatureMatch and StereoMatch.
FeatureMatch returns SFP initial estimates, determined according to the feature
matching method outlined in Section 5.3.6.2, based on inputs ProcDatal, d (the
image to be analysed), F, G and SubExtract. StereoMatch refines these SFPs through
correlation and uses them to determine the subset positions in the FIS2.

5.4.3.1 StereoMatch function

StereoMatch, detailed in Table 5.9, loads the FIS1 and FIS2 as F and G, respec-
tively, and performs Gaussian filtering on these using MATLAB’s imgaussfilt func-
tion. Lines 4 and 6 can be changed to use alternative filtering methods. Bi-cubic b-
spline interpolation coefficients are determined for the deformed image using MAT-
LAB’s griddedInterpolant function. Inline 7 ‘spline’ can be replaced with “linear’
or ‘cubic’ for bi-linear or bi-cubic polynomial interpolation respectively. Moreover,
line 7 can be replaced with an alternative interpolation method such as MATLAB’s
spapi function. Line 9 of SubCorr may need to be updated if alternative interpolation
methods are employed.

Lines 11 to 16 cycles through each subset of the FIS1, for which FeatureMatch
in line 9 determined SFP initial estimates, performing correlation using subroutines
SubShapeExtract and SubCorr. These displacement SFPs are used to determine the
reference subset positions in the second image series.

Subset pairs which achieve a ZNCC coefficient below 0.6, or which fall outside
the bounds of the FIS2, are assumed to have failed stereo matching. These subsets
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are determined in lines 21-22 and their subset positions in both image series are set to
NaN (not a number) in lines 23-26 such that they are not analysed during temporal
matching or displacement transformation.

Table 5.9: StereoMatch algorithm summary.

Line Numbers | Task Performed

Line 2 Define SubExtract function to extract square subset data;

Line 3-6 Load the FIS1 and FIS2 and perform Gaussian filtering on them;

Line 7 Compute interpolation coefficients of G using MATLAB's
griddedInterpolant function;

Line 9 Call subroutine FeatureMatch to determine SFP initial estimates;

Line 10 Initialise temporary storage variables used to save correlation informa-
tion during the for loop;

Line 11 for subset number q=1 to number of subsets, do

Line 12 if FeatureMatch determined SFP initial estimates for subset q , do

/ Line 13 Call subroutine SubShapeExtract;

Line 14 Call subroutine SubCorr;

Line 15 end if

Line 16 end for

Line 17 Save correlation information to RD. Stereo variable;

Line 18 for image number d=1tod=n, do

Line 19 Compute the subset positions in the FIS2 using Equation (5.32);

Line 20 end for

Line 21-22 Determine subsets which fail stereo matching and subsets which pass;

Line 23-26 Set the subset position of subsets which fail stereo matching to NaNs
throughout both image series;

Line 27 Display information for stereo matching;

StereoMatch returns ResultData with the subset positions in the FIS2 assigned
to ProcData2(d) . Xos; the correlation results for stereo matching (P, C, Iter, StopVal)
are assigned to Stereo.

5.4.3.2 FeatureMatch function

FeatureMatch, outlined in Table 5.10, implements SIFT feature matching using
codes available from the VLFeat open-source library of computer vision algorithms.
More specifically, VLFeat’s v1_sift function is used to determine the keypoint lo-
cations and descriptors of F and G in lines 3-4. The keypoints of F which fall within
the perimeter of at least one subset (square subsets equivalent in size to that speci-
tied for the subset under consideration are used) are identified in line 5. Only these
keypoints of F are retained, in line 6, in order to reduce the computation time of
VLFeat’s vl_ubcmatch function in determining matching keypoint pairs between F
and G in lines 7-8.

For each subset, the 20 closest keypoints to its centre position are identified in line
9. The for loop of line 13 cycles through the subsets using MSAC to determine reli-
able affine transformation parameters which are used by Equation (5.31) to compute
the corresponding second-order SFPs.

MSAC is implemented using MATLAB's ransac function. Two anonymous func-
tions are used in the call to ransac. RansacModel, defined in line 10, determines the
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affine transformation parameters from the keypoint locations by solving Equation
(5.29). RansacError, defined in line 11, evaluates Equation (5.30) to determine each
keypoint’s squared error distance (for keypoints identified to be relevant to the sub-
set). The fifth argument of ransac sets T=1 pixel® and the final argument specifies
the confidence that the maximum number of inliers are determined. The fifth and
sixth arguments of ransac, as well as the number of nearest keypoints used for each
subset (line 9), can be altered to suit the reader’s needs. The try statement of line 14
catches instances where ransac fails to identify three keypoint inliers. As such, the
SFP initial estimates of these subsets, stored in P, remain NaN as initialised on line
12.

Table 5.10: FeatureMatch algorithm summary.

Line Numbers | Task Performed

Line 2 if VLFeat library is not setup, then return an error;
Line 3-4 Compute keypoint locations and descriptors for F and G using v1_sift;
Line 5 Determine vector KptsInVacinity identifying the keypoints of F which

fall within the perimeter of the square subsets, equivalent in size to that
specified for the subset under consideration, of F;

Line 6 Eliminate keypoints (and their associated descriptors) of F which do not
fall within the perimeter of any of the subsets;

Line 7-8 Determine matching keypoints using v1_ubcmatch;

Line 9 Determine the 20 nearest keypoints for each subset stored in matrix
relevantKpts;

Line 10-11 Define anonymous functions RansacModel and RansacError for deter-

mining affine transformation parameters (of Equation (5.29)) and evalu-
ating Equation (5.30) respectively;

Line 12 Initialise P as NaNs;

Line 13 for subset number g=1 to number of subsets, do

Line 14 try

Line 15 Use MSAC to determine affine transformation parameters for subset
q from its relevant keypoints;

Line 16 Convert affine transformation parameters to second-order SFPs us-
ing Equation (5.31);

Line 17 end try

Line 18 end for

Line 19 Display information for SIFT feature matching;

5.4.4 Temporal matching implementation

Excluding the subroutines used to perform correlation, temporal matching is im-
plemented using PCM and ImgCorr. ADIC3D’s implementation of temporal matching
is discussed briefly since it is almost identical to that of ADIC2D [191] with the excep-
tion that PCM and ImgCorr are modified to avoid analysing subsets which fail stereo
matching.

5.4.4.1 PCM function

PCM determines an initial estimate of the displacement SFPs of a subset based
on inputs F, G, SubSize, the subsets position and SubExtract as outlined in Ta-
ble 5.11. Subset positions are passed as separate x and y positions as required by
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MATLAB’s arrayfun function which is used to call PCM. The if statement of line 2
avoids analysing subsets which contain NaN positions and returns NaN displace-
ments in this case.

Table 5.11: PCM algorithm summary.

Line Numbers | Task Performed

Line 2 if subset positions do not contain NaNs, do

Line 3 Compute normalised cross-power spectrum in the frequency domain;

Line 4 Convert back to spatial domain;

Line 5 Find index of the maximum correlation coefficient;

Line 6 Compute index vector which relates indices of the correlation coeffi-
cient matrix to the displacements they correspond to;

Line 7-8 Obtain displacements using index of the maximum correlation coeffi-
cient;

Line 9 else, do

Line 10 Set output displacements to NaN;

Line 11 end if

5.4.4.2 ImgCorr function

ImgCorr, outlined in Table 5.12, makes use of a nested for loop to perform tem-
poral matching. The outer loop cycles through the images of an image series, start-
ing at the second image, preparing data for correlation. This includes: loading the
appropriate reference and deformed images; filtering the images; determining the
interpolation coefficients of G; determining the reference image gradient; shifting
the reference subset positions by the displacement SFPs determined in the previous
correlation run (these displacement SFPs are rounded down such that the reference
subset need not be interpolated [222]); and using PCM to determine initial estimates
of the SFPs for the current correlation run. In the case of the absolute reference image
strategy the reference subset positions are not shifted and PCM is only used to obtain
an initial estimate of the displacement SFPs for the first correlation run. For subse-
quent iterations the SFPs of the previous correlation run are used as initial estimates.

The inner for loop cycles through the subsets calling SubShapeExtract and
SubCorr to perform correlation of the subsets. The if statement of line 19 ensures
only subset which pass stereo matching are analysed within the for loop.
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Table 5.12: ImgCorr algorithm summary.

Line Numbers | Task Performed
Line 2 Define SubExtract function to extract square subset data;
Line 3 for image number d=2 to d=n, do
Line 4 Define G;
Line 5 Perform Gaussian filtering on G using MATLAB’s imgaussfilt func-
tion;
Line 6 Compute interpolation coefficients of G using MATLAB’s
griddedInterpolant function;
Line 7 if first image of correlation run or RefStrat=1, do
Line 8 Define F;
Line 9 Perform Gaussian filtering on F using MATLAB’s imgaussfilt func-
tion;
Line 10 Compute gradients for F (compute VF);
Lines 11-12 Displace Xos with previous image correlation run displacement SFPs
(incremental strategy);
Line 13 Call subroutine PCM to compute initial estimates of displacement
SEPs;
Line 14 else, do
Line 15 SetP(d) +P(d-1);
Line 16 end if
Line 17 Initialise temporary storage variables used to save correlation infor-
mation during the inner loop;
Line 18 for subset number q=1 to number of subsets, do
Line 19 if subset q passed stereo matching, do
Line 20 Call subroutine SubShapeExtract;
Line 21 Call subroutine SubCorr;
Line 22 end if
Line 23 end for
Line 24 Save correlation information to PD variable;
Line 25-26 Display results for image d correlation;
Line 27 end for

5.4.5 Displacement transformation implementation

Displacement transformation is implemented using subroutines CSTrans and
Triangulation.

5.4.5.1 CSTrans function

CSTrans, outlined in Table 5.13, uses MATLAB’s estimateCameraParameters func-
tion to determine the calibration parameters according to Section 5.3.2 and the fun-
damental matrix according to Section 5.3.4. The canonical form of the projection
matrices are used such that the world CS is aligned with the camera CS of the first
camera.

Line 6-18 cycles through image pairs of the image set performing displacement
transformation according to Section 5.3.9. Line 9 identifies subsets which do not
contain NaN values in either their position or SFPs (subsets which pass stereo
matching) which are to be analysed during displacement transformation. MATLAB's
undistortPoints function is used to remove distortion from the subset positions
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while the subroutine Triangulation uses polynomial and linear triangulation to
determine the 3D coordinate in the world CS corresponding to a subset pair. The
if statement of line 10 avoids recomputing the reference subset positions for the
absolute reference image strategy.

Table 5.13: CSTrans algorithm summary.

Line Numbers | Task Performed
Line 2 Compute  calibration = parameters  using  MATLAB’s
estimateCameraParameters function;
Line 3-4 Compute canonical projection matrices of first and second cam-
eras;

Line 5 Load the fundamental matrix;

Line 6 for image number d=1to d=n, do

Line 7-8 Compute xgll and x§2 , Equation (5.49);

Line 9 Determine indices of subsets which do not contain NaNs in
either xgl or xgz;

Line 10 if first image pair of image set or RefStrat=1, do

Line 11 Compute %7, (for subsets identified in line 9) using the

Triangulation subroutine and MATLAB’s undistortPoints
function;

Line 12 else

Line 13 Assign %, of previous image pair to current image pair;

Line 14 end if

Line 15 Compute £4, (for subsets identified in line 9), using the
Triangulation subroutine and MATLAB’s undistortPoints
function, and subtract £, from it to determine i, 9, and @y,
using Equation (5.51);

Line 16 Save calibration parameters;

Line 18 end for

CSTrans is susceptible to particular issues which can cause a fatal error. Refer
to Appendix A.2 for a discussion of a function which improves the robustness of
CSTrans.

5.4.5.2 Triangulation function

Triangulation, outlined in Table 5.14, cycles through the subset pairs determin-
ing their ideal coordinates in the ideal sensor CSs using the polynomial triangulation
method according to Section 5.3.7, in lines 3-20 (based on the code of Lourakis [259]),
before performing linear triangulation according to Section 5.3.8, in lines 21-22, to
determine their 3D coordinate in the world CS.
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Table 5.14: Triangulation algorithm summary.

Line Numbers | Task Performed

Line 2 for subset pair number q=1 to number of subsets, do

Lines 3-4 Determine translation matrices of Equation (5.35);

Line 5 Apply translation matrices to fundamental matrix according to
Equation 5.36);

Lines 6-8 Compute epipoles and normalise them;

Lines 9-10 Compute rotation matrices according to Equation (5.37);

Line 11 Apply rotation matrices to fundamental matrix according to
Equation (5.38);

Lines 12-13 Compute polynomial coefficients of Equation (5.43);

Lines 14-15 Compute real roots of the polynomial;

Line 16 Evaluate polynomial of Equation (5.42) at these roots;

Line 17 Determine root corresponding to minimum of Equation (5.42);

Lines 18-20 Compute ideal subset positions according to Equations (5.44)
and 5.45);

Lines 21-22 Determine 3D position of noiseless subset positions using lin-
ear triangulation method;

Line 23 end for

5.5 Validation

The temporal matching aspect of ADIC3D has been shown to be sufficiently
robust to contrast changes and noise while offering a compromise between noise
suppression and spatial resolution consistent with that of established DIC algo-
rithms [191]. Thus, Samples 1 and 2 of the stereo DIC Challenge [123], exhibiting
rigid body translations which avoid introducing errors during temporal matching
due to complex displacement fields, are used to assess the remaining aspects of
ADIC3D in a quantitative manner. Sample 5, exhibiting complex displacement
fields, assess ADIC3D in a qualitative manner.

ADIC3D was used by setting StopCritVal=10"* (limited to 100 iterations per-
subset), FiltSize=0, RefStrat=0, SubShape="’Square’, SFOrder=1, SubSize=61
and StepSize=D5. A larger subset size was used to reduce errors during temporal
matching. Increasing the subset size beyond 61 pixels produced only marginal im-
provements.

Additionally, DICe (Version 2.0-beta.16) [167] and LaVision’s StrainMaster (ver-
sion 1.3) were used to analyse the samples. DICe is well-established [168, 111] and its
modularity enables it to use the same subset positions in the FIS1 as ADIC3D prior to
stereo matching. DICe was run using the same parameters as ADIC3D. StrainMaster,
a streamlined version of LaVision’s DaVis software, was used to analyse Samples 1
and 2. Its streamlined nature prevents modifying some correlation parameters such
that it employed circular subsets, a stopping criterion of 0.01 and a maximum of
200 iterations. Although this prohibits its results from being directly comparable to
ADIC3D, it is included to reflect the capabilities of a commercial code. All codes
used identical masks for each sample.
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For ADIC3D subsets achieving a ZNCC criterion below 0.8 for stereo matching
were eliminated while DICe and StrainMaster have their own methods of elimi-
nating subsets which fail stereo matching. The final sets of valid subset pairs for
ADIC3D and DICe were determined in two steps such that the results of the two
codes are directly comparable.

Firstly, a preliminary set of valid subset pairs is determined for each code as the
subsets which achieved a ZNCC criterion above 0.8 for temporal matching. Addi-
tionally, for Samples 1 and 2 of DICe the Grubbs’s test [260] was used to remove
outliers, in terms of displacement error, to reduce outliers occurring in its prelimi-
nary set. Secondly, the final set of valid subset pairs for both codes was determined
as the intersection of these preliminary sets based on the subset positions in the FIS1.

Successive images of all samples exhibit a jump in displacement such that
PCM failed to determine SFP initial estimates. As such, subroutine FeatureMatch
is used to obtain SFP initial estimates during temporal matching by inserting
“[PD(d) .P]=FeatureMatch(PD,d,F,G,SubExtract);” after line 16 in subroutine
ImgCorr. DICe also used feature matching to determine SFP initial estimates.

The provided calibration image sets, of dot-grid style calibration plates, were
used by each code to perform calibration. ADIC3D used the STEP1_CalcDLTparameters
function of MultiDIC, an open-source stereo DIC software proposed by Solav et
al. [251], to locate the CTs in the distorted sensor CSs. All experimental image sets
were captured using the FLIR Grasshopper 2 model Gras-50S5M cameras with
(Edmund Optics) lenses having a focal length of 35 mm.

5.5.1 Sample1and 2

Sample 1 captures images of a complex specimen geometry, consisting of a flat
base plate with protruding 3D features, as it is displaced in increments of 10 mm
in the x- and z-directions according to Table A.2 in Appendix A.3. The specimen
is displaced by an Aerotech nano-positioning stage (model ANT130-160-XY) with a
high-precision linear encoder and position feedback control such that the true dis-
placements are known with high certainty. Sample 2 simulates the experiment of
Sample 1 using the synthetic image generator documented by Balcaen et al. [252] to
minimize error sources in the image set.

The world CS of each DIC code differs from that within which the displacements
were imposed. Thus, for each code Pythagoras’s theorem is used to compute the
true, ygl’;e, and calculated, y%}l", displacement magnitudes of each subset q. The
resulting errors in displacement magnitude are quantified as bias, computed as the
mean of the absolute error (M AE), and variance, computed as the standard deviation
of the absolute error (o).

ZQ ~calc _ ntrue ZQ ( ~calc _ ntrue —MAE 2
q:l AuZUq .qu q:l ywq ywq
MAE= 5 o= o1 (5.52)

Here Q is the number of valid subset pairs in the image pair analysed. For Sam-
ples 1 and 2 ADIC3D and DICe had 71715 and 66850 valid subsets, respectively,
while StrainMaster had 112021 and 108085 valid subsets respectively. Tables 5.15
and 16 report errors metrics for Samples 1 and 2, respectively, for steps 3, 7 and 15
which correspond to displacement extremes.
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Table 5.15: Displacement error metrics for Sample 1 reported at x10~> mm.

Step ADIC3D DICe StrainMaster
Bias | Variance | Bias | Variance | Bias | Variance
3 47.2 9.17 37.1 23 55.5 14.1
7 44.2 7.65 41.1 21.6 50.2 13
15 61.6 13.4 57.1 33.5 77 .4 20.1

Table 5.16: Displacement error metrics for Sample 2 reported at x10~3 mm.

Step ADIC3D DICe StrainMaster
Bias | Variance | Bias | Variance | Bias | Variance
3 1.55 2.48 5.14 4.59 11.3 5.89
7 14 2.16 448 4.4 3.07 6.47
15 2.35 3.52 9.92 6.86 7.03 21.2

The improved error metrics of Sample 2 relative to Sample 1 for each code, with
the exception of StrainMaster’s variance for step 15, reflects the impact of the re-
duced error sources of the synthetic image set. For Sample 1 ADIC3D performs on
par with DICe (up to 27% higher bias) and StrainMaster (at least 12% lower bias). In
contrast, for Sample 2 ADIC3D shows improved error metrics relative to DICe and
StrainMaster (at least 69% and 54% lower bias respectively). StrainMaster’s higher
bias and variance are a result of it analysing more subsets in the vicinity of protrud-
ing features, which are challenging to track, which are removed for ADIC3D and
DICe.

5.5.2 Sample 5

Sample 5 captures images of an ASTM tensile specimen made of Aluminium
2024-T6 as it is loaded in tension. The displacements computed by ADIC3D and
DICe are directly comparable since both align their world CS with the camera CS of
the first camera.

Figure 5.4 shows the 7, displacement field of image pair 1000 superimposed on
the FIS1. The mean and maximum of the percentage difference of the i, 9, and @y,
displacements, between ADIC3D and DICe, are reported in Table 5.17 for selected
image pairs.

Table 5.17: Percentage difference of computed displacements between

ADIC3D and DICe.
Image pair 250 500 750 1000
Metric Mean | Max | Mean | Max | Mean | Max | Mean | Max
g 0.0342 | 0.131 | 0.0354 | 0.113 | 0.0373 | 0.118 | 0.0374 | 0.122
(" 0.374 | 2.19 0.6 257 | 0875 | 297 1.04 3.84
(" 0.093 | 0.443 | 0.193 | 0.744 | 0.291 | 0926 | 0.345 | 1.02
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Figure 5.4: Displacement in the x-direction in the world CS superimposed on
the FIS1 of the ASTM tensile specimen [123].

The cameras being positioned apart horizontally in the x-direction is reasoned to
cause the larger percentage difference of 9, and 2, relative to i, which is consistent
with the findings of Balcaen et al. [105]. The low percentage difference (remaining
below 2% mean and 4% maximum) indicates that ADIC3D performs consistently
with DICe.

5.6 Discussion

ADIC3D’s modularity is threefold. Firstly, main tasks are performed by separate
subroutines, closely linked to the mathematical theory presented, allowing readers
to progressively build up their understanding of ADIC3D. For instance, correlation
is separated into three subroutines enabling the reader to consider: (i) how data is
prepared based on the subset shape (SubShapeExtract); (ii) the SF order’s influence
on expressions for variables used during correlation (SFExpressions); and (iii) the
core operations of correlation (SubCorr) separately. Furthermore, how subroutines
ImgCorr and StereoMatch show how correlation is utilised differently by temporal
and stereo matching.

Secondly, the subset shape, SF order, interpolation method and Gaussian filter-
ing parameters can be readily changed. Although the influence of these on displace-
ment results is well documented in experimental solid mechanics applications [12,
114, 115], this allows investigating their influence in novel applications to fine-tune
ADIC3D’s setup.

Thirdly, the SF order, subset size and subset shape can be changed on a per-subset
and per-image basis enabling straightforward integration with adaptive strategies.
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Adaptive strategies, which are gaining interest in the field of DIC, attempt to assign
optimal parameters to each subset such that the resulting displacements are, theo-
retically, as reliable as possible and independent of the user.

In order for the code to retain its simplicity four aspects, identified by Pan [22]
as state-of-the-art requirements, were omitted. Firstly, calibration does not use bun-
dle adjustment, proposed by Furukawa and Ponce [261], to refine the calibration
parameters . Additionally, Vo’s method [262] of combing the frontal image plane
and DIC to more accurately locate the CTs isn’t implemented. Secondly, although
the incremental reference image strategy is included, ADIC3D does not automat-
ically employ it if the ZNCC coefficient falls below a certain threshold as recom-
mended [263]. Thirdly, ADIC3D uses bi-cubic b-spline interpolation whereas bi-
quintic b-spline interpolation is recommend [12] since increasing the degree of the
interpolation method reduces the errors in the “ultimate error regime” [184] espe-
cially for smaller subsets.

Lastly, ADIC3D does not employ Pan’s [182] RGDT strategy. ADIC3D’s tempo-
ral matching uses the SFPs of each subset of the previous correlation run as initial
estimates in the current correlation run. In contrast, RGDT only does this for the
subset achieving the best ZNCC in the previous correlation run. This subset’s opti-
mised SFPs are used as an initial estimate to correlate its neighbouring subsets. Of
the correlated subsets, having uncorrelated neighbours, the one with the best ZNCC
has its SFPs used as an initial estimate to correlate its neighbours. This is repeated
to correlate all subsets in the current correlation run. As noted with ADIC2D [191],
this exclusion makes ADIC3D susceptible to propagating spurious SFPs of a subset
throughout the image series.

Furthermore, RGDT is excluded such that ADIC3D is path-independent (where
each subset is correlated independently of its neighbours). Thus, this avoids the
need to specify seed points and the issue path-dependent methods have, with com-
plex specimen geometries, of transferring SFPs across subsets which experience dif-
ferent deformation modes. This also allows ADIC3D to leverage MATLAB's parfor
loop to utilise parallel processing to reduce computation time (as discussed in Ap-
pendix A.1).

Additionally, although not a start-of-the-art requirement, ADIC3D’s feature
matching method can be improved. Sample 1 and 2 highlight its limitation as it
determines invalid SFP initial estimates for subsets in the vicinity of protruding
features, that experience a large perspective change. Iniyan et al. [264] recom-
mend using the DeepFlow [265] feature matching algorithm combined with the
homography transform and MSAC.

Despite these omissions, ADIC3D’s performance is on par with established
codes. More specifically, Samples 1 and 2 show that ADIC3D determines dis-
placement magnitudes in the world CS with bias and variance consistent with
that of DICe and StrainMaster while Sample 5 shows that ADIC3D determines
displacement vectors within 4% maximum difference of those determined by DICe.
Although Samples 1 and 2 reveal limitations of ADIC3D’s stereo matching, it
performs sufficiently well in the presence of a complex specimen geometry.

This, coupled with ADIC2D’s validation of temporal matching, and thus the cor-
relation method, of ADIC3D indicates that ADIC3D performs sufficiently well for
practical use in the field of experimental solid mechanics. Moreover, due to its mod-
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ularity ADIC3D can be readily adapted to a wide range of applications across many
fields. Furthermore, validation of this modular framework makes it both attractive
as an education resource and as a basis to further the capabilities of DIC.

5.7 Conclusion

The theory of a subset-based, stereo DIC framework, that is predominantly con-
sistent with current state-of-the-art techniques, and its implementation as a modular
202 line MATLAB code is presented. This framework is an extension of the previ-
ously presented ADIC2D framework and as such is also comprised of square or cir-
cular subset shape selection, assigning of Gaussian filtering parameters, altering of
the interpolation method, the zero, first and second-order SFs, reference image strat-
egy selection, the Phase Correlation Method to determine SFP initial estimates for
temporal matching and calibration through using MATLAB’s image calibration tool-
box. ADIC3D, being capable of performing stereo DIC to determine both in-plane
and out-of-plane displacements in the world CS, is additionally comprised of stereo
matching, SIFT feature matching to determine SFP initial estimates for stereo match-
ing and displacement transformation using the polynomial and linear triangulation
methods. Furthermore, ADIC3D allows for assignment of SF order, subset shape and
subset size on a per-image and per-subset basis enabling straightforward integra-
tion with adaptive strategies. The framework is modular enabling the reader to gain
a deeper understanding of DIC as well as encouraging readers to adapt ADIC3D
for new applications. Validation of the full framework coupled with its modularity
makes it appealing not only as an educational resource, but also as a starting point
to develop the capabilities of DIC.

5.8 Post-submission discussion

A number of insights raised during the review process where outside the scope
of the paper and thus were not included in the post-review manuscript. However,
they are worth considering here due to their implications.

The calibration process employed is simplistic relative to more advanced meth-
ods used in high precision optics. In addition to the limitations of the calibration
process highlighted in Section 5.6, the calibration process could be improved in two
distinct ways.

Firstly, many publications propose methods of more accurately locating the cali-
bration targets within the image. Traditional calibration generally makes use of the
intersection of black and white squares of a checkerboard pattern or circles aligned
in a grid pattern as calibration targets. The precision to which these calibration tar-
gets can be located within an image directly affects the precision of the obtained
calibration parameters. Datta et al. [266] propose using the initial calibrated camera
parameters to remove aberrations due to distortions and projections to more accu-
rately locate the calibration targets. Zhu et al. [267] focused on using polarisation fil-
ters to reduce high intensity reflected light within calibration images such that these
calibration targets could be more precisely located by sub-pixel search algorithms.

In 2020, Chen and Pan [268] documented a camera calibration method, which is
utilised by select commercial DIC software, that uses a synthetically generated ran-
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dom speckle pattern as the calibration pattern applied to the calibration plate. Using
the synthetic speckle pattern as the reference image and the calibration image under
consideration as the deformed image, DIC is used to locate subsets of the synthetic
speckle pattern within the calibration images. Treating subsets of the speckle pat-
tern, which contain unique speckle patterns of high information content, as calibra-
tion targets enables DIC to locate these to higher accuracy and precision than is ob-
tainable for traditional checkerboard and circular calibration patterns. Furthermore,
this approach enables the determination of more calibration targets per calibration
image relative to traditional calibration patterns. As a result, this technique offers
considerably more accurate and precise calibration parameters relative to existing
techniques.

Secondly, more advanced camera models exist which provide a more complete
description of real camera optics. In particular, by accounting for a greater variety
of lens distortions within the camera model Stein [269], Cluas and Fitzgibbon [270]
and Jin and Yang [271] have improved the precision of camera calibration and the
resulting accuracy of the measured displacements.

Furthermore, fundamentally different camera models exist such as the generic
camera model which remove constraints arising from the assumption of a pinhole
camera model. Calibration based on the generic camera model maps image pixels
to light rays captured by the camera system [272]. Such methods are capable of
accounting for high-frequency distortions which is advantageous for high-precision
optical measurement [273]. Subsequently, the ability of the generic camera model to
provide a more complete description of the camera optics is acknowledged in the
post-review manuscript and references to papers discussing its theory are provided
for interested readers.

Despite the availability of such advanced calibration techniques, the purpose of
this paper was to detail the inner workings of stereo DIC. Thus, the inclusion of a
discussion of the camera model and calibration process was to establish their role in
mapping the coordinates between the two sensor coordinate systems of the camera
pair. The simplistic, yet well-established and widely used in DIC, pinhole camera
model accounting for radial distortion combined with the calibration process based
on the work of Zhang [213] and Heikkila and Silven [214] is appropriate for the
purposes of this paper.

It was pointed out that the capabilities of DIC and dense optical flow methods are
similar and a request was made for the inclusion of a discussion with regards to this.
Although such a discussion was omitted as it fell outside the scope of the paper, it is
worth considering in light of the rapid advancement of dense optical flow methods
through the use of ANNSs and the subsequent interest in ANN-based DIC that has
recently emerged.

The use of dense optical flow for applications typically dominated by DIC has
been investigated by a number of researchers. Hartmann et al. [274] investigated
various traditional dense optical flow methods for experimental solid mechanics
and showed that the Pyramid Horn-Schunck global method has poor accuracy. Al-
though they showed that the the Pyramid Lucas-Kanade algorithm achieved similar
accuracy to DIC, this is reasoned to be due to their similar basis (the DIC framework
of this project being based on the Lucas—Kanade optical flow algorithm at its core).
Similarly, an extensive analysis of various ANN-based dense optical flow methods
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conducted by Bouktache et al. [25] revealed that in their current form they are inap-
propriate for experimental solid mechanics application due to their low accuracy for
sub-pixel displacements.

Although both dense optical flow and DIC are concerned with estimating dis-
placement present within images, their differences in design limit the applicability of
dense optical flow methods for traditional DIC applications. More specifically, dense
optical flow is typically concerned with reliably tracking large displacements due to
RBT of objects within the image. In contrast, DIC focuses on accurately tracking sub-
pixel displacements as a result of deformation of a specimen. Additionally, dense
optical flow typically employs dynamically assigned query points corresponding to
high information content areas of the image whereas DIC makes use of a dense grid
of regularly spaced query points to determine an evenly distributed displacement
tield. These differences in design limit the accuracy and precision achievable by
both traditional and ANN-based dense optical flow methods in experimental solid
mechanics applications.

Although these results show the potential of ANN-based DIC for experimental
solid mechanics applications, significant work is required before such methods can
be recommended. More specifically, the metrological characteristics of DIC are well
established through decades of error analysis, and this knowledge is widely applica-
ble across the various DIC algorithms. In contrast, ANN-based DIC is relatively new
with limited analysis of its metrological performance and each network is likely to
have fundamentally differing metrological characteristics due to their performance
and generalisability being dependent on their architectural design, training dataset'”
and training decisions. Furthermore, ANN-based DIC methods do not impose reg-
ularisation, as done for local and global DIC, such that the continuity within the
computed displacement field is not guaranteed. For this reason derivation of these
displacement fields to obtain strain fields is ill-advised as noted by Yang et al. [93]
who proposed the need to develop ANN-based DIC to directly determine strain
from image pairs. Thus, despite dense optical flow methods showing great potential
in traditional DIC applications, significant work is still necessary to establish their
metrological characteristics before they can be recommended for practical use.

9The limited generalisability of certain ANN-based DIC methods are discussed in Section 1.4.
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Chapter 6
ANN for DSS and error prediction

This chapter addresses the third objective, developing an ANN for random displace-
ment error prediction and DSS based on purely image information. The DIC frame-
work developed within Chapters 4 and 5 is employed to generate the database for
training the ANN as well as to validate the subset size selection framework. Vali-
dation is performed on synthetic images falling within and outside the scope of the
training dataset which reveal the potential and current limitations of the approach,
respectively.

The coded implementation of artificial neural network based dynamic subset se-
lection (ANNDSS) can be found at: https:/ /github.com/SUMatEng/ANNDSS. This
repository also provides an example file for running the framework on the validation
image sets developed for this chapter.

This chapter has been submitted to the Springer’s Experimental Mechanics journal
under the title of Artificial Neural Network for Dynamic Subset Selection and Displace-
ment Error Prediction. Although reviewer feedback has not yet been received, a
post-submission discussion is included which expands on the discussion included
within the paper by focusing on providing evidence for stated claims.
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6.1 Nomenclature

b Counter for grey level values

B Bit depth

d Counter for number of datapoints of the database
1 Subset intensity variation

f Reference subset

fth Binary threshold of reference subset

I Speckle function

I Intensity at the centre of the st speckle

[rmin Minimum light intensity value

[mex Maximum light intensity value

i,j,kand | Arbitrary counter variables

A Intensity variation ratio

M Subset size

MPeight Height of speckle image

Mwidth Width of speckle image

ME, Mean error in the x-direction

ME, Mean error in the y-direction

M; Length, in pixels, of speckle pattern in the x-direction

M, Length, in pixels, of speckle pattern in the y-direction

M, .. Maximum allowable subset size of artificial neural network based dy-
namic subset selection (ANNDSS)

M Subset size investigated by ANNDSS

N Number of query points (counter is 1)

w Period of sinusoidal function

Po Number of pixels within a speckle pattern having grey level value of
b

P Standard deviation of Gaussian noise

Q Number of query points (counter is ¢)

R Radius of the s speckle
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Rmin Minimum speckle radius

R™Max Maximum speckle radius

S Number of speckles within a speckle function (counter is s)

SE Subset entropy

Ox Displacement error standard deviation (DESD) in the x-direction

oy DESD in the y-direction

ol Predicted output of artificial neural network (ANN)

Ug”‘e True output of ANN

Aoy Prediction error of ANN

o Directionless DESD

gthresh DESD threshold value

SSE Subset Shannon entropy

SSE!™ Subset Shannon entropy of the whole reference image

SSEsHb Subset Shannon entropy of a reference subset

SSSIGy Sum of square of subset intensity gradient (SSSIG) in the x-direction

SSSIGy, SSSIG in the y-direction

T Magnitude of displacement imposed in the x-direction

Ty, Magnitude of displacement imposed in the y-direction

u Displacement field in the x-direction

uRBT Displacement field in the x-direction for rigid body translation (RBT)

usin Displacement field in the x-direction for sinusoidal displacement

Auy Displacement error in the x-direction for the n'" query point

ugale Displacement in the x-direction for the n" query point calculated by
DIC

ulrue True displacement in the x-direction for the n'" query point

v Displacement field in the y-direction

oRBT Displacement field in the y-direction for RBT

osin Displacement field in the y-direction for sinusoidal displacement

Avy Displacement error in the y-direction for the n'" query point

poale Displacement in the y-direction for the n" query point calculated by
DIC

pirue True displacement in the y-direction for the n query point

x and y Image coordinates

xsandys  Location of the s speckle within the image

xnorm Normalised value of ANN input parameter for the database

X Value of an arbitrary ANN input parameter

Xmin Minimum value of an arbitrary ANN input parameter for the database

xmax Maximum value of an arbitrary ANN input parameter for the

database

6.2 Introduction

Digital image correlation (DIC) can determine the full-field displacement and de-
formation experienced by a specimen from images captured of its surface. Advan-
tages of DIC include its non-contact nature, ability to operate at a range of scales
(from microscopy images [229, 230] to satellite imagery [231]) and full-field nature,
which enables more complex material behaviour to be investigated [275, 276, 237].
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This has led to its widespread adoption beyond the field of experimental solid me-
chanics [277, 195, 187].

The widespread adoption of DIC has prompted extensive investigation of its er-
ror sources so that methods could be developed to mitigate these, enabling the most
accurate and reliable displacements to be achieved [104, 278, 12, 115]. For example,
the iDICs provides a Good Practices Guide [8], part of which aims to better identify
and limit errors in DIC. Despite this, the appropriate selection of DIC parameters for
a given analysis remains a cumbersome task, typically achieved through trial-and-
error. In particular, selecting the size of the subset is a complex problem that involves
a trade-off between suppression of image noise and the ability to accurately track
displacement fields with substantial gradients, termed spatial resolution (SR) [122].

Local DIC typically determines the displacement at a query point, which dic-
tates the location of the centre of the subset, as the average of that experienced by
pixels within the subset. The subset needs to be sufficiently large to incorporate
enough pixels to average out the effect of, for example, image noise to minimise ran-
dom errors in the displacements. At the same time, the subset needs to be small
enough to avoid incorporating pixels too far from the query point, which experience
incongruent displacements, to minimise systematic errors [115]. As such, subset size
selection presents a trade-off to minimise the displacement error: on the one hand,
maximising the subset size reduces error due to the image quality; on the other hand,
reducing the subset size allows for better matching of the underlying displacement
data. An optimal subset size exists, which limits both, resulting in the lowest overall
displacement error. This optimal subset size is sought in most practical applications.

Although traditional DIC uses the same subset size for each query point, the
speckle pattern quality and displacement field complexity typically vary spatially
within an image set, suggesting a location-specific optimal subset size. Therefore,
methods for determining the appropriate global subset size for an image set [279,
280, 281] have limited applicability, since the accuracy of the displacement will be
dictated by the region of the image with the poorest speckle pattern quality. Methods
have been proposed to weight pixels in the subset so that pixels near the query point
have a higher weight, and therefore influence, than those further away from the
query point [282, 183, 283]. A parameter controlling the distribution of the weights
is optimised during the correlation process to essentially reduce the subset size in the
presence of high displacement gradients, thereby improving the results. However,
these methods cannot increase the size of the subset to improve noise suppression
and require alteration of the DIC algorithm to optimise the weighting parameter.

An ideal DSS method, which dynamically appoints appropriate subset sizes for
each query point, should operate as a precursor to the correlation process, allowing
straightforward implementation with any DIC algorithm capable of assigning the
subset size of each query point independently. Such a DSS method needs to pre-
dict appropriate subset sizes purely based on image information, since displacement
field information is only available post DIC analysis.

Several methods for DSS have been proposed based solely on image quality.
Kang et al. [284] proposed capturing multiple reference images and performing cor-
relation between each unique reference image pair at the query point for a range of
subset sizes. The size of the subset at which the computed displacement settles is
taken as the optimal size of the subset. The appropriate subset size of each query
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point is taken as the mean plus one standard deviation of the settling subset sizes
across all unique reference image pairs. Other authors have proposed speckle pat-
tern quality metrics (SPQMSs) (such as the Shannon entropy of the subset by Liu et
al. [59], the sum of the intensity variation of the subset by Zhang et al. [20], sub-
set entropy by Yaofeng and Pang [19] and the intensity variation ratio by Hassan
et al. [21]) to quantify the quality of the speckle pattern, which is shown to be re-
lated to the resulting displacement errors, and propose determining the appropriate
subset size as the smallest subset size that satisfies a threshold value. Although the
respective authors show that these methods are capable of determining an optimal
subset size, they lack corroboration from other authors and have not been widely
adopted. More importantly, these methods are empirically based and do not allude
to the displacement error to be expected in the results.

Through a theoretical error analysis, Pan et al. [60] derived a relationship be-
tween image noise, a proposed SPQM termed the sum of square of subset intensity
gradient (S§SSIG) and the resulting DESD. An appropriate subset size is determined
as that which has sufficiently large SSSIG for the noise level of the image to return
a DESD value below a threshold stipulated by the user. This relationship is derived
for a basic sum of the squared difference correlation criterion and the zero-order
shape function (SF). Several assumptions are made to reduce the complexity of its
theoretical derivation, for example, the intensity gradient of the speckle pattern is
much larger than that of image noise. As such, it is not directly applicable to most
DIC instances currently in use. Additionally, this theoretical derivation tends to un-
derpredict the DESD since it does not account for factors arising due to the practical
implementation of the DIC algorithm such as the early stopping typical of DIC algo-
rithms.

Evidently, solving the problem of DSS purely from image information is a com-
plex task that lacks a universally accepted approach. Furthermore, since several dif-
terent SPQMs are related to the resulting displacement error, an indisputable SPQM
that fully encapsulates and quantifies the characteristics that constitute a favourable
speckle pattern has not been established. The relationship between the speckle pat-
tern within a subset and its resulting displacement error cannot be known exactly
without such a metric.

ANN s can identify patterns in high-dimensional input data without imposing
tixed relationships by creating multiple-level representations of the input data. Con-
sequently, ANNs have been successfully utilised in the field of DIC for crack detec-
tion [285, 81], displacement computation [25], strain computation directly from im-
ages (independent of the displacement field) [93] as well as real-time stereo-DIC [94].
However, to our knowledge ANNs have not been investigated for either DSS or dis-
placement error prediction.

This work postulates that an ANN could aid DSS by incorporating multiple
SPQMs of a subset, as well as image noise, to predict its resulting DESD for various
subset sizes at a query point. DSS would be based on image quality, and the ANN
will inherently favour noise suppression over SR. However, it is hypothesised that
the smallest subset size that offers an acceptable DESD, indicating noise suppression
capacity, will offer a favourable trade-off between noise suppression and SR for
up to moderate displacement gradients (common in experimental solid mechanics
applications). For this reason, the paper investigates the use of ANNs for DSS. The
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numerical complexity in determining DESD can be overcome to include current
state-of-the-art correlation algorithms and SF orders without simplifying analytical
complexity. We note that the purpose of this work is not to solve the problem of
subset size selection, but to investigate the potential of ANNSs for displacement error
prediction and DSS.

6.3 Background

In this work, it suffices to understand the role of the correlation process in deter-
mining the displacement field experienced by a grid of query points, spanning the re-
gion of interest (ROI), between the reference and deformed images representing the
specimen in its undeformed and loaded states, respectively. For a detailed discus-
sion of DIC refer to the publication of Atkinson and Becker [191] which documents
the modular, open-source 2D local DIC framework used throughout this work. We
also highlight the stereo adaption of the open-source 2D local DIC framework [228].

The displacement of each query point is computed by utilising a subset, which
is a cluster of pixels forming a speckle pattern, centred at the query point. Unless
otherwise stated, a speckle pattern refers to that contained within a subset. For each
query point the correlation process optimises the parameters of the SF, which defines
how the speckle pattern of the reference image can displace and deform, so that it
matches the corresponding speckle pattern of the deformed image.

Throughout this work, correlation employs the first-order SF, square subsets, no
image filtering, and a stopping criterion of 10~* (limited to 100 iterations per sub-
set). Furthermore, the scope of this work is limited to 2D local DIC for experimental
solid mechanics applications, experiencing at most moderate displacement gradi-
ents, wherein the speckle pattern characteristics are consistent with application of
spayed paint.

6.3.1 Synthetic image generation

Although advanced methods of synthetic image generation that accurately mimic
the imaging process of real cameras exist, such as those of Sur et al. and Orteu
et al. [286, 224], a more simplified approach was opted for due to the large num-
ber of synthetic images required to develop training database for the ANN (Sec-
tion 6.4.3). Speckle functions were created according to the equation proposed by
Pan et al. [287], given by

S - (x_x5)2‘|‘(]/_]/5)2
I(xy)=Y Lexp ( R > (6.1)
s=1 s

For the speckle function, I, there are S many speckles where the s speckle has
a light intensity of I; at its centre, located at (x;,ys), with a speckle radius of R;. The
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speckle parameters are randomly assigned within their respective ranges as

{IS ER| MM < [, < [0 } 6.2)
{xse]R|1<xs<Mwidfh} (6.3)
{ ys ER| 1<y, < Mheisht } (6.4)
and {Rs €R|R™" <R, <R’”“"} (6.5)

Here MY and M8 are the width and height of the desired synthetic image.
Super-sampling of I(x,y), as suggested by Orteu et al. [224], was used to mimic how
charge-coupled devices (CCDs) convert continuous light into discrete pixels. A 10-
by-10 grid of sampling points, evenly distributed within the boundaries of the pixel,
has random displacements applied to their locations up to a magnitude of half the
spacing between them. Equation (6.1) is sampled at these locations and the average
is taken as the light intensity of the pixel.

The speckle function is super-sampled to obtain raw images. In this work, raw
images and quantised images store the light intensity of each pixel as a double
(double-precision floating-point number) and B-bit integer, respectively. A raw ref-
erence image is obtained by super-sampling the speckle function as I(x,y). A cor-
responding raw deformed image, experiencing a displacement field of u(x,y) and
v(x,y) relative to the raw reference image in the x- and y-direction, respectively, is
obtained as I(x—u(x,y),y—v(x,y)). These raw images are converted to quantised
images (hereafter referred to simply as images) by applying homoscedastic Gaus-
sian noise, with a mean of zero and its severity dictated by its standard deviation
(y), followed by quantisation into 8-bit images.

The two displacement fields used in this work are rigid body translation (RBT)
given as

ufPT (x,y, T ) =Ty (6.6)
and

ofPT (x,y, Ty) =T, (6.7)
as well as sinusoidal displacement in the x-direction with no displacement in the

y-direction as

usin (x,y,Ty)=sin (%) Ty (6.8)
and
o (x,y,T,)=0 (6.9)

where, w dictates the frequency of the sinusoid. Here Ty and T, dictate the
magnitude of the displacement imposed in the x- and y-direction, respectively. In
this work, speckle pattern parameters refer to the variables of Equation (6.1), while
speckle pattern characteristics refer to the attributes of the speckle pattern that are
due to the speckle function used to generate synthetic images or the method used to
apply the speckle patterns to the specimen for experimental images.
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6.3.2 Displacement errors

Each subset correlated has an associated displacement error in each direction,
represented as Au, and Av, in the in the x- and y-direction, respectively, for the nth
subset, computed as

Ay =S —ytrue (6.10)
and
Av, =vSHle _gpfrue (6.11)

where, 45 and v are the calculated, and uf7*¢ and v!/*¢ the true displacements
in the x- and y-direction, respectively. The systematic error, reflecting accuracy, of a
set of N displacement errors is quantified by the mean error (ME), represented as

ME, and ME, in the x- and y-direction, respectively, as

" Au
MEX—E”—Ii] L (6.12)
and
ME, _Z"ji]m’” (6.13)

The random error, reflecting precision, is quantified by the DESD, represented as
0y and 0y, in the x- and y-direction, respectively, as

B Ny Aud— (21127:1 A“n>2
Ox= N(N=1) (6.14)
and
B N, 802 — (Z;Zq\]ﬂ Avn)z .

Note that in the context of the proposed ANN, DESDs are represented as ¢ re-
gardless of direction since the ANN is unconcerned with the direction in which it
predicts the DESD. Traditionally, the ME and DESD are computed over the set of
displacement errors associated with the subsets analysed by DIC to quantify the ac-
curacy and precision of the analysis for the image set. Although this approach is
employed in Section 6.5 to validate the proposed artificial neural network based dy-
namic subset selection (ANNDSS) method, an alternative approach is used to quan-
tify the noise suppression capacity of the speckle pattern.

Due to the random nature of image noise, each instance of applying noise of con-
stant i to the same raw image results in a unique speckle pattern, and thus unique
bias in the computed displacements, for the same query point and subset size. Thus,
correlating the same subset size at the same query point N times, such that the quan-
tised image pair analysed each time is obtained by reapplying noise of ¢ to the same
raw image pair, results in a set of N many Au, and Av,, which fully encapsulate the
influence of image noise in these directions. The DESD of these sets of Au, and Av,
quantifies the noise suppression capacity, in the respective directions, of the speckle
pattern of the raw image, contained within the subset, in the presence of noise of
standard deviation 1. With the exception of the oy and ¢y, results of Section 6.5 (com-
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puted across the subsets analysed), DESD is computed according to this approach in
the remainder of this article.
A Monte Carlo analysis was used to compute the DESD over a set of up to N=600

displacement errors and found that the DESD settles sufficiently within N=150, as
illustrated in Figure 6.1.

(a) (b)

0.2 0.2+

0.15 0.15
W W
© o
X X
a a
== 01 = 0
5" g

0.05 0.05

0 - - - 0 - -
0 200 400 600 0 200 400 600
N N

Figure 6.1: Monte Carlo analysis investigating the stability of oy (a) and o, (b)
as a function of the number of displacement errors, N, in the set. Each line
represents the trend for a data point randomly selected from the database created
in Section 6.4.3.

Quantifying the noise suppression capability of real speckle patterns using this
approach is not feasible since a set of N reference and deformed images, each ex-
hibiting the exact same underlying displacement field, are not typically available for

experimental image sets. As such, an ANN is utilised to predict the DESD from
SPQMs.

6.3.3 SPQMs

The following SPQMs serve as inputs for the ANN. For more information refer
to their respective publications. Pan et al. [60] proposed the SSSIG, represented as
SSS51Gy and SSSIGy, in the x- and y-direction, respectively, is given as

. )
SSSIGX—ZZ( (i+1,) f(l_l’])) (6.16)

i=1j=1

and

SSSIG, 22( bj+1) f(i’j_1)>2 (6.17)

i=1j=1

where, M is the length of the square subset f of the reference image. These are
related to theoretical lower limit of the DESD as

4

gt 6.18
T /SSSIG, (6.18)
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and

¥
Oy 6.19
Y\ /SSSIG, (.19)
Yaofeng and Pang [19] proposed subset entropy (SE), shown to be related to the
DESD, which measures the average of the absolute deviations in intensity of the
pixels relative to their neighbours normalised by the image bit depth (p) as

T o (ke B £ G) — £ R+
SE=
2P M2
However, Zhang et al. [20] noted that since SE relays the average, and not the
total, information content of a subset it has limited potential for subset size selection.
As such, they proposed the subset intensity variation (77) as a single metric which
reflects the intensity gradient information contained within a speckle pattern as

MM/ 1 1
’7:22( Y. o \f(i,j)—f(i+k,j+l)]) (6.21)

i=1j=1 \k=—1/=—1

(6.20)

Liu et al. [59] proposed subset Shannon entropy (SSE) to measure the information
content within a speckle pattern, of size M; by M, pixels in the x- and y-direction,
respectively, computed as

2=t Pb Pb
SSE= E) M M210g2 ( M x M2) (6.22)
where p;, is the number of pixels within the speckle pattern having a grey level
of b. Their method of selecting the subset size relied on the ratio of the SSE of the
subset (SSE*?) to that of the image (SSE"™) and as such both are passed as inputs to
the ANN. Note that for SSE®*? the size of the speckle pattern is given as M; =M, =M
while for SSE™ it simplifies as Mj=M" " and M,=M"¢isht.

Hassan et al. [21] proposed the intensity variation ratio (A) as the ratio between
the length of the edges of the speckles within a subset and the perimeter of the sub-
set. First a binary threshold image (f*) is created, where values of one and zero
indicate pixels associated with speckles and background, respectively, using Otsu’s
method [288] which is implemented using MATLAB’s imbinarize function . Then A
is computed as

:Zf\izZ,-Ail 1) = fM 1) |+ T B | ) — £ (=)
AM

A

(6.23)

6.4 Methodology

The presented ANNDSS method uses an ANN as an error prediction tool for the
purpose of DSS. We note that the ANN's architecture, database creation and training
method are documented before detailing its implementation within ANNDSS.

6.4.1 DSS based on noise suppression

The displacement errors of the correlation process are primarily caused by im-
age noise and SR effects, reflected as random and systematic errors, respectively, the
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severity of which is governed by the subset size. Consider an image set that un-
dergoes sinusoidal displacement according to Equations (6.8-6.9), with T, =0.5 and
w=25, generated according to Section 6.3.1. Figures 6.2(a-b) illustrate the ME, and
oy as a function of the subset size for three query points. Figure 6.2(c) plots DESD
in both directions as a function of SSSIG for a range of query points and subset sizes
analysed. Note that throughout this article all plots of SSSIG vs. DESD show SSSIGy
vs. 0y and SSSIGy vs. 0, on the same axis since their strong correlation intuitively il-
lustrates the trend in noise suppression with increasing speckle pattern information
for an image set.

(a) 0.05 (b) 0.05; (c) 0.05
' Query point 1 : Settling regime
—— Quiery point 2 Transition regime
0.04 0.04 Query point 3 0.04 §: Settled regime
| Subset size | thresh
) ey ' = z
= w | w
[} 0.03 = 0.03 S 0.03
‘o Rt X
=1 k= =
g 002 W= 0.02 | o> 0.02
0.01 _ 0.01 . 0.01 L.
00 II5I0 1(I)0 1I50 OQ o) Q Q 00 1 2
N
_ 1o » PR § R .
Subset size [pixels] SSSIG %10

Subset size [pixels]

Figure 6.2: The trend in (a) ME, and (b) o, with increasing subset size for three
query points for a sinusoidal displacement field. Furthermore (b) illustrates how
ANNDSS appoints the smallest subsets for each query point which satisfy o7,
(c) Trend in SSSIGy vs. 0y and SSSIGy, vs. 0y, plotted on the same axis for a range

of query points and subset sizes analysed. The settling, transition and settled

regime are highlighted in (b) and (c).

The ME settles abruptly with subset size as the contained speckle pattern be-
comes distinct enough to be uniquely tracked?”. Thereafter, the ME depends on SR
as correlation attempts to determine accurate displacements in the presence of dis-
placement gradients, which cause the speckle pattern to deform between images.
Unless the deformation complexity prescribed by the SF can fully account for that
experienced by the speckle pattern, spurious displacements will result. Thus, as the
subset size increases, it incorporates pixels further from the query point, which expe-
rience increasingly incongruent displacements, increasing the ME due to SR effects.

Image noise causes the speckle patterns of the reference and deformed images
to diverge from one another such that the correlation process computes spurious
displacements in an effort to improve the match between them, as it tracks both
the underlying speckle pattern and image noise. Thus, increasing the subset size,
thereby increasing the contained underlying speckle pattern information, reduces
the DESD as image noise is averaged out.

20When the ME settles it takes on small values because positive and negative errors cancel each
other out in Equation (6.12).
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The optimal subset size is that which offers the lowest overall error by ensuring
a good compromise between ME and DESD. Although DSS methods exist which
seek this optimal subset size (for example by applying a weighting to the pixels of
a subset to effectively reduce its size to improve the ME [183, 282, 283, 289]), they
have several drawbacks due to their dependence on DIC computed displacements
to account for the impact of the subset size on the ME. Firstly, their reliance on DIC
computed displacements and iterative nature makes then time consuming. Secondly,
they require a good initial guess of the subset sizes such that the DIC computed
displacements are reliable enough to guide the iterative optimisation of these subset
sizes. Lastly, they require modifying the DIC algorithm to be implemented.

These drawbacks are similarly applicable to adaptive global DIC methods which
based on DIC computed displacements iteratively refine the mesh, by increasing its
density (h-adaptive [290]) or element orders (p-adaptive [117]), to reduce MEs. As
such, the proposed DSS method is based on considering only the DESD such that it
is independent of DIC computed displacements and can operate as a pre-process to
any compatible DIC algorithm.

The trend in DESD with increasing speckle pattern information, regardless of
whether it is measured in terms of subset size or SSSIG, can be divided into three
regimes as shown in Figures 6.2(b-c): (i) a “settling” regime where the noise aver-
aging effect causes the DESD to initially decrease rapidly as the increased speckle
pattern information greatly aids noise suppression; (ii) a “transition” regime where
there is a decreasing rate of improvement of the DESD with increasing speckle pat-
tern information as the speckle pattern begins to contain enough information to suf-
ficiently suppress image noise; and (iii) a “settled” regime experiencing marginal
rate of improvement in DESD as additional speckle pattern information becomes re-
dundant. Hence, it can be argued that for each query point the appropriate subset
sizes are those with associated DESD values in the transition regime since they of-
fer sufficient noise suppression while further increase in subset size, into the settled
regime, offers only marginal improvement in noise suppression at a potentially high
cost to SR.

The transition regime occurs over a narrow band of DESD values, particularly
evident in Figure 6.2(c), since the speckle pattern characteristics and image noise are
generally consistent across an image set. As such, ANNDSS consists of stipulating
a DESD threshold, ¢*""*", within the transition regime and for each query point as-
signing the smallest subset size for which the ANN predicts a 0, and 0, satisfying
this gthresh,

It should be noted that by not considering the displacement signal directly this
approach cannot guarantee the subset size is optimal. More specifically, for the con-
servative ¢"*" shown in Figure 6.2(b-c) the subset size of 69 pixels for query point
2 would cause a significant ME despite the reasonably low DESD. However, it is
hypothesised that for an appropriate o this approach offers a favourable compromise
between noise suppression and SR for up to moderate displacement gradients since the subset
is as small as possible, thus limiting errors due to SR, while offering sufficient noise suppres-
sion.

In fact, the choice of ¢"*" dictates the compromise between noise suppression
and spatial resolution; where a lower or higher ¢*"*" will favour noise suppression
or spatial resolution, respectively. This flexibility in the choice of ¢*"*s" is beneficial
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since, as noted in the Good Practices Guide [8], the preference towards noise sup-
pression and spatial resolution is application dependent. Moreover, the expected
displacement field complexity is generally known a priori for experimental solid me-
chanics applications since the specimen geometry is designed to exhibit a particular
displacement field to investigate specific material properties. Furthermore, the gra-
dient of the settled regime, which is steeper for image sets of poor speckle pattern
quality, indicates the benefit of selecting a stricter ¢**". Therefore, all the neces-
sary information is available for the appropriate selection of ¢*""*" which affords
a favourable compromise between noise suppression and spatial resolution for the
analysis.

For example, knowing the displacement field of Figure 6.2 is complex, an ap-
propriate o*""*" would be at the beginning of the transition regime which for query
point 2 suggests a subset size of around 53 pixels which offers a favourable compro-
mise between ME and DESD.

6.4.2 Proposed ANN

ANNSs are made up of layers of artificial neurons. Each artificial neuron deter-
mines the weighted sum of its inputs before adding a bias, applying a non-linear
function and passing the result on to the next layer of artificial neurons. There are
three types of layers: (i) an input layer which receives the data to be processed; (ii)
the hidden layers which process the data; and (iii) the output layer, which takes the
processed information from the hidden layer and formats it to the expected output
of the ANN. The layers of the ANN, called the architecture, need to be designed
around the intended task of the ANN. For a more in-depth discussion of ANNS,
refer to Khamparia and Singh [291] as well as Basheer and Hajmeer [292].

MATLAB’s fitrnet function (ver. 2021a) was used to create a fully-connected,
teed-forward ANN to develop a regression model that predicts the DESD of a subset
in a single direction from its SPQMs and image noise associated with that direction.
In particular, the ANN takes as inputs the SSSIG, SE, 7, SSE™ SSES“0 A and .
Note that either SSSIG, or SSSIG,, are passed as inputs to the ANN depending on
weather oy or 0y is to be predicted. The ANN's architecture, which through trial-
and-error was found to give favourable results, consists of 50 artificial neurons in
the input layer, 4 hidden layers of 30, 30, 30 and 10 artificial neurons, respectively,
and an output layer consisting of one artificial neuron. The tanh activation function
was used for each neuron.

To improve the reliability and speed of training, the ANN operates on normalised
inputs and outputs falling between -1 and 1. Each parameter, X, is normalised to this
range, X" as

min
xrom - 2R o 1 (6.24)
Xmux _ Xmm

where X™" and X™* are the minimum and maximum values of X in the database.

6.4.3 Database creation

Each datapoint within the database consists of a set of inputs to the ANN and
the corresponding output. As much randomisation was introduced during database
creation to mitigate bias since the scope of the database greatly influences the ca-
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pabilities and generalisability of an ANN [292]. To ensure diversity in the resulting
speckle functions used to generated image sets (Section 6.3.1), I"" and I"** were
randomised between 0.1 and 1, respectively, while R™" and R™%* of each speckle
function were computed as

a=rand([0,1]) x60+6 (6.25)
c=rand([0,1]) xax0.5 (6.26)
R™m—g—¢ (6.27)

and R™=a+c (6.28)

where rand([0,1]) is MATLAB’s pseudo random number generator returning a
result between 0 and 1. Thus, Rs can take on values between 3 and 99 pixels; a
minimum speckle size of 3 pixels was chosen to avoid aliasing [293]. Note that the
intensity of each speckle function was capped at I"*** to ensure variety in terms of
contrast. To further increase the diversity of the resulting speckle functions the num-
ber of speckles, S, within each function definition were randomised to allow for
coverage between 40% and 90% of the pattern.

Figure 6.3: Diversity of the resulting speckle functions due to variability of
speckle function parameters as documented in Table 6.1.

Using this method, 120 unique speckle functions were created, a sample of which
is illustrated in Figure 6.3 with their speckle function parameters documented in
Table 6.1. For each speckle function, a raw reference and deformed image of 2001-by-
2001 pixels, were created by super-sampling the speckle functions as I(x,y) and I (x—
u(x,y),y—ov(x,y)), respectively. Although DESD computed according to Section 6.3.2
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reflects noise suppression independent of SR effects as observed in Figure 6.2(b), the
RBT displacement field of Equations (6.6-6.7) was utilised to ensure the absence of
displacement gradients thus eliminating any potential influence of SR on DESD. Due
to DESD being independent of the imposed displacement as shown in Figure 6.4(a),
corresponding to the findings of Shao et al. [294], deformed images were created
with an imposed displacement of 0.5 pixels in each direction (Tx=0.5 and T;,=0.5).

Table 6.1: Details of speckle functions illustrated in Figure 6.3.

Parameters a b C d e f
S 21681 | 2744 | 694 | 216594 | 10335 | 1089
R™Mm 3.69 144 | 9.78 3.42 11.6 29
R™Max 15.6 46.3 | 93.7 6.36 29.3 85.7
mmn 0.372 0.6 | 0446 | 0303 | 0473 | 0.775
Jmax 0.541 | 0.735 | 0.953 | 0.832 | 0.856 | 0.893
Coverage | 43.3% | 54.5% | 43% 89% | 87.9% | 73.8%

(a) 0.006 (b) 0.2
Datapoints
0.005 | —— Equations (18-19) for =8
0.15
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Imposed RBT displacement [pixels] SSSIG x10°

Figure 6.4: (a) 0y and 0, as a function of the imposed RBT displacement
magnitude. (b) 0, and 0, of the database plotted on the same axis as a function of
SSSIG. The theoretical lower limit of ¢ predicted by Equations (6.18-6.19) is
included (in red) reflecting how true values diverge from those predicted due to
practical effects of DIC implementation.

Each speckle pattern analysed has two associated datapoints; one for o, and one
for 0y The inputs and outputs of the datapoint are determined by computing the
SPQMs of Equations (6.16-6.17) and (6.20-6.23), image noise and noise suppression
capacity in each direction (DESD). As such, for each of the 120 raw image sets, 6
batches of 8-bit quantised images, each batch containing 150 image sets of the same
y of noise reapplied to the raw images, were created such that the noise suppres-
sion capacity of the speckle patterns can be quantified as DESD, resulting in 108 000
image sets. The standard deviation of the image noise applied to each batch was
randomised within the range of {{ycR|0<¢<8}. Each SPQM of a data point was
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taken as its mean within the batch of image sets since the SPQMs of each data point
varied between the image sets of the same batch.

For each batch of image sets, the speckle patterns analysed were dictated by ran-
domly placing 81 query points and for each query point appointing 18 subsets of
random size within the range of { MeIN|5<M<601}. Initial displacement estimates
were randomised between -0.25 and 0.25 pixels.

Out of a potential 2 099 520 datapoints 1 661 732 were successfully correlated,
while others failed due to insufficient speckle pattern information. However, data-
points were eliminated if 0y or 0, were above 0.2 pixels (since a ¢>0.2 is typically
undesirable), or if their SSSIG value in either direction was greater than 1.6x10°
(since the DESD was found to settle by this value, as observed in Figure 6.4(b)). This
resulted in 1 368 246 datapoints used to train, test and validate the ANN.

6.4.4 Training the ANN

The database was divided into training, testing and validation datasets in a ratio
of 7:1:2, respectively. Supervised learning is used to train the ANN on a training
dataset to optimise its artificial neuron weights and biases, dictating its behaviour.
Training involves iteratively passing the inputs of a batch of datapoints, from the
training dataset, through the ANN, which predicts ¢ values according to its current
neuron weightings and biases. The d" datapoint of this batch has a prediction er-

ror, Aoy, between the DESD predicted by the ANN, (75 red, and the true DESD, (75”‘@ ,
computed as

Aog=a¥"*? —glrme (6.29)

The gradients of the activation functions of the artificial neurons are used ac-
cording to the chain rule to backpropagate these prediction errors through the ANN
to determine how the weights and biases of the artificial neurons should change to
improve the overall accuracy of the ANN.

Training was carried out using the fitrnet function of MATLAB using the
limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) quasi-Newton loss
minimisation algorithm [295] to minimise loss which is quantified as the mean
square of prediction errors. At each iteration, the mean square of prediction errors of
the testing dataset is computed alongside with the training dataset. Iterations cease
once the mean square of prediction errors of the testing dataset has not improved
for 6 consecutive iterations. Subsequently, after 426 iterations, the ANN had a loss
for the training and testing datasets of 1.2896 x 10~3 and 1.2591 x 103, respectively.
The validation dataset is used in Section 6.5.1 to investigate the performance of the
trained ANN for data not used during training.

6.4.5 ANNDSS implementation

Prior to the ANNDSS process, the query points are placed, according to the step
size, throughout an area defined to be half the maximum allowable subset size,
M), .., from each edge of the ROIL Provided the ROI is placed appropriately, this
ensures that the subset sizes appointed by ANNDSS do not incorporate pixels out-
side the limits of the image or the perimeter under consideration. If ¢ of image noise

is unknown, it is computed according to Immerkaer’s method [296].
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Figure 6.5: Flow diagram illustrating the process of the proposed ANNDSS
method.

Thereafter the ANNDSS process, consisting of three steps as illustrated in Fig-
ure 6.5, proceeds as follows:

Step 1: Utilisation of the ANN to predict the relationship between the subset
size and DESD in each direction for each query point. Once the SSE™ has been
determined according to Equation (6.22), the SPQMs of Equations (6.16-6.17) and
(6.20-6.23) are computed across a range of subsets sizes at each query point. For the
g™ query point the it investigated subset size is represented as M’ (g,i). The range
of subset sizes investigated for each query point starts at 11 pixels and increases by
2 pixels until either SSSIG,(q,i) or SSSIG,(q,i) exceed 1.6x10° (the maximum on
which the ANN was trained) or M'(q,i)>M,;,,,,. Using the associated SPQMs and
1 the ANN predicts the DESD in the x- and y-direction, represented as 0y (q,i) and
0y (q,i), respectively, for each valid subset size across all query points.

Step 2: Selection of ¢/""*". The SSSIG,(q,i) vs. 0x(q,i) and SSSIG(q,i) vs.
0y (g,i) are plotted on the same axis, illustrating the trend in noise suppression, to
facilitate appropriate selection of the ¢*"**". The DESD is represented as a func-
tion of the SSSIG since the strong correlation intuitively illustrates the trend in noise
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suppression, enabling straightforward identification of the settling, transition and
settled regimes. If the SSSIG vs. DESD relation lacks an identifiable settled regime
M), .. is too small and should be increased.

Step 3: Appoint the subset size of each query point, M(g), as the smallest subset
size for which oy (g,i) and oy (q,i) are below the ¢! stipulated. Thereafter, con-
ventional correlation is performed using these appointed subset sizes.

If too high a percentage of the appointed subsets are of size equivalent to M),
then M;,,, should be increased since it is insufficient for some of the query points to

satisfy the ¢'"*" stipulated. The coded implementation of the ANNDSS framework
can be accessed on GitHub at https://github.com/SUMatEng/ANNDSS.

6.5 Validation

The performance of the ANN is first quantitatively evaluated as a DESD predic-
tion tool. Subsequently, the performance of ANNDSS is quantitatively evaluated on
tive synthetic image sets (Cases 1-5) and qualitatively on an experimental image set
(Case 6).

Table 6.2: Details of the validation image sets analysed.

Case 1 2 3 4 5 6

Generation | Section Section TexGen | FFT shift | Binning | Real

method 6.3.1 6.3.1 [224] [225] [225] image
set [123]

Imposed 6.6-6.7 6.8-6.9 6.6-6.7 6.6-6.7 6.6-6.7 NA

displace-

ment

Equations

T, and T, | 0.1 0.1 0.05 0.1 0.1 NA

increment

P 4 4 8 8 0.66 1.67

Maximum | 121 121 161 191 121 241

subset size

Contrast 0-255 0-255 0-50 0-50 0-50 0-255

range

N 59 290 57 760 103680 | 42284 30 459 17 840

The details of Cases 1-6 are documented in Table 6.2. Cases 1-2 are generated
according to Section 6.3.1, having spatially varying speckle radius, light intensity,
and percentage coverage, while Samples 2, 4 and 7 of the 2D DIC Challenge (version
1.0) were analysed as Cases 3-5. Case 3 was generated using TexGen software [224],
while Cases 4 and 5 use a fast Fourier transform (FFT) [225] and binning [225], re-
spectively, to create deformed images from reference images that capture real speckle
patterns. Sample 6 of the Stereo DIC Challenge [123], a 2D experimental image set of
a tensile sample undergoing extension, is analysed as Case 6. Thus, Cases 1-2 and 3-
6 investigate performance for speckle pattern characteristics within and outside the
scope of the training dataset (hereafter referred to as “training scope”), respectively.
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In addition to the subset sizes appointed by ANNDSS, each case is correlated for a
range of global subset sizes to reflect the best results achievable for a traditional trial-
and-error approach to subset size selection. ANNDSS and the results of the global
analysis of each case are directly comparable, since both employ the same query
points and Mj,,, is set to be equivalent to the largest global subset size analysed as
documented in Table 6.2. The largest global subset size analysed was that at which
the DESD had settled to a reasonable degree. Cases 1-5 and 6 are analysed using a
step size of 5 and 15 pixels, respectively. The ROI was set to the whole image for
Cases 1-5 while for Case 6 it was set to the perimeter of the specimen.

6.5.1 ANN validation

The DESD predicted by the ANN for the validation dataset are shown in Fig-
ure 6.6(a). The mean and standard deviation of the associated prediction errors,
computed according to Equation (6.29), quantify the trained ANN’s accuracy and

precision, respectively, as documented in Table 6.3 along with those of Equations
(6.18-6.19).
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Figure 6.6: (a) The correspondence between ¢'" (red line) and ¢*"* (blue dots)
of the validation dataset. (b) Moving mean and standard deviation of Ac; as a
function of SSSIG.

Although the ANN is an order of magnitude more accurate and precise than the
theoretically derived Equations (6.18-6.19), its precision is dependent on SSSIG as
illustrated in Figure 6.6(b). This is due to the combination of this being the region of
the SSSIG vs. DESD relation which is most volatile and the lack of valid datapoints
in this region available to train the ANN as observed in Figure 6.4(b).

Table 6.3: Accuracy and precision for DESD prediction of ANNDSS and
Equations (6.18-6.19), of Pan et al. [60], for the validation dataset [10~2 pixels].
Method Accuracy | Precision
ANNDSS 0.135 0.362
Equations (6.18-6.19) 1.21 1.45
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6.5.2 Synthetic validation

The o' dictates the compromise between noise suppression and SR as dis-
cussed in Section 6.4.5. Furthermore, more lenient o*""**" correspond to smaller SS-
SIG values while the ANN's precision was shown in Section 6.5.1 to decrease with
the SSSIG value. As such, two ¢! values, corresponding to the beginning and
end of the transition regime of the SSSIG vs. predicted DESD curve, are employed
for Cases 1-6 to investigate the influence of the stipulated o*/"**" on the performance
of ANNDSS.

Table 6.4 documents, for each analysis, the gthresh the corresponding ¢y and oy,
for the subset sizes appointed by ANNDSS and the percentage discrepancy between
othresh and oy or 0y treating the latter as the true values. Furthermore, it documents
the 0, and 0y, for a global analysis of subset size equivalent to the mean, rounded to
the nearest odd integer, appointed by ANNDSS as well as the percentage improve-
ment in 0y and 0, offered by ANNDSS relative to this global analysis.

Table 6.4: The DESD results of ANNDSS (with percentage discrepancy
relative to the o'""*" stipulated treating o, and 0y as the true values) and a global
analysis for subset sizes equivalent to the mean appointed by ANNDSS (with
percentage improvement in DESD of ANNDSS relative to the global analysis)
for Cases 1-5 [10~2 pixels].

Oy lof
Case | gt"es" | ANNDSS Mean ANNDSS . Mean
Pixels | %21 | Pixels | %2? | Pixels | %2! | Pixels | %22
1 1.8 157 |-146| 792 | 802 | 167 |-778| 16.1 | 89.6
09 | 0847 | -626 | 122 |30.6 | 0918 | 1.96 | 1.64 44

’ 2.1 189 |-111| 205 | 78 | 1.58 |[-329| 192 | 17.7

1 252 | 603 | 1.73 |-45.7| 0.919 | -8.81 | 1.01 | 9.01

3 8 6.02 | -329 | 596 |-1.01| 5.68 | -40.8 | 5.69 | 0.176
4 329 | -216| 325 |-1.23| 295 |-35.6| 293 |-0.683

4 24 155 |-1448 | 1.55 0 1.7 |-1312| 1.72 | 1.16
19.5 | 0.902 [-2062 | 0.891 |-1.23| 0.981 |-1888 | 0.974 |-0.719

5 0.8 | 0.445 | -79.8 | 0.428 |-3.97 | 0.481 | -66.3 | 0.455 | -5.71

04 | 0237 |-68.8| 0232 |-2.16| 0.281 | -42.3 | 0.282 | 0.35

Although oy and 0, are computed over the set of displacements errors associated
with the subsets analysed, in the absence of SR effects (which is valid for all cases,
except Case 2 in the x-direction), this approximates the random error due to image
noise. Thus, the percentage discrepancy between the 0, and 0 returned by the AN-
NDSS relative to the o*"*" stipulated, indicates the ANNDSS’s (and by extension
the ANN’s) accuracy.

ANNDSS is most accurate for Cases 1-2 having at most 14.6% and 32.9% dis-
crepancy, respectively. The higher discrepancy of a real speckle pattern of low noise

2l Negative percentage discrepancy indicates that the "¢ stipulated has been satisfied.

22 Positive values indicate improved DESD of ANNDSS relative to the global analysis.
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(Case 5 of at most 79.8%) relative to a synthetic speckle pattern of high noise (Case 3
within 40.8%) indicates that ANNDSS's, and thus the ANN'’s, accuracy deteriorates
for real speckle patterns. The sharper speckle boundary of real speckle patterns rela-
tive to those generated by Section 6.3.1 causes the ANN to underestimate their noise
suppression capacity.

Case 4’s discrepancy of up to 20 times (2062%) is due to the combination of a real
speckle pattern, high image noise (higher than is typical for machine vision cam-
eras [122]) and low contrast (outside the range the ANN was trained on). Despite
this, ANNDSS still appoints appropriate subset sizes for Case 4 as discussed at the
end of this section. Thus, ANNDSS's accuracy is dependent on whether the speckle
pattern characteristics fall within the training scope.
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Figure 6.7: The two """ plotted relative to the DESD predicted by the ANN
for Case 1 (a) and Case 2 (d). The o, of ANNDSS and the global analysis for Case
1 (b) and Case 2(e). The 0, of ANNDSS and the global analysis for Case 1 (c) and

Case 2 (f).

The DESD results of Cases 1-2, plotted in Figure 6.7 along with a plot of the SSSIG
vs. predicted DESD, illustrate the potential of ANNDSS. In particular, the percentage
coverage of the speckle pattern of Case 1, illustrated in Figure 6.8(a), increases along
the x-direction, while the speckle radius decreases along the y-direction. ANNDSS
compensates for this by appointing decreasing subset sizes along these directions, as
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shown in Figure 6.8(b), so that it returns improved DESD results (by at least 30.6%)
relative to the global approach at the same mean subset size. Furthermore, we note
that for a global subset size of 61 pixels, 0y, is decidedly larger than o, indicating that
the noise suppression capacity of the speckle pattern is anisotropic. However, the
ANNDSS’s directive to appoint the subset size based on the direction in which noise
suppression is predicted to be poorest results in greater consistency between o, and
ay.

! For Case 2, shown in Figure 6.8(d), the global analysis, where ¢, increases for
subsets smaller and larger than 51 pixels due to noise suppression and SR, respec-
tively, emphasizes the necessity of appropriate subset size selection to realise accu-
rate and reliable displacements. The ability of ANNDSS to assign subset sizes that
offer a favourable compromise between noise suppression and SR is illustrated by
the DESD results of the first ¢*""*" which, in addition to offering improved DESD
relative to a global analysis for the same mean subset size, are on par with the best
results achievable in the x-direction for a global analysis. The results of the second
cthresh confirm the anticipated tendency of ANNDSS to favour noise suppression
over SR.
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Figure 6.8: Synthetic image sets of varying speckle pattern quality for Case 1
(a) and Case 2 (d). For Case 1 the subset sizes appointed by ANNDSS for a
othresh —(0,009 are shown as a heatmap in (b) and a histogram in (c).
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The DESD results of Cases 3-5 are essentially identical in the x- and y-directions.
As such, the oy results are shown in Figure 6.9 while those of ¢y are presented in
Figures B.1-B.3 of Appendix B, along with the SSSIG vs. predicted DESD, for Cases
3-5.

Figure 6.9, as well as Table 6.4, show that the DESD results of ANNDSS for Cases
3-5 are on par with that of the global analysis (within 5.7%) for the same mean sub-
set size. The spatially consistent speckle pattern density and quality of Cases 3 and
5 limit the benefit of ANNDSS. Although ANNDSS logically assigns the subset sizes
for Case 4 according to the varying speckle pattern density, as illustrated in Fig-
ure 6.10, the noise suppression is not improved to the degree anticipated by the ANN
due to its low accuracy for this image set. However, despite ANNDSS’s low accu-
racy for Case 4 (discrepancy of up to 2062%) and consequential inability to offer im-
proved DESD relative to the global analysis for the same mean subset size, ANNDSS
remains capable of appointing subset sizes for the first and second ¢*"*" consistent

with beginning and end of the transition regime of the subset size vs. global DESD
curve as desired.
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Figure 6.9: The o, of ANNDSS and the global analysis for Case 3 (a), Case 4 (b)
and Case 5 (c).

More generally, Figures 6.7 and 6.9 show that for the first and second """
ANNDSS returns DESD results on par with those of the global analysis consistent
with the beginning and end of the transition regime of the subset size vs. global
DESD curve; albeit at a smaller average subset size for Cases 1-2 having speckle
pattern characteristics within the training scope. This illustrates the ability of AN-
NDSS to appoint subset sizes offering noise suppression consistent with the region
of the trend in DESD at which ¢**" is stipulated while limiting the potential cost
to SR regardless of whether speckle pattern characteristics fall within the training
scope. Furthermore, these results show that the dependency of the ANN’s precision
on SSSIG does not hinder the capability of ANNDSS to assign subset sizes offering
noise suppression consistent with the region of the SSSIG vs. DESD curve at which

the o"*s" was stipulated; provided that the o*/"" is stipulated within the transition
regime.
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Figure 6.10: (a) Reference image of Case 4 with the largest and smallest subset
sizes outlined in red. (b) Distribution of subset sizes appointed by ANNDSS.

6.5.3 Experimental validation

SR effects are mitigated by correlating only the first four deformed images such
that the first-order SF fully accounts for their deformation. The first and second

(Tthresh

The contrast of (a) is tripled such that the speckle pattern is visible.

are set as 0.003 and 0.012, respectively, as shown in Figure 6.11(a). As the

true underlying displacement field is unknown, the correlation results are reported
as a DESD relative to the displacements computed for a subset size of 241 pixels, as
shown in Figures 6.11(b-c). This gives a good indication of the DESD trend since the
smallest SSSIG for a subset size of 241 pixels is 2.96 x 10® which is well above the
value at which the DESD is observed, in Figure 6.4(b), to settle for {y=8 (whereas for
Case 6, =1.67 according to [296]).

(a)
0.035 = Predicted o
131 Uthresh
0.03 ond _thresh
0.025
7
< 0.02
X
=%
& 0.015
0.01¢
0.005
_---‘-‘-i—u—.____
0 i
SSSIG 4105

Figure 6.11: The results of Case 6 illustrated as: (a) the two """ plotted

(b) 0.035
0.03
0.025

0.02

pixels]

< 0.015
s}
0.01

0.005

Global analysis
] ANN DSS 15[ athresh
® ANNDSS 2™ 'fresh

50 100 150 200

Mean subset size [pixels]

(©) 0.035;
0.03 !

0.025

o [pixels]

0.01+

0.005

0.02+

- 0.015"

50 100 150 200

Mean subset size [pixels]

relative to the DESD predicted by the ANN; (b) the relative o, for the global

analysis and ANNDSS; and (c) the relative o, for the global analysis and
ANNDSS.



Stellenbosch University https://scholar.sun.ac.za

CHAPTER 6. ANN FOR DSS AND ERROR PREDICTION 134

The relative DESD of ANNDSS fall on par with those of the global analysis be-
cause of constant speckle pattern density. In particular, for the first and second
othresh  ANNDSS returns relative DESD results at a point of the subset size vs. rela-
tive DESD curve of the global analysis, which correspond to the beginning and end
of the transition regime. This illustrates the ability of ANNDSS to appoint subset
sizes that offer sufficient noise suppression while limiting the potential cost to SR
for experimental image sets, for c*/"®" within the transition regime of the SSSIG vs.
DESD curve.

6.6 Discussion

Speckle pattern characteristics within the training scope indicate the potential
of ANNSs as an approach to the prediction of displacement errors and DSS purely
based on image information. First, the incorporation of multiple SPQMs and the ac-
counting for the complete error chain of the correlation process enables the ANN to
predict the DESD of a speckle pattern to an order of magnitude more accurately and
precisely than the widely accepted, theoretically derived equations of Pan et al. [60].
Furthermore, this approach of DESD prediction via ANNs can be extended to any
DIC algorithm and shape function without requiring simplification of the numeri-
cal complexity; while transfer learning [297] is attractive as a method to retrain the
existing ANN for alternative DIC implementations.

Secondly, the high accuracy of the ANN enables ANNDSS to dynamically assign
the subset sizes of each query point, based on the local speckle pattern quality, to of-
fer noise suppression capacity consistent with the ¢#"*" stipulated (Cases 1-2). This
is advantageous since: (i) for speckle patterns of varying density ANNDSS returns
improved noise suppression relative to a global analysis for the same mean subset
size; (ii) knowing the contribution of image noise to random errors enables the reli-
ability of the computed displacement field to be inferred despite the true displace-
ments being unknown, giving confidence to results; and (iii) through stipulation of
cthresh the user dictates this contribution of image noise to random errors.

Cases 3-5 motivate expanding the scope of speckle pattern characteristics upon
which the ANN is trained to improve the accuracy to which the subset sizes as-
signed by ANNDSS match the ¢*"*" stipulated. Despite this, ANNDSS is shown to
successfully assign appropriate subset sizes for speckle pattern characteristics out-
side the training scope; even in the presence of low contrast and high noise content
(Cases 3 and 4).

Moreover, Cases 1-6 show that regardless of whether the speckle pattern char-
acteristics are within the training scope, the precision of the ANN is sufficient to
reliably predict the trend in noise suppression. Subsequently, for the first and sec-
ond ¢thresh - ANNDSS returns DESD results on par with those of the global anal-
ysis which are consistent with the beginning and end of the transition regime of
the subset size vs. global DESD curve. This illustrates the ability of ANNDSS to
assign subset sizes that return DESD results offering noise suppression consistent
with the region within the transition regime of the SSSIG vs. DESD curve at which
the of""esh was stipulated. Furthermore, Case 2 confirms, as hypothesised, that the
smallest subset size offering sufficient noise suppression, consistent with the tran-
sition regime, offers a favourable compromise between noise suppression and SR
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for up to moderate displacement gradients, although with a tendency to favour the
former. Therefore, regardless of whether the characteristics of the speckle pattern
fall within the limited training scope, ANNDSS is able to assign subset sizes that of-
fer a favourable compromise between noise suppression and SR provided the g*hres”
selected is appropriate.

Thus, although ANNDSS, in its current implementation, cannot be recom-
mended for practical deployment as a DSS method since its success in this regard
is limited to speckle pattern characteristics falling within the training scope, it is
attractive for practical use as a tool to indicate what range of global subset sizes are
appropriate for an analysis such that they offer a favourable compromise between
noise suppression and SR for up to moderate displacement gradients.

The ability of ANNDSS to offer a favourable compromise between noise sup-
pression and SR is expected to break down for complex displacement fields. The use
of ANNDSS as a precursor to the rotated Gaussian weighted digital image correla-
tion (RGW-DIC) algorithm [289] is an attractive solution to this. More specifically,
the weakness of ANNDSS to favour noise suppression is negated by the ability of
the RGW-DIC algorithm to effectively reduce the appointed subset size to account
for severe heterogeneous displacement gradients, while the weakness of the RGW-
DIC algorithm in that it is incapable of increasing the subset size to improve noise
suppression is negated by utilising a strict c*""*" for ANNDSS. Such an approach
would offer a favourable compromise between noise suppression and SR for severe
displacement gradients which are independent of the user provided the o*/"" stip-
ulated is sufficiently strict.

Although ANNDSS was developed for 2D DIC, in its current form it should be
straightforward to extend to stereo DIC by simply operating separately on the image
sets associated with each camera.

6.7 Conclusion

This work investigates the potential of utilising an ANN as an approach to dis-
placement error prediction and DSS purely based on image information. In partic-
ular, image sets containing speckle pattern characteristics consistent with that the
ANN was trained on reveal the potential of the proposed ANNDSS method in that:

i The ANN accurately and precisely predicts the DESD of a subset from its SPQMs
and standard deviation of image noise;

ii Subsequently the ANN accurately and reliably predicts the trend in noise sup-
pression for an analysis which along with knowledge of the severity of the dis-
placement field complexity, generally known a priori in experimental solid me-
chanics applications, affords all the necessary information to stipulate a DESD
threshold appropriate for the analysis;

iii ANNDSS dynamically appoints the smallest subset size for each query point,
based on the local speckle pattern, that offers noise suppression satisfying this
DESD threshold;

iv The method offers improved noise suppression relative to the best results for the
traditional trial-and-error approach to subset size selection for the same mean
subset size;
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v Knowledge of the contribution of image noise to random error enables the qual-
ity of the computed displacement field to be inferred; and

vi Provided the DESD threshold is appropriate, ANNDSS appoints subset sizes of-
fering a favourable compromise between noise suppression and SR for up to
moderate displacement gradients.

Although the generalisability of the ANN and thus potential of ANNDSS is lim-
ited for speckle pattern characteristics outside the scope that the ANN was trained
on, ANNDSS remains capable of offering a favourable compromise between noise
suppression and SR for up to moderate displacement gradients. Furthermore, AN-
NDSS can be readily implemented with any 2D DIC algorithm capable of assigning
the subset size of each query point independently while extension to stereo DIC
should be straightforward.

Thus, this novel approach to DSS purely based on image information through
utilising an ANN as an error prediction tool is an attractive alternative to the tradi-
tional trial-and-error approach of subset size selection.

6.8 Post-submission discussion

This section presents a discussion of the presented work based on discoveries
made, literature published post-submission and insights gained during the peer re-
view process.

It should be noted that during analysis of the accuracy and precision to which the
Equations (6.18-6.19) of Pan et al. [60] predict the DESD of the validation dataset, the
SSSIG values were incorrectly scaled. It was discovered that alternative version of
these equations have been proposed in literature. In particular, Equations (6.18-6.19)
correspond with the work of Pan et al. [60] while Equations (6.30-6.31), presented
below, correspond with the work of Wang and Pan [61].

V2

" /SSSIG, (6:30)
o V2¥ (6.31)

/SS51G,

As such, the prediction accuracy and precision of both versions of these equa-
tions were analysed according to the approach of Section 6.5.1 using correctly scaled
SSSIG values. The results are presented in Table 6.5 along with the original results
of the ANN (ANNPOriginal) Tt can be seen that Equations (6.30-6.31) have improved
accuracy and precision relative to Equations (6.18-6.19). Despite this, ANN©riginal
offers higher accuracy and precision, outperforming both versions of these equa-
tions. As such, an analysis was conducted to determine to what extent incorporating
additional SPQMs contributed to this.

More specifically, additional entries in Table 6.5 present prediction accuracy and
precision results for ANNs which use different combinations of SPQMs as inputs to
reflect the impact of these SPQMs on the ANNSs ability to predict DESD. In addition
to standard deviation of image noise: (i) ANNRetrain taleg as input the same SPQMs
as ANNOriginal to j[lustrate the training stability of the proposed ANN; (ii) ANNSSSIG
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Table 6.5: Accuracy and precision for DESD prediction of theoretical relations
and ANNs using various SPQMs as inputs.

Method Accuracy | Precision
Equations (6.18-6.19) 0.6483 0.8539
Equations (6.30-6.31) 0.4443 0.7201
ANNPOriginal 0.1354 0.3362
ANNRetrain 0.1366 0.3362
ANNSSSIG 0.3006 0.4423
ANNNOSSSIG 0.1915 0.3879

uses SSSIG as the only SPQM; (iii) ANNNOSSSIG employs all SPQMs with the excep-
tion of SSSIG, that is all SPQMs which have only been shown through empirical ob-
servation to be related to the displacement error; and (iv) ANNIVR using IVR as the
only SPQM. More specifically, additional entries in Table 6.5 present prediction accu-
racy and precision results for ANNs which use different combinations of SPQMs as
inputs to reflect the impact of these SPQMs on the ANNs ability to predict DESD. In
addition to standard deviation of image noise: (i) ANNRetrain takes as input the same
SPQMs as ANNOrginal g jJlustrate the training stability of the proposed ANN; (ii)
ANNSSSIG yses SSSIG as the only SPQM; and (iii) ANNNOSSSIG employs all SPQMs
with the exception of SSSIG, that is all SPQMs which have only been shown through
empirical observation to be related to the displacement error. The development of
these ANNs is identical to that of ANNOri#inal ysing the same architecture, training
approach as well as data points within the training, testing and validation datasets
as detailed in Section 6.4.4. Several observations can be made from these results.

Firstly, ANNRetrain performs on par with ANN©OT8nal indicating that good train-
ing stability is achieved through the approach taken to train the ANN.

Secondly, regardless of which combination of SPQMs are used, each results in an
ANN which outperforms the theoretically derived equations of Wang and Pan [61]
as a result of the ANN accounting for the full error chain of the correlation process
within the ultimate error regime [122]. These theoretically derived equations rely on
the assumption that both the contribution of image noise to the intensity gradient
and the error introduced by the interpolation method are negligible. These assump-
tions are violated by the datasets since a large portion of image pairs contain signif-
icant noise. Furthermore, image correlation employs the bi-cubic b-spline interpola-
tion method without image pre-filtering which is prone to appreciable interpolation
errors [12]. As a result, ANNSSIG predicts the DESD with improved accuracy and
precision (percentage improvement of 32.3 % and 38.6 %, respectively) relative to
Equations (6.30-6.31).

Thirdly, the inclusion of SPQMs which have not been theoretically related to
the displacement error greatly improve the accuracy and precision of the ANN.
Moreover, ANNNOSSSIG models the relationship between SPQMs, which have only
through empirical observation been related to the displacement error, and DESD
with greater precision and accuracy than the theoretically derived equations.

Lastly, as hypothesised, a single SPOM is insufficient to capture all the character-
istics that make a speckle pattern favourable for DIC. This is further supported by
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the discovery of PIB [118] which shows that the speckle pattern impacts systematic
errors in addition to random errors.

Feedback received from the peer review process of the article suggested that the
proposed ANNDSS method should be compared to the performance of the DSS
methods associated with the SPQMs used as inputs to the ANN. To this end, Cases
1-5 were correlated for subset sizes appointed by the SPQM based DSS methods of
SSSIG, subset intensity variation, subset Shannon entropy and intensity variation
ratio. For SSSIG, subset sizes were assigned as the smallest which offers a SSSIGy
and SSSIG,, value of at least 10° as recommended [60]. The subset Shannon entropy
based DSS method [59] adjusts the subset sizes of each query point until SSE** is
within (SSE™ —0.1) <SSE*? <(SSE™4-0.1).

The DSS methods of subset intensity variation and intensity variation ratio assign
subset sizes such that they contain approximately 4 speckles; motivated by empirical
observations and the recommendation of Hassan et al. [298]. For the intensity vari-
ation ratio this translates to appointing the smallest subset which offers a A value of
1.5 [21].

The threshold subset intensity variation value is designed to adjust to the speckle
pattern within the ROIL More specifically, the threshold image is summed to deter-
mine the area occupied by speckles within the ROI as A*P°K¢>. Canny edge detec-
tion [299] 2 is performed on the threshold image to determine speckle edges; the
sum of which returns the total edge length of the speckles within the ROT as LsP¢ckles,
The number of speckles within the ROI, 57, is computed as

Lspeckles2
N
5 477 Aspeckles (6.32)
The threshold subset intensity variation value, 77" is computed as
s'
Uthresh :S_’?UROI (633)

where s7=4 as the desired number of speckles within a subset and 7R°! is the
subset intensity variation over the ROI. For each query point the subset is assigned
as the smallest which satisfies 7",

Cases 1-5 were correlated according to the subset sizes assigned by each SPQM
based DSS method using the same query points and maximum subset size as AN-
NDSS such that the results are directly comparable. The DESD, computed according
to Equations (6.14-6.15), and error range (represented as Au"*"8¢ and Av""'¢¢ in the x-
and y-direction, respectively) were computed across all subsets of each correlation
analysis and are reported in Table 6.6 along with those of ANNDSS (consistent with
those reported in Table 6.4, repeated here for convenience).

The relatively higher DESD results of SSSIG for Case 1 are due to the method
appointing small subsets, which contain a single speckle, for a handful of query
points. The resulting spurious displacement measurements for these query points
increase the DESD results.

2Note that Zhang et al. [20] do not recommend an edge detection algorithm. Canny edge de-
tection [299] was chosen since using two thresholds to detect weak and strong edges makes it more
robust to noise present in the image.
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Table 6.6: The resulting DESD and error ranges (represented as Au"*"8¢ and

Av""8¢ in the x- and y-direction, respectively) of the SPQM based DSS methods
and ANNDSS [10~? pixels].

Case 1 2 3 4 5
Ox 538 | 1.99 | 21.4 | 0.811 | 0.239
Au™8¢ | 724 | 19.4 | 1495 | 6.44 | 1.63
oy 534 | 1.86 | 10.3 | 0.897 | 0.278
Av"8¢ | 622 | 19.5 | 719 | 6.12 | 1.99

SSSIG

Oy 0.746 | 2.22 - 4.22 10.589
Intensity variation ratio AwTET| 7.06 | 347 | - 494 | 114
oy 0.798 | 1.01 - 455 | 0.67

AY"3¢ | 6,96 | 26.9 - 535 | 13
Oy 1.72 | 3.63 - - 10131
Au™"3¢ | 62.8 | 30.4 - - 10932
Subset Shannon entropy % 193 1 0.88 - o146
Av™se | 117 | 15.6 - - 1.08
Oy 0.999 | 1.55 - 6.7 |0.269
) ) . . Au™m8¢ | 13.2 | 19.3 - 95.8 | 1.87
Subset intensity variation o, 112 13 - 708 10313
Ao™3e | 224 | 17.3 - 132 | 2.14

Ox 1.57 | 1.89 | 6.02 | 1.55 | 0.445
Au™8¢ | 158 | 179 | 46.3 | 11.6 | 4.26
oy 1.67 | 1.58 | 5.68 | 1.7 |0.481
Av™8¢ 1 17.8 | 16.2 | 47.1 | 14.3 | 4.29
Ox 0.847 | 2.52 | 3.29 | 0.902 | 0.237
Au™8¢ 1709 | 30.1 | 26 | 7.64 | 1.79
oy 0.918 1 0.919 | 2.95 | 0.481 | 0.281
Av™8¢ 1 715 | 852 | 226 | 6.86 | 2.2

ANNDSS 1st O_thresh

ANNDSS 27 gthresh

Undersized subsets, containing insufficient speckle pattern information, are as-
signed for intensity variation ratio (Case 3), subset Shannon entropy (Case 3 and 4)
and subset intensity variation (Case 3) such that correlation becomes unstable and
fails. It is reasoned that the low contrast of these speckles causes the high image
noise to contribute significantly to the computed SSE*’ values, such that the DSS
method interprets image noise as speckle information, leading to the assignment of
undersized subsets. For intensity variation ratio and subset intensity variation it is
reasoned that the low contrast and high noise content reduces the accuracy to which
Otsu’s method [288] can identify speckle edges decreasing the reliability of the in-
tensity variation ratio and subset intensity variation DSS methods for these images.
This is argued to be the reason that the DESD results of intensity variation ratio and
subset intensity variation are the highest across the DSS methods for Case 4 (at least
148% higher).

In contrast, the inclusion of multiple SPQMSs as inputs to the ANN enables reli-
able prediction of the DESD such that ANNDSS avoids appointing undersized sub-
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sets thereby preventing unstable correlation. Furthermore, the SSSIG vs predicted
DESD trend facilitates informed selection of an appropriate ¢*"*" for the image set
under consideration. Consequently, ANNDSS performs consistently across Cases 1-
5 offering DESD results in line with the best achieved by existing SPQM based DSS
methods.

Upon submission of the article it was believed to be the first attempt to use ANNs
to relate the quality of a speckle pattern to the resulting error in the DIC computed
displacements; however, as recently as October 2022 Kwon et al. [97] proposed a
method using a CNN to predict mean error from speckle patterns. This method
differs greatly from the approach taken here in that: (i) through the use of a CNN
it operates on speckle patterns directly with the intention of avoiding the need for
SPQMs; (ii) it focuses on the global speckle pattern quality and as such intends to
compete with global SPQMs such as mean intensity gradient [280], subset Shannon
entropy (SSE) [59], mean subset fluctuation [279] and standard deviation of grey
intensities within each speckle [300]; and (iii) it computes displacement errors across
an image set, instead of the approach taken in this work (discussed in Section 6.3.2),
such that SFAB is present within the errors which cannot be accounted for since only
the speckle pattern is used as input. Although the method is designed to function for
arange of input image sizes by compressing the input image to 50 by 50 pixels before
processing them, this approach is ill-advised as a great amount of speckle pattern
information is lost during this process and it leads to aliasing of speckles. As such,
it performs poorly for smaller images of size 150 by 150 pixels, which is typically
larger than an optimal subset size for experimental solid mechanics applications.
Thus, despite this work showing the potential of CNNs for quantifying the quality
of speckle patterns directly from images, it does not offer an approach for DSS.
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Chapter 7
Discussion

The core chapters of this dissertation have been presented as self-contained sections;
consisting of an introduction, literature review, methodology, validation, discussion,
and conclusion. The purpose of this section is to expand on the discussions of these
core chapters in relation to the objectives and motivations outlined in Chapter 3. In
particular, this section expands on topics discussed previously by interpreting the
findings in terms of their broader implications within the fields of DIC and exper-
imental solid mechanics, as well as identifying limitations of the proposed frame-
works in their current form. Thereafter, a preliminary investigation of the feasibility
of ANN’s for DSFS is presented motivating recommendations for future research di-
rections.

7.1 Open-framework for image correlation

Chapter 4 documents the approach taken to develop a modular, open image cor-
relation framework offering full control over setting up the correlation problem. Al-
though the concept of offering control beyond that of stipulating a global subset size
and SF order is not unique to this project, with DICe [167] offering control of the
subset size and shape on a per-subset basis, the degree of control offered by the pro-
posed framework exceeds that available in the current open-source DIC landscape,
to the authors knowledge.

In particular, the proposed method allows for assignment of the subset location,
size, shape, and SF order on a per-subset and per-image basis. Additionally, the
framework allows custom SFs and subset sizes to be defined and assigned in this
manner. Thus, not only does the framework allow full control over setting up the
correlation problem from the standard options of zero, first or second-order SFs and
square or circular subsets, but additionally specialised options, which can be stip-
ulated as necessary. This completely removes the second barrier towards dynamic
appointment of appropriate correlation parameters for local DIC identified in Sec-
tion 1.3, enabling flexible adaption of the correlation setup to the requirements of
any analysis.

For example, consider a specimen that exhibits a crack. Correlation fails for sub-
sets which contain the crack path as the assumption of a continuous displacement
tield, required by the continuous SFs, is violated. Subset splitting [301] and segmen-
tation [302] methods have been proposed to account for this, which break up the
original subset so that the portion of the subset analysed contains a continuous dis-
placement field enabling accurate displacement measurements in the region of the
crack path. Such procedures are straightforward to implement within the proposed
framework through the ability to define custom subset shapes.

The flexibility of the image correlation framework extends beyond setting up the
correlation problem, with each main task being performed by a separate function,
allowing these aspects to be readily interchanged for alternative methods of accom-
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plishing these tasks. This is advantageous to individuals investigating novel ap-
proaches of performing various aspects of correlation, since the unproven method
can be readily implemented within the framework. Validation is straightforward
through comparing the resulting displacement errors of the modified algorithm to
those of the original framework, that has been validated against established DIC al-
gorithms as documented within the article [191] published in association with Chap-
ter 4 (which is available through open access).

Furthermore, this article summarises the theory of the image correlation process,
detailing its implementation as the proposed open framework, drawing direct links
between the mathematical theory and coded implementation. Documentation of the
framework coupled with the simple syntax of the code, which avoids obscuring the
mathematical operations performed, makes the framework attractive as an educa-
tional resource; bridging the gap between the well-established theory of DIC and its
nuanced practical implementation. This is of significance since historically this gap
in literature has made it such that newcomers to the field of DIC needed to overcome
a difficult learning curve to gain the working knowledge of DIC necessary to con-
tribute to its development. Such an obstacle has arguably limited the potential rate
of development of DIC.

Although the limitations of the framework are a consequence of the intentional
compromises made during the design phase, it is worth discussing their implica-
tions. In addition to deviating from the current state-of-the-art practices of DIC as
identified by Pan [22], by employing a simpler interpolation method and not utilis-
ing the RGDT strategy, the framework makes use of PCM [223] for initial displace-
ment estimation.

PCM is limited in that it cannot track displacements greater than half the subset
size in each direction, only accounts for RBT and only functions with square subsets.
Generally these limitations are of little concern; however, in the presence of complex
deformation or large displacements, PCM can break down leading to the failure of
the correlation process which relies on these initial displacement estimates. As such,
the robustness of the framework would greatly benefit from an improved method of
initial displacement estimation.

The RGDT strategy [182] in conjunction with PCM is a viable solution to this. It
uses subsets for which PCM was successful (returning high correlation coefficients)
to seed the initial displacement estimates of their neighbours. Alternatively, in ex-
treme cases the SIFT feature tracking algorithm offers an attractive solution that is
robust to affine transformation, rotation, image scaling and variations in illumina-
tion. This is straightforward to implement as was shown in Section 5.5 to account
for the jump in displacements between the sparse image sets of Samples 1, 2 and 5
of the Stereo DIC Challenge [123].

Although not investigated, it is probable that the proposed image correlation
framework is prone to errors for displacement fields containing appreciable rota-
tion [192]; a typical limitation of many DIC algorithms. Rotation is not uncom-
mon for experimental solid mechanics applications with three-point bending flex-
ural tests [303] used to determine the elastic modulus of the material in response to
bending and flexural stress-strain. This limitation can readily be addressed through
the modularity of the framework, enabling straightforward implementation of the SF
proposed by Wu et al. [304] that accounts for rotation. Furthermore, as previously
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discussed, the SIFT algorithm can be used to ensure reliable initial displacement es-
timates in the presence of severe rotations.

As noted by de Deus Filho et al. [305], despite the image correlation algorithm
being open-source, its implementation within a proprietary programming language
limits its accessibility due to the cost of acquiring a MATLAB licence. This limita-
tion was accepted as a compromise to be able to leverage MATLAB’s simple syn-
tax to avoid obscuring the mathematics implemented within the code. Further-
more, despite intending to improve the accessibility of DIC, the primary focus of the
framework is to expedite efforts towards furthering the capabilities of DIC; which is
predominantly undertaken within research institutions that typically have access to
MATLAB licenses.

Thus, the majority of the limitations of the correlation framework are a conse-
quence of the desire to keep the framework free of corrective measures such that
these do not mask the limitations of the ANN-based framework developed. How-
ever, these limitations are straightforward to resolve due to the flexibility and mod-
ularity inherent to the framework. Furthermore, the framework: (i) bridges the gap
in the open-source DIC landscape for an image correlation algorithm offering full
control over setting up the correlation problem; (ii) offers modularity while remain-
ing predominantly consistent with current state-of-the-art practices, reflected in it
performing on par with established DIC algorithms; (iii) is attractive as a starting
point to develop the capabilities of DIC removing the need, in many cases, for the
traditional approach of developing an in-house DIC algorithm to validate novel con-
tributions to the field; and (iv) serves as an educational resource bridging the gap
between the theory of DIC and its implementation, as an intuitive code, alleviating
the difficult learning curve faced by newcomers to the field of DIC.

7.2 Framework for 2D and stereo DIC

Chapters 4 and 5 extend the image correlation framework into a fully-funct-
ioning, open-framework for 2D and stereo DIC. This is done by documenting
the theory of camera calibration (implemented using MATLAB’s estimateCamera-
Parameters function), displacement transformation (for 2D and stereo DIC) and
stereo matching; the implementation of the latter two is detailed to draw direct links
between the mathematical theory and code.

ADIC3D was shown to perform on the same level as the established DIC
algorithms DICe and LaVision’s StrainMaster software. Despite the 2D dis-
placement transformation code not being validated directly, it is based on a
well-established theory. Additionally, it uses MATLAB’s camera calibration algo-
rithm estimateCameraParameters, the performance of which is validated through
the results of ADIC3D. Thus, this framework is suitable for practical use in the field
of experimental solid mechanics. Additionally, their implementation within 117 and
202 lines of intuitive code, for ADIC2D and ADIC3D, respectively, combined with
the modularity and flexibility of their image correlation implementation enables
them to be readily adapted to a wide range of DIC applications outside the field of
experimental solid mechanics.

This is advantageous because many novel applications of DIC are not directly
addressed by currently available DIC algorithms. For example, remote sensing ap-
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plications make use of DIC to measure the movement of the Earth’s surface from
satellite imagery [306] and light detection and range (LIDAR) data [188]. However,
the displacement accuracy of these methods is limited as they rely on simplistic ap-
proaches to displacement transformation; which assume a constant metres-per-pixel
ratio across the images. Additionally, they use crude corrective measures to account
for distortions present within the image due to the lens system and atmospheric fac-
tors. This DIC framework offers an attractive starting point for investigating meth-
ods of improved displacement transformation to obtain more accurate displacement
measurements for such applications.

Although not a concern for most DIC applications, the SIFT feature matching al-
gorithm used to determine initial displacement estimates for stereo matching breaks
down on the ridges and perimeters of protruding features, as shown in Figure 7.1.
This is highlighted by how StrainMaster is capable of reliably correlating at least 56%
more subsets than ADIC3D for Samples 1 and 2 of the Stereo DIC Challenge [123]
(as reported in Section 5.5.1). As noted in Section 5.6, DeepFlow [265] is an attractive
alternative to this. Moreover, with the recent introduction of openly available ANN-
based DIC algorithms such as DisplacementNet [93], DeepFlow can be employed to
track the larger displacements occurring between the different views of the speci-
men, while DisplacementNet can refine these displacements for more reliable initial
estimates.

Figure 7.1: Illustration of the subsets which failed during stereo matching of
Sample 2 of the Stereo DIC Challenge (indicated in red) due to poor initial
estimates of SFPs [123].

The current stereo displacement transformation framework operates on the ba-
sis of two cameras viewing the specimen as is typical for stereo DIC. However, the
need for multicamera stereo DIC has been identified for applications where the struc-
ture to be analysed is too large to be captured with sufficient SR by a single camera
pair [307, 308]; as well as applications where the specimens surface is non-planar,



Stellenbosch University https://scholar.sun.ac.za

CHAPTER 7. DISCUSSION 145

such as cylindrical specimens [309], requiring several camera pairs to view the full
surface. In such situations, multiple camera pairs are required to measure the full
area of interest through image stitching to create a distributed field of view.

Furthermore, multicamera stereo DIC that captures the same area of the specimen
with more than two cameras has been shown to obtain more accurate displacement
measurements [310]. The availability of redundant data from additional cameras
limits the influence of error sources, such as errors due to the stereo angle (such
errors observable in Table 5.17).

The MutliDIC, an open-source toolbox for multi-camera DIC, developed in MAT-
LAB by Solav et al. [251], offers an attractive solution to both these needs. Further-
more, MultiDIC offers bundle adjustment, a state-of-the-art requirement not met by
the implemented displacement transformation algorithms. Utilising this toolbox as
a wrapper for the image correlation framework requires straightforward conversion
of the data it produces into the format expected by MultiDIC.

7.3 ANN for error prediction and DSS

Chapter 6 details the first reported use, to the author’s knowledge, of ANNSs for
either DIC displacement random error prediction or DSS. Due to the relatively recent
resurgence of ANNSs in DIC, the novelty of the approach taken, and the limited un-
derstanding of the inner functionality of ANNSs, this section is broken up into three
main discussions. These review the broader implications of this work in terms of
error prediction in DIC, generalisability concerns of ANNSs, and the proposed ANN-
based DSS method.

7.3.1 ANN as an error prediction tool

Assessing and quantifying the metrological performance of DIC has proven to be
a challenging task due to the plethora of error sources within the DIC error chain
and their complex interaction, as summarised in Section 2.1. The fact that PIB has
only as recently as 2019 been identified as an error source despite decades of ef-
forts towards metrological performance analysis of DIC puts the complexity of such
an undertaking into perspective. At the same time, effective use of DIC requires a
good understanding of the DIC error chain such that aspects under the control of
the DIC practitioner can be conducted in such a way as to reduce the error sources
introduced. This enables the most accurate and precise displacements to be realised.

This work indicates, in a broad sense, that ANNs have the potential to model
aspects of the complex DIC error chain through their ability to detangle complex
relationships from representative data. This is illustrated in Table 6.5 by how an
ANN can relate SPQMs, other than SSSIG, to the DESD, despite this relation being
at most observed through empirical observation. This is powerful, since empirical
observations are typically the basis upon which the DIC error chain is investigated,
and the influence of an error source is identified.

The approach of utilising ANNSs to build tools for error prediction is particularly
attractive with the availability of synthetic image generation methods, which can
control the magnitude of various error sources present in the generated image set.
Balcaen et al. [252] developed such a method which was used to empirically ob-
serve the influence of error sources introduced by image noise, lighting variations,
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stereo angle, aliasing of speckles, and motion blur [105]. Employing this method, a
database of image sets containing such error sources, of varying magnitude, can be
created. Performing DIC on these image sets would reflect their impact on the re-
sulting displacement error. Treating the parameters controlling the severity of these
error sources as inputs and the resulting displacement error as the output, an ANN
could be trained to model the relationship between the two.

Utilising an ANN to model this relationship, which forms a portion of the DIC
error chain, would be valuable for several reasons. Firstly, the ANN can be used as
an initial step to detangle the impact of error sources and their combination on the
resulting measured displacement field quality. Secondly, more in-depth knowledge
of this enables the development of more informed guidelines and standards, such
as the iDICs Good Practices Guide [8], to advise DIC practitioners on how to most
effectively setup and conduct a DIC analysis to limit the error sources introduced
such that higher quality displacement fields can be obtained. Lastly, the availability
of such an error prediction tool would greatly aid research and investigation con-
ducted through DIC by predicting the quality of the displacement field computed.
This would give confidence in the results and conclusions drawn, or indicate the
need for an improved experimental design (expediting the trial-and-error approach
typically employed for the latter).

7.3.2 ANN generalisability

Before investigating ANNSs as an approach to model the complex DIC error chain,
the generalisability concerns typical of ANNs should be considered. Such generalis-
ability concerns arise for the ANN of Chapter 6 where the performance diminishes
for speckle pattern characteristics outside the training scope, as can be seen in Table
6.4. This is not as a result of over-fitting, with the loss value of the training and test-
ing datasets being on par with one another, but is rather caused by design decisions
made during ANN conception and database creation.

Firstly, the intensity variation ratio [21] is reasoned to add bias to the random
errors predicted by the ANN. The intensity variation ratio relies upon Otsu’s
method [288] to classify pixels as belonging to either speckles or the background.
The work of Alexander et al. [311] has shown that the ability of such thresholding
methods to accurately determine the edges of speckles is subject to how appropriate
the threshold value is. Additionally, lower contrast speckles, which do not cross
the threshold value, will fail to be identified by such methods. Thus, the accuracy
to which Otsu’s method determines the speckle boundaries varies based on the
speckle pattern characteristics thereby decreasing the generalisability of the ANN
for speckle pattern characteristics outside the training scope.

Secondly, the synthetic speckle patterns generated by the method of Pan [287]
have unique properties. It is well established that the systematic error of DIC com-
puted displacements typically has a sinusoidal trend with a period of 1 pixel [17] due
to interpolation errors [312]. However, Reu [225] identified that DIC performed on
speckle patterns generated by Pan’s method results in a systematic displacement er-
rors which are largely independent of the sub-pixel displacement. This is illustrated
in Figure 7.2 relative to experimentally acquired images which are shifted by the
FFT method (consistent with Case 4 of Section 6.5.2). This is reasoned to be related
to the notably smoother speckle boundaries produced by Pan’s method relative to



Stellenbosch University https://scholar.sun.ac.za
CHAPTER 7. DISCUSSION 147

the speckle patterns of experimentally acquired images. Smoother speckle bound-
aries reduce the frequency content of the speckle pattern, which leads to smaller
interpolation errors and more accurate displacement measurements as observed by
Schreier et al. [12]. As such, speckle patterns produced by this method have unique
speckle pattern characteristics that differ from those typical of DIC in experimental
solid mechanics and are expected to affect the generalisability of the ANN.
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Figure 7.2: Illustration of the systematic errors of synthetic images generated
by the method of Pan [287] and FFT [225].

Thirdly, although it is not observed to limit the functionality of ANNDSS, the
data points are unevenly distributed within the training dataset, with regard to their
spread over DESD values. Moreover, there are not many data points corresponding
to higher DESD and lower SSSIG values since correlation for such subsets is unstable.
ANN s are known to be sensitive to how evenly spread the training data is in terms
of the input and output variables [313]. Otherwise, the loss function, which guides
the training of the ANN, will favour reducing the prediction error of the data points
with the most common output value since this will give the biggest reduction in the
loss value. This is assumed to be the reason for the percentage discrepancy between
cthresh and the actual DESD, in Section 6.5.2, being larger for the first threshold rela-
tive to the second threshold across Cases 1, 3 and 5; the first threshold being closer
to the beginning of the settling regime having a lower SSSIG value. Cases 2 and 4
do not conform to this trend, due to the imposed displacements being higher than
zero-order and the poor quality of the image sets, respectively.
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Lastly, although not directly evaluated, the relationship that the ANN has mod-
elled is assumed to be specific to the DIC algorithm that was used to generate the
training dataset. It is well established that different DIC algorithms offer differing
metrological performance due to the alternative methods that they employ within
the correlation process [17]. In particular, the interpolation method greatly impacts
the resulting displacement error [12]. It follows that the approach for developing
an ANN for the purpose of random displacement error prediction will result in an
ANN which caters towards predicting random error of the specific DIC algorithm
on which it was trained.

Generalisability concerns as a result of the scope of the training dataset are not
uncommon for applications of ANNs within the field of DIC. As highlighted in Sec-
tion 1.4, DisplacementNet (of Deep DIC [93]) has poor performance for RBT while
StrainNet [25] cannot handle displacements larger than a pixel due to these respec-
tive displacement categories being excluded from their training dataset. Training
scope limitations are challenging to resolve due to the difficulty of obtaining, either
through synehtetic image generation or experimental acquisition, the wide variety of
displacements, lighting conditions, speckle patterns and noise that DIC algorithms
are required to handle in practice.

Transfer learning offers an attractive solution to the generalisability concerns as-
sociated with the latter three mentioned aspects; that is, due to synthetic image gen-
eration method employed, uneven spread in datapoints and catering towards the
DIC algorithm it is trained on. Transfer learning is the process of retraining the
ANN to fine tune its weights and biases for the relations present within an alterna-
tive dataset. This is an attractive prospect as it enables improving the performance of
an ANN for a specific use case by ensuring data relevant to this application is within
the training database used for transfer learning. With regards to this specific ANN
application, significantly fewer data points are presumed to be required for transfer
learning since the ANN already has knowledge of the general trend in the random
error; which remains predominantly consistent in form regardless of the speckle pat-
tern characteristics or DIC algorithm. Thus, the generalisability of the ANN can be
greatly improved while adapting it to a different DIC algorithm by: (i) using an
alternative synthetic image generation method which generates images more rep-
resentative of those encountered in experimental solid mechanics applications; (ii)
employing the DIC algorithm of choice to determine the displacement errors of the
dataset; and (iii) incorporating more data points associated with high DESD and low
SSSIG values. In this way, the ANN can be adapted to any DIC algorithm without
requiring simplification of the numerical complexity.

Furthermore, this offers an attractive means to investigate the potential of AN-
NDSS for naturally occurring speckle patterns that are reasoned to have differing
speckle pattern characteristics. This would be advantageous for situations where ap-
plication of sprayed speckles is infeasible due to the scale of the specimens, as in the
case of DIC performed on microscope [314] and satellite imagery [306], or environ-
mental conditions, such as long-term structural health monitoring of bridges [235]
where painted speckle patterns are likely to fade reducing the quality of the com-
puted displacements.
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7.3.3 ANN for DSS

Despite the advantages of the ANNDSS method having been briefly mentioned,
it is worth reiterating them in terms of their impact on the field of DIC, particularly
in relation to currently available DSS methods. The DSS methods proposed, in asso-
ciation with the SPQMs employed by ANNDSS, assign subset sizes as the smallest
which satisfies a threshold value for their respective SPQMs.

With the exception of SSSIG, these thresholds are obscurely related to the dis-
placement error and are either: (i) stipulated by the user which is cumbersome and
arguably the reason for the limited adoption of these approaches [19]; (ii) suggested
based on empirical observation for a limited scope of testing cases, affording lit-
tle confidence for use outside this scope; or (iii) based on the assumption that four
speckles within a subset is ideal [20], which is shown by the work of Pan et al. [60]
and Fayad [118] to be an oversimplification.

Consequently, the ANNDSS method is attractive in offering a streamlined alter-
native to existing DSS methods and rephrasing the obscure question of what global
subset size is appropriate for an analysis to what amount of random displacement error
within the computed displacements is acceptable. Furthermore, by presenting the trend
in the predicted random error, the practitioner can make an informed decision as to
what random error threshold is appropriate; enabling them to adjust this value to
control the compromise between noise suppression and SR based on their a priori
knowledge of the complexity of the underlying displacement field. This ability to
infer and control the quality of the measured displacement field with regard to noise
suppression, prior to the initiation of the DIC analysis, is invaluable for practical use
of DIC.

Beyond generalisability concerns, the biggest limitation of the proposed ap-
proach going forward is that it is assumed to break down in the presence of complex
deformations, as it will favour noise suppression over SR. This is undesirable since,
for complex deformations, the first-order SF struggles to account for the underlying
deformation such that its systematic error is significantly larger than that of the
second-order SF as documented by Yu and Pan [315]. However, they also discovered
that for an identical subset, the random errors of the second-order SF are at most
double that of the first-order SF. This was later proven via theoretical derivation by
Wang and Pan [61].

Consequently, it is highly recommended that the current approach be adopted to
train an ANN as a random error prediction tool for the second-order SF. Employing
this ANN in the ANNDSS method to appoint the smallest subset size that offers suf-
ficient noise suppression for the second-order SF will offer a favourable compromise
between noise suppression and SR for even complex deformation fields; relative to
what is achievable for the standard options of SFs.

Additional recommendations include using the displacement transformation
method to transform the metric of the predicted random displacement errors from
pixels to millimeters (or inches, as desired) so that it is more intuitive. Further-
more, instead of appointing a square subset size, the random error in the x- and
y-directions can be used to adjust the subset size in these directions independently.
The resulting rectangular or oval subset would offer consistent noise suppression in
both directions so that the SR of either direction is not restricted by the limited noise
suppression of the opposing direction.
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7.4 Towards DSFS

As noted by Pan [22] the difficulty in DSFS is a result of the difficulty of quanti-
tying the displacement field complexity in the vicinity of the query point. However,
recent developments in ANN-based DIC, being capable of pixel-wise displacement
and strain measurement between image pairs, suggest that CNNs offer an attractive
solution to this problem. This section briefly discusses an approach taken to investi-
gate the potential of CNNs for DSFS and aims to lay foundation for future work.

7.4.1 Background

DSFS is attractive for two reasons. Firstly, there are many applications of DIC that
lead to poor quality image sets which increase the influence of noise in the image set,
such that doubling of the random error can lead to significantly poorer quality dis-
placement measurements. One particular example is the use of high-speed cameras,
which trade acquisition speed for image quality, to investigate non-quasi-static be-
haviour of materials [33, 34, 35].

Secondly, testing done within the field of experimental solid mechanics typically
exposes the specimen under consideration to forces of increasing magnitude. Thus,
the specimen initially undergoes a linear elastic deformation, which is typically well
accounted for by the first-order SF, followed by plastic deformation, which requires
higher order SFs to be accurately measured. Furthermore, based on the geometry
of the specimens, these plastic deformations occur within a localised region corre-
sponding to stress concentrations. The second-order SF is typically only relevant for
a limited portion of the subsets in the tail end of the image set. Increasing the ran-
dom error in the measured displacements due to the need, of a limited number of
subsets, for the higher order SF is a subpar compromise. A framework for appropri-
ate selection of the SF order on a per-subset and per-image basis is attractive in such
scenarios.

Xu et al. [116] derived equations for the SFAB induced systematic errors, associ-
ated with the first-order SF in the presence of second-order displacement field, based
on the second-order displacement gradients at the subset centre. These systematic
errors in the x-direction (ME,) and y-direction (ME,) are given as

M—-1 M—1 %u 9*u

ME, = B ( 5 1)<8x2+8y2> (7.1)
M—-1 M—1 0%v 9%v

ME,= P ( 5 1)(8x2+8y2) (7.2)

These relations show how the second-order displacement gradient, not ac-
counted for by the first-order SF, dictate the severity of the systematic error. More
specifically, the systematic error in the x-displacement (u) increases as its second-

o . 2 S 2,0 . .

order derivatives in the x-direction (‘375‘) and y-direction (37’5’) increase. Similarly, the
systematic error in the y-displacement (v) increases as its second-order derivatives
. . 2 o 200 . : .
in the x-direction (‘373) and y-direction (375) increase. Furthermore, this relation

quantifies how increasing the subset size (M), such that it incorporates pixels farther
from the query point experiencing increasing incongruent displacements, increases
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the systematic errors.

This highlights how an appropriate combination of subset size and SF is required
for the displacement field complexity in the vicinity of the query point such that
SFAB errors can be mitigated. In fact, for the first-order SF, these systematic errors
increase linearly relative to the second-order displacement gradients and quadrati-
cally relative to the subset size.

Although Equations (7.1) and (7.2) offer an attractive approach to DSFS between
tirst and second-order SFs, they have not been used in practice due to the difficulty
in measuring the second-order displacement gradient.

7.4.2 CNN development

It was found that the method of Sur et al. [286] produces speckle patterns that
are more representative of those typical within experimental solid mechanics appli-
cations relative to the method employed in Chapter 6. As such, it was employed to
generate a database of image pairs for training and validation of an ANN to quan-
tify second-order displacement gradient in the x-direction directly from image pairs.
With the developed CNN intending to serve as a proof of concept, a limited scope
of training data was created for time considerations. In particular, only the speckle
size and percentage coverage were varied randomly while other parameters of [286]
were kept constant as shown in Table 7.1.

Table 7.1: Parameters used to generate synthetic speckle pattern images.

Parameter | Speckle size | PSF?* | Percentage coverage | Contrast
Value 05-1 1 30% - 60% 0.6

These parameters ensure high speckle pattern information content within the
generated images, as shown in Figure 7.3, such that a smaller input image can be
used for the CNN; reducing the number of weights and biases of the CNN and
accelerating training. An exponential distribution of speckle sizes was employed
with single precision computation, which was shown to be sufficient for 8-bit im-
ages [286]. Each image set consists of a reference and deformed image of size 31 by
31 pixels.

Figure 7.3: Example images of the database of image pairs generated.

24The point-spread function (PSF) controls how smooth the transition in light intensity is at the
speckle boundaries.
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Deformed images were created using a sinusoidal displacement field given as

u(x,y)=0.5xsin <2§x—w>

v(x,y)=0
where, ¢ (period) and @ (shift) were randomised within the ranges {#€R|80<9 <700}

and {@€R|—-350<@<350}, respectively. The second-order displacement gradients
are given as

(7.3)

%u m2 . (2«
W__2(§> XSIH(?X—(D>

(7.4)

Random homoscedastic Gaussian noise of standard deviation, =1, was applied
to these image sets. Finally the images are quantified as 8-bit images. A total of
46140 image sets were generated which were divided in a ratio of 0.8:0.1:0.1 for the
training, validating and testing datasets, respectively.

Input images

Convolution

Leaky RelLU

Max pooling

L
f
/
@

Linear activation
function

2 16

Figure 7.4: Illustration of the architecture of the CNN for DSFS. The numbers
under the layers indicate the depth of the associated feature maps.

The architecture of the CNN, developed through trial-and-error, consists of 3
pairs of convolution and Leaky ReLU activation layers with max pooling performed
between each pair. Convolution activation functions have a filter size of 3 by 3 pixels
with depth increasing in multiples of 16, as indicated in Figure 7.4, and a stride of
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1. This preserves the size of the input feature map while doubling its depth. Max
pooling with a filter size of 3 by 3 pixels and stride of 2 is used to reduce the di-
mensionality of the feature maps to reduce the number of weights and biases that
need to be trained. Thus, max pooling reduces the dimensionality of the feature
maps while convolution layers increase the depth of the feature maps, progressively
building higher level representations of the data such that deep features can be de-
tected. Batch normalisation was performed between convolutional and Leaky ReLU
activation layers to mitigate the possibility of vanishing gradients and accelerate
training [316]. The output layer consists of a single neuron with a linear activation
function which is fully connected to all the elements of the final feature maps.

The network constitutes a CNN to perform regression, taking in an image pair of

size 31 by 31 pixels and predicting 3273’ occurring at the centre.

The CNN was trained on the training dataset using the half mean square error
loss function, that is Equation (2.6) divided by two, and the Adam optimisation al-
gorithm [157] with default training parameters. After 190 epochs, the loss of the
training and validation datasets were 5.2 x10~* and 7.2 x 10~4, respectively. This en-
abled the CNN to predict the second-order x-displacement gradients of the testing
dataset with an accuracy and precision of 6.6 x 10~ and 0.01, respectively.

7.4.3 Artificial neural network based dynamic shape function
selection (ANNDSEFS) implementation

Prior to the artificial neural network based dynamic shape function selection
(ANNDSFS) method, the query points are placed in a regular grid spanning the ROI
according to the ADIC2D or ADIC3D function; since the method is compatible with
both 2D and 3D DIC. Thereafter, ANNDSFS consists of three steps, illustrated in
Figure 7.5, as follows:

Step 1: Determining the second-order displacement gradients using the pro-
posed CNN. The process begins with the first image pair of the image set (d=1).
For each query point (g) a window of 31 by 31 pixels, centred at the query point, is
extracted from the reference and deformed images under consideration which are
processed by the CNN to predict the second-order x-displacement gradient (3272‘ .
Equation (7.1) predicts the associated systematic error (ME(d,q)) based on the sub-
set size. This process is repeated for each image pair of the DIC analysis building up
matrices of the predicted systematic error.

Step 2: Stipulation of the systematic error threshold (ME"*"). A plot of the
predicted second-order x-displacement gradient vs. the predicted systematic error is
presented to the DIC practitioner such that an appropriate systematic error threshold
can be chosen.

Step 3: Assigning the appropriate SF orders. By looping through the de-
formed images the appropriate SF order across all query points is appointed
as: ProcData(d).SFOrder(q)=1 if ME,(d,q) is below ME!"®" gince this in-
dicates that the first-order SF is appropriate for the stipulated threshold; or
ProcData(d) .SFOrder(q)=2 if ME,(d,q)>ME!"*" since the first-order SF would
cause too high of a systematic error.

Thereafter, conventional correlation is performed using the appointed SF orders.
This process enables ANNDSFS to adjust the assigned SF orders on a per-subset and
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per-image basis according to the spatially and temporally changing displacement
tield complexity.

Step 1 Step 2
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Figure 7.5: Flow diagram illustrating the process of the proposed ANNDSFS
method.

7.4.4 Performance of ANNDSFS

The performance of ANNDSES is assessed on a test image set generated by the
method of Sur et al. [286] using the parameters of Table 7.2. The images are created
to be of size 1400 by 250 pixels. The deformed image has an imposed sinusoidal
displacement of increasing frequency (decreasing period) in the x-direction (period
decreasing from 500 to 160 pixels) by setting ¢ of Equation (7.3) to

Table 7.2: Parameters used to generate the test image set.

Parameter | Speckle size | PSF?* | Percentage coverage | Contrast
Value 0.917 1 30% - 60% 0.6
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X
19—500—360m

The test image set is analysed by four cases corresponding to four different con-
figurations of setting up the correlation problem as detailed in Table 7.3. Case 1
and 2, using first and second-order SFs, respectively, to analyse the image set for a
traditional approach of globally assigned correlation parameters. Case 3 makes use
of ANNDSFS to appoint independent SF orders for each query point based on the
method outlined in Section 7.4.3. Case 4 uses ANNDSS (of Chapter 6) to appoint
independent subset sizes while ANNDSFS appoints independent SF orders. More-
over, ANNDSS is performed as a preprocess to ANNDSEFS, which then predicts the

ME, of each query point based on its subset sizes and predicted 3273‘ such that an
appropriate SF order is assigned. All cases use the same subset positions and do not
employ image filtering.

(7.5)

Table 7.3: Correlation parameters used to analyse the test image set.

Case | Step size | Subset size | SF order
1 5 31 1
2 5 31 2
3 5 31 ANNDSFS
4 5 ANNDSS | ANNDSFES

The trend in DESD predicted by ANNDSS is shown in Figure 7.6(a). A threshold
of o*M"eh=0.01, corresponding to the end to the transition regime, was chosen to
ensure sufficient noise suppression. The trend in the systematic error is shown in
Figure 7.6(b) for Cases 3 and 4. This figure shows how using Equation (7.1) enables
ANNDSES to predict ME, based on 3273‘ and the changing subset sizes for Case 4. A
threshold of MEfCh”Sh =0.01 is selected, for both Case 3 and 4, such that the random
and systematic errors are on par with one another.

(a) (b)
0.1 I _ 0.1
- Datapoints|
| cTH.l.l'r al
0.08 ) 0.08
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2 0.04 . ;
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- Case 4
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Figure 7.6: (a) Random error trend predicted by ANNDSS. (b) Systematic error
trend predicted by ANNDSES for Case 3 (red) and Case 4 (black).
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The speckle pattern of the reference image is shown in Figure 7.7(a). Figure 7.7(b)
shows how the subset sizes assigned by ANNDSS adjust according to the local
speckle pattern quality. Due to the high information content of the speckle pattern,
most of the subset sizes assigned are significantly smaller than 31 pixels as was used

for Cases 1-3.

0 200 400 600 800 1000 1200 1400
T [pixels]

0 200 400 600 800 1000 1200 1400
x [pixels]|
Figure 7.7: (a) Reference image of the test image set. (b) Subset sizes assigned
by ANNDSS for Case 4.

The true displacement field in the x-direction is shown in Figure 7.8(a) illustrating
how the displacement frequency increases in the x-direction. The SF orders assigned
by ANNDSES are shown in Figures 7.8(b) and 7.8(c) for Case 3 and 4, respectively, in-
dicating how ANNDSFS assigns first and second-order SFs for regions of the image
subject to lower and higher frequency displacements, respectively.
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Figure 7.8: (a) Imposed displacement in the x-direction. (b) SF orders assigned
by ANNDSES for Case 3. (c) SF orders assigned by ANNDSFS for Case 4.

Note that the ANNDSFS method appoints first and second-order SF orders in
bands corresponding to the regions of imposed displacement field that have low
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and high second-order displacement derivatives, respectively. Furthermore, the SF
orders assigned differ between Cases 3 and 4 due to the different subset sizes. The
smaller subset sizes of Case 4 enable the first-order SF to accurately track the under-
lying displacement field for higher frequencies than that of Case 3 (observable for
x <750).

The test image set is correlated for each case using the approach of Section 6.3.2.
More specifically, each subset is correlated 150 times with noise of =1 reapplied
to the noise-free image each time. Subtracting the computed x-direction displace-
ment from the true value results in a set of 150 errors for each subset. The mean
and standard deviation of these errors is taken, for each subset, to determine its sys-
tematic and random errors, respectively. Thereafter, these error metrics are averaged
across subsets of the same x position to determine the trend in systematic (MEy) and
random errors () in the x-direction as illustrated Figures 7.9(a-d) for Cases 1-4.
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Figure 7.9: Systematic error in the x-direction for: (a) first-order SF (Case 1); (b)

second-order SF (Case 2); (c) SFs assigned by ANNDSEFS (Case 3); and (d) subset
sizes assigned by ANNDSS and SFs assigned by ANNDSFS (Case 4).

Cases 1 and 2 illustrate the well-established metrological characteristics of the
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SF. In particular, as the frequency of the displacement increases in the x-direction the
systematic error increases as the SF becomes incapable of accounting for the under-
lying deformation. Although the second-order SF is capable of accurately tracking
the displacement for higher frequencies relative to the first-order SF, this comes at
the cost of doubling the random errors due to the second-order SF having double the
SFPs relative to the first-order.

Case 3 shows the benefit of the DSFS method. Moreover, ANNDSEFS assigns first
and second-order SFs for regions of negligible and appreciable second-order dis-
placement gradients, respectively. As such, it offers improved random errors relative
to Case 2 (specifically for x<500) and improved systematic errors relative to Case
1 (for x>800). Thus, optimal SF orders are assigned independently for the query
points such that the quality of the displacement field is not dictated by regions of
complex deformation.

Case 4 illustrates two points. Firstly, the importance of appropriate subset size se-
lection with regards to systematic errors. Although the smaller subset sizes of Case
4 marginally increase the random error, they offer significantly improved systematic
errors as they enable the second-order SF to more accurately account for the defor-
mation experienced by these smaller subset sizes. This occurs because the sinusoidal
displacement field is of higher order than the second-order SF. Thus, a smaller sub-
set size improves its ability to approximate the underlying deformation. In practice,
displacement fields are often more complex than the second-order SF can directly
account for. Thus, the hypothesis of Chapter 6 in that the smallest subset size offering
sufficient noise suppression, consistent with the transition regime, offers a favourable com-
promise between noise suppression and SR is presumably relevant to any SF which is of
lower order than the complexity of the underlying displacement field. Furthermore,
this hypothesis offers a viable and attractive approach for appropriate subset size
selection to offer a favourable compromise between noise suppression and SR.

Secondly, the benefit of dynamic correlation parameter assignment relative to the
tradition of global correlation parameter assignment. Case 2 is a good example of an
initial choice of correlation parameters for the traditional trial-and-error approach to
global correlation parameter selection. The second-order SF is appropriate due to the
complexity of the displacement field and a global subset size of 31 pixels is a good
choice as it ensures sufficient speckle pattern information within each subset. This
is supported by Figure 7.7(b) where regions of poor speckle pattern quality require
a subset size of 28 pixels to ensure random errors below ¢, =0.01 pixels. However,
the quality of the resulting displacement field is dictated by the regions of the image
set of poor speckle pattern quality and high displacement field complexity, leading
to subpar results relative to Case 4.

In contrast, the proposed ANN-based method for dynamic correlation parame-
ter assignment appoints an appropriate subset size (ANNDSS) and SF order (AN-
NDSFS) combination for each query point independently. Assigning these param-
eters based on the speckle pattern quality and displacement field complexity in the
vicinity of the query point, enables high quality displacement measurements for each
query point, relative to what is achievable (for the standard options of square sub-
sets and first or second-order SF). This is the reason for the dips in the random error
curves of Cases 3 and 4 for x>750. These dips correspond to ANNDSES assigning
first-order SFs for regions within the high frequency displacement field which cor-
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respond to negligible second-order displacement gradients; thus reducing random
errors whilst remaining capable of accurately tracking the displacement.

7.4.5 Discussion of ANNDSFS

The results indicate that CNNs are a viable approach for DSFS, between first and
second-order SFs, capable of quantifying the complexity of the underlying displace-
ment field. In particular, they are able to predict the second-order displacement gra-
dient which, using the equations of Xu et al. [116], can be used to predict the system-
atic error for SFAB based on the subset size. Selection of a systematic error threshold
offers an intuitive approach for DSFS while presenting a plot of the predicted sys-
tematic error facilitates an informed selection of the threshold. Furthermore, this
CNN is capable of DSFS between each image pair such that appropriate SF orders
can be assigned temporally as as well as spatially.

The proposed ANNDSFS method is capable of adjusting to location specific sub-
set sizes such that it can be combined with ANNDSS. Coupling ANNDSFS with AN-
NDSS offers an attractive approach to dynamic correlation parameter assignment.
Correlation parameter selection is typically challenging because of the complex in-
teractions which dictate the metrological characteristics of the correlation process,
and the difficulty in quantifying speckle pattern quality and displacement field com-
plexity in relation to the correlation parameters. In contrast, stipulation of intuitive
random and systematic error thresholds enables: (i) ANNDSS to assign appropriate
subset sizes spatially; and (ii) ANNDSEFS to assign appropriate SF orders spatially
and temporally, based on these subset sizes. Furthermore, the method predicts the
trend in these error metrics for the image set enabling an informed decision to be
made with regards to these error thresholds. Such an approach enables appropri-
ately setting up a DIC analysis on a per-subset and per-image basis such that high
quality displacement measurements (relative to what is achievable) can be realised
across the image set regardless of localised low quality speckle patterns, and/or lo-
calised or time dependent displacement field complexity. Furthermore, these meth-
ods are based on purely image information enabling them to operate as a pre-process
to any DIC algorithm capable of assigning correlation parameters on a per-subset
and per-image basis. This motivates the need to extend the ANNDSS method of
Chapter 6 to predict random displacement errors associated with the second-order
SF; such that appropriate subset sizes can be appointed in regions for which AN-
NDSES assigns the second-order SF.

The generalisability of the CNN is limited in its current form due to the limited
scope of its training dataset®. As such the scope of the training dataset should be
improved by including: (i) a greater variety of displacement fields; (ii) discontinuous
displacement fields such that the method can function in the vicinity of a crack (since
second-order SFs are usually required at a crack tip due to its stress concentration ef-
fect); (iii) greater variation in the speckle size, speckle coverage, percentage coverage
of the speckle pattern, contrast, standard deviation of noise and PSF values; and (iv)
contrast changes between image pairs.

Additionally, the architecture of the CNN should be revised to improve upon
the design limitations of the current implementation. Firstly, the current CNN only

Z5This serves as a preliminary investigation into the use of CNNs for DSFS.
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considers 3273‘ whereas 3273, 32772’ and 3273 are required for fully informed DSFS. Secondly,

the proposed CNN operates on a small window of 31 by 31 pixels, which is assumed
to break down for sparse speckle patterns.

More specifically, it is reasonable to assume that CNN based displacement and
displacement gradient measurement (which consist of direction and magnitude)
from scalar intensity information is an ill-posed problem similar in nature to that of
DIC (as discussed in Section 2.1.2). The CNNss accuracy will decrease in the presence
of sparse speckle patterns as fewer features (speckle boundaries) fall within the
window processed, such that fewer feature detectors of the CNN become activated
which are meant to guide its prediction. Although using a larger window could
alleviate this, inclusion of displacements occurring farther from the centre of the
window will reduce the accuracy of the predictions in severe displacement fields.

Future work should adopt the use of an encoder-decoder CNN similar to the ap-
proach of Yang et al. [93] for displacement and strain measurement. The encoder
aspect consists of a series of convolution layers which process the image creating
feature maps of decreasing dimensionality and increasing depth. This enables the
extraction of higher level features from the sparse speckle data, which are stored
within these feature maps. Thereafter, the decoder, consisting of a series of trans-
posed convolution layers, reverses the process increasing the dimensionality of the
features maps while reducing their dimensionality to recover the high resolution
second-order displacement gradients.

This CNN architecture is powerful because it can be designed to operate on large
window sizes, thus ensuring sufficient speckle pattern information is present for ro-
bust prediction, and affords pixel-wise prediction of the four second-order displace-
ment gradients. This pixel-wise displacement gradient information is attractive since
it can allow for more informed assignment of SF orders by considering the highest
second-order displacement gradients present within the subset, not only those oc-
curring at its centre.

Additionally, this second-order displacement gradient information is potentially
attractive for weighted subset based DIC methods which traditionally apply an
axis [283] or line symmetric [289] weight distribution to pixels of the subset. The
weighting of the pixel controls the relative influence of its associated image gradient
in guiding the iterative updates applied to the SFPs during the correlation process.
Thus, by reducing the weight of pixels farther from the query point which, are
assumed in a simplistic sense, to be experiencing incongruent motion relative to
the query point this method reduces SFAB. However, the availability of pixel-wise
second-order displacement gradient information would enable informed pixel-wise
weight application, reducing the weighting of pixels which experience more severe
second-order displacement gradients. The severity of the second-order displace-
ment gradient could be used to determine an informed initial estimate of the
weighting parameters which are typically optimised during correlation alongside
the SFPs.

7.5 Future work

This work shows that ANNs offer an attractive approach to dynamic correla-
tion parameter assignment by: (i) rephrasing the obscure question of what global
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correlation parameters are optimal to what degree of random and systematic errors in the
computed displacement is appropriate; (ii) providing error prediction which allows the
user to infer the quality of the computed displacement field; and (iii) operating as a
pre-process to DIC offering DSS and DSFS based on purely image information. In
addition to the objective-specific recommendations for future work provided in the
previous sections, this section outlines additional recommendations for the use of
ANNSs in the context of streamlining dynamic correlation parameter assignment for
local DIC.

Progress within the field of machine learning over the last decade has shown that
CNNs are a powerful tool for extracting data from images. Thus, leveraging the
capabilities of CNNs to determine speckle pattern quality directly from an image
is an attractive prospect. This is supported by the recent (October 2022) work of
Kwon et al. [97] which predicts the average displacement error of a DIC analysis
from the speckle pattern of the reference image. However, this first attempt at using
CNN:s for assessment of speckle pattern quality focuses on quantifying the quality
of the global speckle pattern and as such is not applicable to DSS. As such, it is
recommended that future work in this area focuses on the development of CNNs
to predict the random displacement error associated with a subset directly from its
contained speckle pattern.

This prospect is attractive since this would bypass the need to rely on SPQMs to
quantify the quality of the speckle patterns. Although SPQMs are helpful in guiding
the selection of subset sizes as shown in Chapter 6, they do not capture all charac-
teristics of a speckle pattern that make them favourable for DIC. A CNN can au-
tomatically discover what characteristics of a speckle pattern make it favourable for
DIC through building progressively higher level feature detectors guided by the loss
function. Choosing between systematic or random errors for the output of the CNN
will enforce these feature detectors to identify features relevant to PIB or noise sup-
pression, respectively. This offers an attractive approach to quantify all character-
istics of a speckle pattern that make it favourable, or detrimental, for DIC. Further-
more, SPQMs are computationally expensive, leading to long run times for the AN-
NDSS framework. In contrast, CNNs are computationally efficient, enabling rapid
evaluation. It is for this reason that ANNDSFS is ten times more computationally
efficient than ANNDSS.

A concern of such an approach is that CNNs typically require the input image
to be of specific dimensions as the fully connected output layer expects the feature
maps to be of a specific size. The approach taken by Kwon et al. [97] to compress
the input image to the size required by the CNN is ill advised as speckle pattern
information will be lost and can lead to aliasing of speckles which are likely to bias
the predictions of the ANN. However, recent work has shown that CNNs can be de-
signed such that they are immune to the size of the input image through the use of
spatial pyramidal pooling. Additionally, spatial pyramidal pooling has been shown
to be robust to deformations of objects within the image [317]. The use of such pool-
ing techniques would enable the creation of a single CNN which can directly deter-
mine the random displacement error associated with a speckle pattern for a wide
range of subset sizes.

Coupling such a CNN based DSS method with the CNN based DSFS method
recommended in Section 7.4.5 would offer an attractive approach to dynamic assign-
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ment of correlation parameters. In particular, these methods would enable quanti-
tying the speckle pattern quality and displacement field complexity directly from
images which can be related, through theoretical derivations or ANN models, to the
resulting errors in the DIC computed displacements. This would facilitate dynamic
assignment of correlation parameters, guided by knowledge of their impact of the
metrological performance of the correlation process, on a per-subset and per-image
basis.

Generalisability concerns are not unique to the proposed ANN. Many ANN-
based DIC methods break down for particular types of displacement fields common
within DIC applications. In particular, StrainNet [25] cannot track displacements
larger than a pixel while Deep DIC [93] performs poorly for simple RBT. Although
the solution to this is obvious through improving the scope of training dataset, this is
not straightforward in practice. Over the last four decades, the use of DIC has been
extended to a broad range of applications each introducing unique image set prop-
erties. Generating a database of image sets which encompass such a broad range
of image set properties is challenging both in terms of development of associated
algorithms and computational resources.

This suggests the need for a collective effort to generate, and possibly capture
through well designed experiments, a well-vetted database of image sets which
contain a broad range of speckle patterns and displacement fields typical of the
widespread applications of DIC. Moreover, speckle patterns should include both
natural and applied speckle patterns while displacement fields should include dis-
continuities, stress concentrations, RBT, rotation, high strain, out-of-plane motion
and vibrations, to name a few. The availability of such a database would facilitate the
development of more robust ANN-based DIC techniques. Furthermore, it would ex-
pedite research directed towards the use of ANNs to improve traditional local DIC.
This is argued to be a future area of focus within the DIC community with recent
efforts (in October of 2022) focusing on quantifying the quality of global speckle pat-
terns [97] and determination of initial estimates of SFPs [96] directly from images
using CNNs.

Additionally, a subset of these image sets can be retained for performance assess-
ment purposes similar to the function of the ImageNet Large Scale Visual Recogni-
tion Competition [66] and DIC Challenge image sets® [122, 123]. Validation of these
methods would be beneficial for several reasons including: (i) revealing the true ca-
pabilities of these methods for real world applications across the range of challenges
traditionally faced by DIC; (ii) identify specific applications for which they struggle
(for example large variations in illumination between image pairs not yet investi-
gated for ANN-based DIC) such that methods can be designed to account for these;
(iii) investigating the metrological characteristics of these methods; (iv) relating their
metrological characteristics to architectural design and training decisions to inform
future research in this area of best practices and areas requiring improvement; (v)
knowledge of the metrological characteristics of these methods would enable the
development of corrective measures to mitigate their shortcomings as well as the
development of guidelines for their effective use.

26The DIC Challenge image sets are not applicable to this purpose due to their limited range of
speckle pattern characteristics and displacement fields.
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Such a database is not only attractive to expedite research in this area, but is
arguably necessary to take these ideas from the conception phase to deployment;
where they can be confidently recommended for practical use.
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Chapter 8
Conclusion

This project was motivated by three objectives as detailed in Section 3.3. A modular,
open-source DIC framework, for 2D and stereo applications, was developed offering
full control over setting up the correlation problem on a per-subset and per-image
basis. This framework was subsequently used to develop and validate an ANN to
model the relationship between SPQMs, image noise and the resulting random dis-
placement error to facilitate DSS. Furthermore, initial investigations were conducted
into the use of a CNN to spatially quantify the displacement field complexity be-
tween an image pair for the purpose of DSFS. The results indicate the potential of
ANN s for dynamic assignment of correlation parameters while the limitations of
the current implementation guides future research directions.

This work shows, through Chapters 4-6, that ANNSs are a viable approach for
DSS from purely image information by modelling the complex relationship between
subset size, image set properties and resulting random displacement error as hy-
pothesised in Section 3.4.

Additionally, Section 7.4 reveals that ANNs are feasible as a tool for quantifying
displacement field complexity between image pairs offering a viable tool for DSFS.

Key contributions and future work recommendations are outlined below:

* A modular, open-source 2D DIC framework is developed and implemented
in 117 lines of MATLAB code. This DIC framework, being predominantly
consistent with current state-of-the-art practices, performs on par with es-
tablished open-source and commercial DIC algorithms. In addition to this
framework being modular in terms of allowing straightforward adaptation
and interchange of the DIC subprocesses, it offers full control over setting
up the correlation problem by enabling assignment of the subset size, subset
shape and SF on a per-subset and per-image basis; thereby addressing Objec-
tive 1. This removes one of the barriers to dynamic assignment of correlation
parameters which is a unique contribution of this work.

¢ The DIC framework is extended to stereo DIC which is implemented in 202
lines of MATLAB code to address Objective 2. This bridges the gap in literature
between the well-documented theory of DIC and its nuanced practical imple-
mentation as code, by directly drawing links between the two to document the
framework’s implementation. This removes the difficult learning curve faced
by newcomers to the field of DIC who intend to contribute to its development
which is a unique contribution of this work. Furthermore, this documentation
combined with the framework’s validated performance and modular imple-
mentation make it attractive as a starting point to further the capabilities of
both 2D and stereo DIC.

* The DIC framework is used to develop and validate a feed-forward ANN to
model the relationship between the speckle pattern quality (contained within

164
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a subset), standard deviation of image noise and resulting DESD, in line with
Objective 3. This can be seen as a unique contribution to the field of DIC. This
ANN predicts DESD more accurately and precisely than theoretical deriva-
tions, for speckle patterns consistent with the training scope, by accounting
for all error sources involved. As such, this approach should be applicable to
any DIC algorithm, regardless of DIC subprocesses, without requiring simpli-
tication of the mathematical complexity.

* Employing the ANN as an error prediction tool, a framework for DSS is devel-
oped to appoint subset sizes based on local speckle pattern quality to address
Objective 3. Validation conducted on speckle pattern characteristics consistent
with the training scope indicates that this framework: (i) appoints each sub-
set’s size as the smallest which offers noise suppression consistent with the
DESD threshold stipulated; (ii) offers improved DESD results relative to the
traditional trial-and-error approach of global subset size selection, for the same
mean subset size, in the presence of varying speckle pattern quality; (iii) offers
a favourable compromise between noise suppression and spatial resolution for
up to moderate displacement gradients for stipulation of an appropriate DESD
threshold, which is guided by the predicted trend in noise suppression and a
priori knowledge of the expected displacement field complexity; (iv) rephrases
the obscure question of what global subset size is appropriate for an analysis to what
amount of random error within the computed displacements is acceptable; and (iv)
knowledge of the contribution of image noise to the DESD enables the infer-
ence of the quality of the computed displacement field. Validation on speckle
pattern characteristics outside the training scope indicates the generalisability
limitations of this approach in its current form, motivating the need to broaden
the scope of its training dataset. DSS from purely image information through
the use of an ANN, such that it can appropriately set up subset sizes prior to
(and independently of) the DIC process, is a unique contribution of this work.

* Investigation of the viability of CNNs for DSFS is initiated. This shows that
CNNs are capable of measuring region-specific displacement complexity (in
the form of second-order displacement gradients) with sufficient accuracy and
precision to facilitate DSFS, for the limited scope of displacements and speckle
patterns investigated. ANN-based DSFS from purely image information is a
unique contribution of this work, despite the limited scope of the DSFS method
developed.

* This work shows that ANNs are a viable approach for dynamic correlation pa-
rameter assignment from purely image information. In particular, ANNs are
capable of modelling the complex interaction between subset size, image set
properties and resulting random displacement error facilitating DSS. Further-
more, CNNs are capable of spatially quantifying the underlying displacement
tield complexity (in the form of second-order displacement gradients) guiding
DSEFS. Such an approach to dynamic correlation parameter assignment can act
as a pre-process to DIC, setting up the correlation problem through intuitive
selection of informed error thresholds.
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* Future research endeavours towards dynamic correlation parameter assign-
ment are highly recommended to leverage the capabilities of CNNs. Further-
more, this work indicates that such efforts should focus on development of a
training dataset covering a broad range of speckle pattern characteristics and
displacement fields to ensure generalisability, and thus practical applicability,
of developed methods.
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Appendix A
Chapter 5 appendices
A.1 Utilising parallel processing for ADIC3D

Parallel processing can be used to reduce ADIC3D’s execution time by mak-
ing use of MATLAB’s parfor loops. More specifically, the for loops in line 11 of
StereoMatch, 13 of FeatureMatch and 18 of ImgCorr can be replaced by parfor loops.
It is for this reason that data within these for loops are saved to temporary storage
variables, initiated prior to the for loops, and assigned to structured arrays thereafter.
Note that parfor loops cause ADIC3D to require more random-access memory.

A.2 UndistortPasser function

Requiring CSTrans to analyse a large number of subsets causes MATLAB’s
undistortPoints function to require a large amount of random-access memory. If it
requires more memory than is available this causes a fatal error. This is avoided by
replacing calls to undistortPoints with calls to subroutine UndistortPasser, detailed
in Table A.1, which has inputs Xos and the calibration parameters and returns the
undistorted subset positions. UndistortPasser passes batches of 100 subsets to
undistortPoints in order to avoid this fatal error. Note that this also reduces the
computation time of lines 11 and 15 of CSTrans.

Table A.1: UndistortPasser algorithm summary.

Line Numbers | Task Performed

Line 2-3 Determine how many times the number of subsets is divisible by 100
and save as iterations;

Line 4 for g=1 to iterations, do

Line 5 Undistort a batch of 100 subset positions using MATLAB's

undistortPoints function;

Line 6 end for

Line 7-9 Undistort the remaining subsets, not processed in the for loop, using
undistortPoints;
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A.3 Imposed displacements of Sample 1.

Table A.2: Mean and standard deviation of the imposed displacements
measured by the stage’s optical encoder for Sample 1 [123].

Step | i, mean (mm) | i, STD (nm) | @, mean (mm) | @, STD (nm)
1 0 7.01 0 6.76
2 0 7.69 10 6.16
3 0 6.30 20 6.21
4 0 7.67 -10 6.12
5 0 6.74 -20 6.33
6 -10 491 0 6.83
7 -20 5.71 0 7.27
8 10 6.53 0 6.79
9 20 5.69 0 7.37
10 -10 5.99 -10 4.57
11 -20 14.65 -20 25.19
12 10 7.65 10 6.43
13 20 6.10 20 6.54
14 -10 5.70 10 6.08
15 -20 5.14 20 6.45
16 10 6.29 -10 5.01
17 20 5.99 -20 6.07
18 0 6.36 0 7.59
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Additional ANNDSS results
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Figure B.1: Case 3 results: (a) The two ¢'""*" plotted relative to the DESD
predicted by the ANN; and (b) the ¢y for the global analysis and ANNDSS.
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Figure B.2: Case 4 results: (a) The two ¢'""*" plotted relative to the DESD
predicted by the ANN; and (b) the oy for the global analysis and ANNDSS. The
y-axis range of (a) was adapted such that the similarity in trend between the plots
can be observed.
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Figure B.3: Case 5 results: (a) The two o'""*" plotted relative to the DESD
predicted by the ANN; and (b) the 0, for the global analysis and ANNDSS.
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