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ABSTRACT

Due to increased competitiveness in the packaging industry, process improvement is important to
give businesses an edge over their competition. This thesis represents a study of the application of
machine learning for process improvement in metal can manufacturing. A five step process improve-
ment framework based on the Six Sigma process improvement methodology and the CRISP-DM data
science framework was developed. The framework consisted of different steps that included steps
used in the Six Sigma process improvement methodologies as well as steps used in data science
processes.The five steps were; Define, Understand, Model, Evaluate and Deploy (DUMED). The
DUMED framework was used in a case study that predicted the axial load resistance of 2-piece metal
food cans during the manufacturing process. The objective is to understand how axial load resistance
relates to other factors in the process with the outcome that any changes made in the process will
still deliver cans with suitable axial load resistance. A predictive model on axial load resistance will
give enhanced capability to control axial load resistance, and will lead to less rejections and therefore
less waste. A predictive model on axial load resistance can also supply valuable information on the
possible viability for light weighting of material, which will have a decreased cost of raw material as
a result and therefore hold financial benefit for the manufacturer. Various data science and machine
learning principles were applied during the study related to data understanding, data assessing, data
preparation, data modelling and model assessing. The framework was successfully applied in the case
study, with the exception of the fifth step, deployment. The deployment phase will be dependent on
further improvement of the predictive model. Machine learning was successfully used in the case
study to develop a predictive model; the axial load resistance could be predicted within 2.3% of the
actual values. The best results were obtained from using feature selected data obtained from a random
forest feature selection algorithm that was modelled by using a gradient boost ensemble regression
model. Machine learning was successfully applied to a metal package manufacturing line to predict
quality characteristics of the final product and possibly bring about process improvement.
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OPSOMMING

As gevolg van die toenemende kompetisie in die verpakkings industrie is proses verbetering belangrik
om besighede ’n voorsprong oor hulle kompetisie te gee. Hierdie tesis is ’n studie van die gebruik
van masjienleer vir proses verbetering in metaal blik vervaardiging. ’n Vyf stap proses verbeterings
raamwerk wat gebaseer was op die Ses Sigma proses verbeterings metodologie an die CRISP-DM
data wetenskap raamwerk was ontwikkel. Die vyf stappe was; definieer, verstaan, modeleer, eval-
ueer, en ontplooi (DUMED, na aanleiding van die engelse akroniem). Die DUMED raamwerk was
gebruik vir ’n gevallestudie wat die aksiale ladings weerstand van 2-stuk metaal kos blikke voorspel
gedurende die vervaardigings proses. Verskeie data wetenskap en masjienleer beginsels was toegepas
gedurende die studie relevant tot die verstaan van die data, assessering van die data, voorbereiding van
die data, modelering van die data en die assessering van die data modelle. Die raamwerk was suk-
sesvol toegepas vir die gevallestudie, behalwe vir die vyfde stap, naamlik die ontplooing. Die ontploo-
ings fase sal afhanklik wees van verdere verbeteringe op die voorspellende data model. Masjienleer
was suksesvol gebruik in die gevallestudie om ’n voorspellende model te ontwikkel; die aksiale lad-
ings weerstand kon voorspel word tot binne 2.3% van die werklike waardes. Die beste resultaat was
verkry deur die ’gradient boost’ masjienleer algoritme toe te pas op ’random forest feature selected’
data. Masjienleer was suksesvol toegepas op ’n metaal verpakkings vervaardigings lyn om kwaliteits
eienskappe op die finale produk te voorspel en so moontlikke proses verbetering te bewerkstellig.
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CHAPTER 1

INTRODUCTION

This dissertation reports on the development of a framework for process improvement that incorpo-
rates data science principles in manufacturing of metal packaging.

1.1 BACKGROUND

According to the McKinsey Global Institute (Manyika et al. 2012) developing economies will drive
the demand for manufacturing globally in the near future. The report concludes that the use of an-
alytics and information, together with skilled employment and advancement in machinery will drive
growth in the manufacturing sector. Companies that recognize and act on these trends in manufactur-
ing can shape their competitive environment and thrive. The economic environment holds more risk
and uncertainty than before and for companies to succeed, foresight must be established by analytics
to give companies the confidence to act on new developments. Metal packaging manufacturing in-
dustries in a developing continent, such as Africa, will need to develop adequate analytic tools and
systems to increase their likelihood to succeed and stay ahead of the competition curve.

The packaging industry is a competitive industry. Metal packaging such as food cans, non-food
cans, aerosol cans and beverage cans are constantly evolving to be able to stand out against com-
petitor packaging. Manufacturers of metal packaging must continuously maintain a balance between
consumers’ needs and manufacturing costs while still ensuring that the metal packaging complies
with all specifications and standards.

According to Wuest, Irgens, and Thoben (2014) Big Data has a tremendous amount of potential for
manufacturing to predict the best outcome for the manufactured product. The traditional way of mod-
elling cause and effect in manufacturing had reached its limitations due to the multi-dimensionality
and complexity of production systems. Cluster analysis as well as supervised machine learning can be
used to cope with data with high dimensionality without unreasonable effort. Even in advanced manu-
facturing systems there are variations in the input materials, products as well as in process parameters.
When processes are inter-dependent (which is the case for most manufacturing operations), the varia-
tion in one sub-system can seem acceptable, but combined with other intertwined sub-systems in the
process the total variability can lead to products that are not of acceptable quality.

A framework, to systematically approach process improvements in metal packaging manufactur-
ing, can be employed when

• down gauging packaging materials. Down gauging is when a thinner metal plate is used to
manufacture the metal packaging.

• designing of new shapes or sizes of packaging.
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• developing new products for packaging in the packaging materials.

• using of new metal for manufacturing of the packaging metal.

• using new suppliers of packaging materials.

• improving quality on the process and the final product.

An approach to process improvement for the manufacturing of metal containers was introduced by
following a framework that was designed to guide and measure the process. Current processes in
Nampak Ltd. were used for a case study from a metal packaging manufacturer’s point of view. The
framework consisted of different steps that included steps used in the Six Sigma process improvement
methodologies as well as steps used in data science processes. The framework was described and
the probable outcomes were defined. The framework was applied to a case study to predict quality
characteristics of 2-piece metal food cans during the manufacturing process. The results obtained were
analyzed to determine the sustainability and viability of the changes. Nampak Ltd. would be able to
increase its competitive advantage in the metal can manufacturing industry by using predictions from
machine learning algorithms to reduce the wall thickness of 2-piece metal cans whilst still maintaining
the axial load resistance and panelling pressure resistance of the cans. Reducing the incoming tinplate
thickness, allows for reducing the mid-wall thickness of the cans which will reduce the manufacturing
cost of the cans and can ultimately lower prices for Nampak’s customers.

1.2 RESEARCH PROBLEM

The research problem statement is: How can data science, such as machine learning, be applied to
process improvement in the metal packaging manufacturing environment? Applying data science to
process improvement can assist Nampak to remain competitive through possible cost savings. Ma-
chine learning will be used as a data science tool since the availability of quality related data in man-
ufacturing has much potential to apply machine learning . Huge amounts of data or process variables
can make focused quality improvement difficult, but data-driven approaches such as ML can be used
to overcome some of the challenges manufacturing faces today (Wuest, Irgens, and Thoben (2014)).
Cost savings may be achieved by better process efficiencies, improved quality or by obtaining suitable
products from more cost effective raw materials. As part of the process to solve the research prob-
lem a framework for process improvement in metal container manufacturing will be developed. This
research approach will be to;

• look at a general overview of metal packaging.

• look at process improvement and frameworks as discussed in academic literature.

• elaborate on data science in manufacturing and describe the basic principles of how machine
learning can be used.
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• design a systematic framework that will be suitable to use for the research problem.

• conduct a case study in order to implement the framework at a real world metal packaging
manufacturer.

• use various tools to analyze and interpret results as well as to discuss the meaningfulness of the
outcomes.

1.3 RESEARCH OBJECTIVES

The objective of the study was to develop a framework for process improvement for manufacturing
of metal packaging, incorporating principles of data science. In order to develop and demonstrate the
utilization of the framework the following were proposed:

• A sufficient literature review to be conducted that relates to metal packaging manufacturing,
process improvement, framework development and machine learning.

• An appropriate framework to be designed to systematically analyze and solve solutions opti-
mally for different inputs with regards to process or packaging materials improvements.

• To identify and systematically test the critical variables, that form part of the process and/or
packaging materials.

• The use of data from a process metal packaging manufacturing process to build predictive mod-
els to predict quality characteristics of the metal packaging, such as axial load resistance of a
metal food can.

• The evaluation of the predictive capabilities of machine learning models for a process or on a
product of metal packaging manufacturing.

• The discussion of possible improvement and deployment strategies of the machine learning
models that were developed.

1.4 RATIONALE FOR RESEARCH

Nampak is Africa’s largest diversified packaging manufacturer, producing metal, paper and plastic
packaging. There are 18 Nampak sites in South Africa and Nampak has operations in 11 other Africa
countries. The R&D facility is based in Cape Town and provides innovative solutions and services to
the Nampak operations (Nampak 2021). Nampak has various projects running continuously, of differ-
ent scale and importance. Various of these projects will benefit from following a process improvement
framework.
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PackagingSA (2018) states that metal packaging constitutes 9.2% (R65 billion) of the South African
packaging market and is poised to grow . An advantage of metal packaging is the fact that it is in-
finitely recyclable. When steel or aluminium cans are recycled the aluminium or steel atoms reconsti-
tute into their original atomic arrangements, therefore completely renewing the material for use again.
South Africa currently has 73% recycling rates for metal packaging.

Process improvement has been studied and written about in academic submissions often and gen-
eral frameworks for their associated processes have been developed. There is a lack of academic
research on the development of a process improvement framework related to the metal packaging
manufacturing industry in South Africa. Developing a framework that focus on improvements in
metal packaging manufacturing will be beneficial for the specific case studies the research will be
focused on as well as for any future improvement projects in packaging manufacturing systems.

The specific contributions this study will have is to outline and demonstrate the use of a frame-
work that uses machine learning for process improvement on a 2-piece metal food can manufacturing
line. The use of machine learning on such a manufacturing line allows for an understanding of how
variables can influence the process and the end product. Traditionally, the technical knowledge and
experience of employees were used to design process and product improvement trials. A structured
framework that incorporates machine learning has the potential for the understanding of the process
at a more complex level as what the previous process improvement methods allowed for.

1.5 RESEARCH APPROACH

The research approach consisted of a comprehensive literature review that focused on variables that
can have an effect on the development of a framework for process improvement in metal container
manufacturing. The research also looked at the development of a framework to guide and measure
the process. The research methodology included the obtaining of samples. Samples were drawn from
different production runs.

During the research process a framework were designed that incorporated steps for process im-
provement, with the aid of machine learning, in packaging systems. In broader terms, the research
strategy included the following main steps;

• The formulation of research question and objective. To answer the research question the re-
search methodology as outlined in this section was followed.

• A literature study based on research of topics related to the research question included the
following topics;

– A review of metal packaging manufacturing.

– A review of process improvement methodologies.
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– A review of framework development with a specific focus on manufacturing.

– A review of machine learning.

• The design of a framework on process improvement that included data science principles and
which could be applied in metal packaging manufacturing.

• The implementation of the designed framework on process improvement in metal packaging
manufacturing by

– applying the framework on a real world case study.

– analysing and discussing the case studies in light of the applied framework.

• Conclude and recommend improvements and further research.

The proposed research strategy is shown in Figure 1.1.

Figure 1.1: Strategy of the research study

1.6 THESIS OUTLINE

The thesis is structured in the following way;
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• Chapter 1: Introduction - This chapter states the research question that aims to be answered.
Further, the objective of the study, the rationale behind the study, as well as the research ap-
proach and outline are given.

• Chapter 2: Literature Study - In this chapter metal packaging manufacturing is discussed by;

– Expanding on the uses of metal packaging.

– Discussing the metals used for metal packaging manufacturing.

– Describing the various manufacturing processes used in manufacturing of metal packag-
ing.

– A review of machine learning.

The second segment in Chapter 2 focus on process improvement in manufacturing. Process
improvement methodologies are discussed with much focus on the Six Sigma methodology for
process improvement. Some reasons for the failures of process improvement methodologies
are also expanded on. The third section in Chapter 2 relates to frameworks used in process
improvement. Firstly various frameworks for process improvement that have been developed
is discussed. Secondly, process improvement frameworks that use statistical and mathemati-
cal principles such as design of experiment and data science are described. Thirdly, the way
decisions are made on how and when the steps of some of these frameworks are followed are
investigated.

• Chapter 3: Machine Learning - In this chapter, the most widely used data science process im-
provement model; the CRISP-DM model is described. Further in this chapter machine learning
is defined and discussed and the use of machine learning in manufacturing is touched upon. The
rest of this chapter discusses the cleaning, exploration, understanding and preparation of data
for machine learning modelling, as well as on different machine learning regression algorithms.

• Chapter 4: Framework Design - In this chapter a framework that incorporated Six Sigma and
data science principles is designed. The main steps for this framework is outlined and explained.

• Chapter 5: Case Study - In this chapter a case study is described in detail that utilizes the
framework that was developed in the previous chapter. The case study focuses on the process
improvement in a 2-piece metal food can manufacturing line. The objective and rationale for
the case study is described. The process specific to the case study is described in detail. The
rest of the chapter focuses on the various steps related to the describing, understanding and
preparation of the data that was used for the case study. The chapter also discusses the various
regression algorithms that was used for the case study inclusive of linear, penalized, support
vector machine and ensemble regression models. Finally the results from all the different ma-
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chine learning methods are discussed and how the results could possibly be improved on is also
discussed. The possible ways of how to deploy the final steps in the framework, that do not
form part of the case study, is discussed.

• Chapter 6: Conclusion - In this chapter the final conclusions of the study is presented together
with the identification of possible future work.

1.7 SUMMARY

This chapter gave the background to the development of a framework for process improvement that
incorporated the use of data science for metal packaging manufacturing. The research problem was
presented as a research question. The objectives were listed to how the research problem could be
solved. The rationale of the research was given for the development and demonstration of a process
improvement framework and how it could be demonstrated in the proposed case study. The research
approach was given to how the stated objectives could be met. Finally the thesis outline was summa-
rized.

7

Stellenbosch University https://scholar.sun.ac.za



CHAPTER 2

LITERATURE STUDY

2.1 INTRODUCTION

Chapter 1 gives the research question that this thesis aims to answer. As part of the research approach
a literature study is conducted. The first chapter of the literature study focuses on the first part of
the research question and the second chapter of the literature study focuses on machine learning.
This chapter presents a general review on metal packaging manufacturing, followed by a review on
methodologies used in process improvement and framework development.

2.2 METAL PACKAGING MANUFACTURING

2.2.1 Introduction

According to the McKinsey Global Institute (Manyika et al. 2012) the worldwide value of consumer
packaging in 2010 was about $395 billion. 51% of this market was for food packaging and 18%
was for beverage packaging. The metal cans market was about $60 billion worldwide of which the
food metal can market contained 60% of this market and the beverage metal can market contained
40% of this market. By 2012 a total of 26 789 million food cans were manufactured and 92 239
million beverage cans were manufactured worldwide. In their 2019 report the Institute of Packaging
SA (Packaging SA 2019) reports that in 2011, 2.5 million tons of packaging was consumed in South
Africa. The turnover of the packaging and paper industries was more than R50 billion and it employed
90 000 people directly.

2.2.2 Use of packaging

Robertson (2013) lists the four main functions of packaging as containment, protection, convenience
and communication. Packaging must be designed to be physically strong enough against everyday
handling. It must be able to withstand damage due to environmental effects and micro and macro
organisms. It must also be designed in such a way that it interacts adequately with humans, taking
their capabilities and general regulations into account. Packaging allows people to easily consume
fresh and uncontaminated products. If it was not for packaging most of the foods we consume today
would not have been so easy to come by, since we would have been limited to locally grown and
reared food that we would have had to acquire almost daily (Packaging SA 2019).

About 70% of packaging is used as containers for food and beverages. Almost all packaging are
paper-, plastic-, metal- or glass-based. Metal packaging probably dates back to the time of Napoleon,
but only became mainstream during developments in heat sterilization of foods during canning opera-
tions. Aluminium cans were first introduced in the 1950’s and are mainly used for beverage cans and
to a lesser extent for aerosols (Emblem 2012).
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2.2.3 Metal used in packaging

Metal packaging are made of steel, tin (used in tinplate), chromium (used in electro-coated chrome
coated steel (ECCS)) and aluminium. Metals are advantageous to use for manufacturing of packaging
because

• of its strength, malleability and availability.

• of its low toxicity.

• of its superior barrier properties to gas, moisture and light.

• it can be easily coated and decorated.

• it can be manufactured on high speed lines. (Packaging SA 2019).

Tinplate is a low carbon, mild steel sheet with electroplated tin on both sides of the plate. A tin-iron
alloy forms between the iron and tin layers. On the two outside surfaces of the tin there are a thin
passivation film and oil film, see Figure 2.1.

Figure 2.1: Structure of Tinplate

Various criteria can be considered when choosing tinplate: Steel base chemistry, type of anneal-
ing, whether it is single or double reduced, thickness and dimensions, tin coating mass, temper and
hardness, surface finish, surface treatment and oiling (Marsal 1988).
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The steel base gives strength to the tinplate and can be either defined as L-type or MR-type steel.
MR-type steel base has fewer limits on metal elements and can be used with less corrosive products
(Marsal 1988). L-type steel is similar to MR-type steel, but has lower copper and phosphorous levels.
L-type steel base has a low content of metal elements and is preferred to be used with highly corro-
sive products. For fruit canning an L-type steel base will be used to make tinplate for cans because a
high internal corrosion resistance is required. When steel is needed to undergo severe drawing oper-
ations, D-type steel can be used. D-type steel has less carbon than the other types used for tinplate.
(Robertson 2013).

After the first few steps of the steelmaking process the result is typically a cold rolled sheet of
steel with a thickness of less than 0.2mm. Cold rolling is followed by the annealing process to relieve
the stresses that had built-up in the steel. Annealing typically takes place at temperatures of between
600◦C and 700◦C and can be a batch process or a continuous process. Continuous annealing gives
strong steel with a fine grain structure and batch annealing gives steel with a coarse grain structure
with excellent formability. After annealing, steel can be single reduced (SR) or double reduced (DR).
If steel is temper rolled after annealing, it underwent only one cold rolling step and therefore is known
as SR steel. If steel is cold rolled after annealing, it underwent two cold rolling steps and is therefore
known as DR steel. SR plate has better formability than DR plate, but DR plate is stronger and harder
than SR plate and can be used at comparatively thinner gauges (Robertson 2013).

The tin layer is the sacrificial anode in a tin-iron cell that forms when the tinplate comes in contact
with the product under de-aerated conditions. Tin thickness is therefore a determining factor for the
shelf-life of canned products. Tinplate can have a range of tin coating weights and can have identical
coating weights on both sides of the tinplate, known as E tinplate, or tinplate can have differential
coating weights on the two sides of the tinplate, known as D tinplate see Table 2.1 (Marsal 1988).

Table 2.1: Tin Coating Weights for Electrolytic Tinplate

Tinplate wt/wt on each face of tinplate
E1 2.8g.m−2/2.8g.m−2

E2 5.6g.m−2/5.6g.m−2

E3 8.4g.m−2/8.4g.m−2

E4 11.2g.m−2/11.2g.m−2

D2/1 5.6g.m−2/2.8g.m−2

D3/1 8.4g.m−2/2.8g.m−2

D4/1 11.2g.m−2/2.8g.m−2

D4/2 11.2g.m−2/5.6g.m−2

Aluminium is also used widely in packaging. Metal closures, foil packaging and beverage cans and
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ends are just a few common examples of aluminium packaging. According to a manufacturer of
aluminium; (Hulamin 2021), there are many characteristics of aluminium that makes it suitable for
the use of food packaging such as non-toxicity, no odour, stability in a wide range of temperatures and
good conductivity of heat. Aluminium, present in bauxite ore, is a very common element on earth.
Aluminium oxide is extracted from the ore before it is melted in a high energy consuming smelting
process. The melted aluminium is then filtered through ceramic filters before it is casted in ingots.
The surfaces of the ingots are scalped to present a smooth surface for the upcoming rolling steps.
Rolling takes place in two stages; firstly a hot rolled stage to intermediate thickness, and secondly a
cold rolling stage to a final hardness and thickness (Emblem 2012).

According to RecyclingInternational (N.D.) South Africa’s waste management industry was worth
2 billion rand in 2019. Steel packaging such as tinplate had a 72% recycling rate and aluminium
packaging had a 75% recycling rate in South Africa in 2019. Metal packaging has higher recycling
rates than any other form of packaging in South Africa. Metal cans are 100% recyclable and it can be
recycled infinitely.

2.2.4 Tinplate metal can manufacture process

Food cans are made of tinplate. Tinplate is either delivered in coils or in stacks of flat sheets. Can
bodies are made by slitting the tinplate in rectangular blanks. The blanks are bent into a cylindrical
shape with the help of a mandrel. A side seam is formed by electrical resistance welding, resulting in
a lap joint (Simal-Gándara 1999). A continuous copper wire electrode is used in welding to produce
a 0.4mm to 0.8mm overlap. A good weld will have the same tensile strength as the base plate. The
internal weld is enameled by a side-stripe to protect against interaction with the product. Final metal
forming of the can consists of flanging and beading. A three-piece can will consist of a cylindrical
tinplate body and two ends seamed on either side of the can’s open ends (Robertson 2013). Refer to
Figure 2.2 for an illustrated process flow for the manufacturing of 3-piece tinplate cans.

A two-piece can is a seamless drawn can body with an end seamed onto the can’s open end. Two-
piece tinplate cans can be drawn and wall-ironed (DWI) or drawn and re-drawn (DRD).Two-piece
DWI tinplate cans are formed by ironing in a press where the clearance between the tools is less than
the thickness of the metal being sent through them. In this process the wall of the metal is thinned
by up to 50%, generating a lot of new surface. In the case of tinplate, the surface of the tinplate is
severely disrupted as a result of this wall ironing and therefore a coating is needed to prevent metal
pick up (Simal-Gándara 1999). DWI cans start off as a flat disc which is formed into a cylindrical cup
by a punch drawing it through a die. The cylindrical cup is then passed successively through a series
of ironing dies causing the wall thickness to decrease and the body height to increase correspondingly.
Refer to Figure 2.3 for an illustrated process flow for the manufacturing of 2-piece tinplate cans.

Drawn and redrawn cans are cans that went through a multi stage drawing process. The DRD
stages are similar to the first step in the DWI can making process. DRD cans start off as a flat disc
which is formed into a cylindrical cup by a punch drawing it through a die.
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Figure 2.2: 3-piece food can manufacture process flow (Fellows, Axtell, et al. 1993)

Two-piece cans have better integrity since there is no side seam and only one double seam. The
single double seam is also better formed and controlled because of the absence of the side seam. There
are up to 35% savings in materials by using the DWI cans compared to three-piece cans. It can also
be aesthetically more pleasing when a can is printed, since no seam allows for all round decoration
(Robertson 2013).

The end of the formed cylinder is flanged to accept the end after filling (Simal-Gándara 1999).
Tinplate ends are stamped on presses to a specific design for optimum deformation behaviour. After
stamping the outside curl is formed and a sealing compound is applied in the seaming panel of the end.
The sealing compound is a synthetic or natural rubber dispersed in a solvent or water. The sealing
compound assists in the formation of a hermetic seal in the double seam of the can by providing a
gasket between the tinplate layers. Ends can be sanitary or easy open ends (Robertson 2013).
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Figure 2.3: 2-piece food can manufacture process flow (Page, Edwards, and May 2006)

2.3 PROCESS IMPROVEMENT

2.3.1 Introduction

The goal of process improvement is to minimize error and waste in your process and to maximize
productivity and efficiency. The three broad steps in process improvement methodology are

• to identify the problem,

• to apply methods to overcome the problem, and

• to analyze the outcome (White 2019).

According to Mauri, Garetti, and Gandelli (2010) process improvement can take the form of con-
tinuous improvement, or it can be the monitoring of performance parameters to detect the overall
equipment effectiveness (OEE). For a process improvement strategy to be successful you have to be
able to measure your performance and you have to be able to determine which factors in your process
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is critical.

2.3.2 Process improvement methodology

There are various process improvement methodologies. These methodologies normally consist of a
number of steps that form part of a general framework. Some of the better known process improve-
ment methodologies are described below;

• Six Sigma is used widely in business and manufacturing. It aims to measure and subsequently
eliminate inconsistencies and defects in a process. The generalized framework of Six Sigma
follows the DMAIC steps, which stands for define, measure, analyze, improve and control
(Shankar 2009).

• Lean manufacturing looks at value streams in a process and aim to identify which steps in a
process add value to the final product and which steps in a process does not add value to the
final product (Panizzolo et al. 2012).

• Lean Six Sigma, as the name suggests, is a hybrid or combined framework encompassing steps
of both the Six Sigma end Lean methodologies. The Lean Six Sigma methodology aims to
eliminate defects and waste from a process. According to Snee (2010b), Lean Six Sigma is
used for the initial process improvement steps and also to guide the continuous improvement
(CI) process.

• Total Quality Management (TQM) holds forth that the principles of quality are entrenched and
applied at every level and in every department of an organization (Hackman and Wageman
1995). This methodology follows a systematic approach to achieve goals. The goals are de-
termined by customers’ needs. The TQM methodology continually looks for ways to be more
effective and competitive and aim that everyone in an organization knows what these goals are
and how to work towards achieving them. TQM follows the PDCA (Plan, Do, Check, Act)
framework (Isniah, Purba, Debora, et al. 2020).

• Just-in-time works on the premise that a manufacturing concern should only produce what is
needed and decrease the stock inventory. According to Cheng and Podolsky (1996), the JIT
philosophy is to have only what is needed, in the quantity that it is needed in, exactly when it is
needed.

• Theory of Constraints (TOC) is a methodology that aims to identify the biggest constraint on a
system, and then to systematically decrease the effect of this constraint until it does not nega-
tively affect the outcome anymore. According to Gupta and Boyd (2008) TOC looks at a system,
not as individual sub-sections, but as a chain of interlinked and interdependent sections.
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2.3.3 Lean six sigma

Many of the process improvement frameworks can be incorporated into the Six Sigma fold, except
maybe for the Lean manufacturing philosophy. The combined Lean Six Sigma approach is a process
improvement philosophy that covers a wide range of methodologies and tools. The approach and
specific tools that could be used by different manufacturing processes can be different depending on
various factors.

According to Mileham (2007), Six Sigma has defect rate as its focus, whereas Lean has process
quality as its focus. Both these approaches are valid since a decrease in the number of defects of a
process will lead to a better quality process. Most of the problems that are related to the product or
the process can be traced back to one or more of four things;

• Design

• Process

• Materials

• Operations

To solve problems related to these four points in a manufacturing company there should be adequate
support, resources and capabilities.

The DMAIC framework used in Lean six Sigma is a general framework. With each step of this
framework there are numerous approaches and tools that can be used. Not every tool or approach
will necessarily be useful for every improvement project. The steps in the DMAIC framework will be
discussed broadly in the next few paragraphs.

2.3.3.1 Define

The define step can focuses on

• the problem that needs to be fixed.

• the process that needs to be improved.

• the product that needs to be developed.

• the raw materials that is the most suitable.

• the operation that is the most suitable.
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Process improvement projects, that can show some form of direct or indirect financial benefit as
driving force behind them, are normally prime candidates to get off the ground in manufacturing
environments. Some of the areas where a process improvement project can be initiated, are where
(Mileham 2007)

• the defect rates are high.

• the rework rates are high.

• the labour costs are excessive.

• the time constraints are too many.

• the inventories are too high.

• the down times are too high.

• the audit results point to deficiencies or shortcomings.

Various tools can be used in the define stage of the Lean Six Sigma process improvement, a few
examples are listed below;

• Affinity diagrams is a form of brainstorming where related ideas are grouped together. Affinity
diagrams help to organize large groups of data from surveys or brainstorming sessions into
managable pockets in order to find trends (Plain 2007).

• Failure Mode, Effects and Criticality Analysis (FMECA) looks at what the causes of failures
are, the impact these failures have on the process or the business, and the possible causes of
these failures. Borgovini, Pemberton, and Rossi (1993) describes FMECA as a technique which
tries to identify potential failure modes within a process. The effect of such a failure is then
rated based on the effect it potentially can have on the process and the safety of the personnel
involved.

• Process flow charts are visual representations of the sequential steps and decision points in
a process. The basic general system schematic that is used in modelling of a manufacturing
process is given by Cameron and Hangos (2001). The model of the process illustrates the
processes in a system. The model can represent a single step or unit in a process, or a section
in the process or the whole process, see Figure 2.4.
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Figure 2.4: General system schematic (Cameron and Hangos 2001)

• Supplier, Inputs, Processes, Outputs and Customer (SIPOC) frameworks are business process
maps that identify all the relevant elements of a process improvement project. SIPOC states that
any organization is constructed of the 5 elements as captured in the acronym. These 5 depart-
ments are all interrelated, and by analyzing each section the whole system can be understood
(Cao et al. 2015).

• Project charters are overall plans for the process improvement projects, they stipulate time lines
and responsibilities. According to Gijo and Scaria (2014) the project charter shows the owner-
ship and responsibilities of all the stakeholders in the project. The project charter helps everyone
involved to understand the process to follow and their necessary involvement.

2.3.3.2 Measure

Keller (2011) states that the objective of the measuring stage of Six Sigma is to measure all the
relevant facets of the current process. Measuring should assist to understand the process at a detailed
level. In the define stage, a high-level process map is compiled, whereas in the measure stage a much
more detailed process map is drawn of the section on which the improvement effort is concentrated.
Compiling this detailed process map needs the input of various process personnel that might have
good process knowledge and will be able to add valuable insight into the process.

The measurement stage should also define the metrics of the system to be able to do estimations of
the process. To be able to have access to data to measure the metrics of a process, there need to be a
reliable and accurate measuring system in place. Typical examples of metrics are

• those that are critical-to-quality (CTQ) such as

– throughput yield,

– specifications, and
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– process standard deviation.

• those that are critical-to-cost (CTC) related to costs or return on investment (ROI) such as

– rework figures,

– scrap figures,

– stockpiling figures,

– approval times, and

– lost orders.

• those that are critical-to-schedule (CTS) such as

– cycle times,

– processing times,

– delivery times,

– queue times, and

– downtime.

During the measurement stage, baseline estimations of the process are done to use as a starting point
of the project. It is necessary to estimate a baseline of the responses you want to improve on, in a
process. Normal curves are used to show when data points are outliers. Statistical process control
(SPC) charts can be used to measure the metrics in a system. SPC data should not be used as a
proposal to do a process improvement project when the SPC data indicates a special cause for data
being out of control. The special cause can be identified and acted upon rather. When a process is in
control according to SPC then the process capability index can be used as a metric, when a process is
out of control according to SPC, or there is no SPC data available, a process performance index can
be used as a metric.

During the measurement stage it is also important to analyze the measurement system to be able to
quantify errors associated with measurement itself. The measurement systems need to be measured
for accuracy and linearity. Check the repeatability of the measuring system by comparing multiple
measurements of the same sample unit. Check the reproducibility by comparing the measurements of
the same sample unit by different personnel.

Various tools can be used in the measure stage of Lean Six Sigma process improvement, a few
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examples are;

• Process maps which are flow diagrams that graphically show a process with all the inputs,
outputs and actions as described in Section 2.3.3.1.

• SPC is a form of quality control that uses statistical methods to monitor a process, and to
employ the analysis to keep the process in control. SPC measures quality in order to be able
to control the quality and ultimately improve on the business success of the manufacturing
industry (Oakland 2007).

• Visualization can be achieved by graphs and plots such as histograms, box plots, dot plots,
Pareto charts, running charts and pie charts to illustrate some aspects related to the data of a
process. Data visualization is the representing of data in a graphical form, that aids in gaining
information from the data and understanding the structure of the data (Chen, Härdle, and Unwin
2007)

• Statistics such as median values, mean values, standard deviations, process capability index,
process performance index, goodness of fit and confidence intervals are all simple techniques
that can be employed to measure a process.

• Repeatability and reproducibility (R&R) studies are techniques that estimates the repeatability
and the reproducibility of measurement systems in a process. Repeatability measurements is the
analyzing of the variability in measurements of gauges, and reproducibility is the analyzing of
the variability in measurements of the operators. R&R studies is important because the ultimate
goal for process control is to minimize the variation in a process (Durivage 2015).

2.3.3.3 Analyse

According to Shaffie and Shahbazi (2012) the analyse phase for process improvement only starts once
the process has been mapped, all necessary data has been collected and presented and the project has
been approved by the relevant stakeholders.

Pyzdek and Keller (2018) list a few objectives of the analyze phase in Lean Six Sigma;

• Identify ways in a process to eliminate the gap between the wanted performance versus the
current performance.

• Determine the source of variation that contribute to this difference in performance of the pro-
cess.

• Determine the drivers that significantly influence the process and those requirements that are
CTQ, CTC and CTS.
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• Benchmarking.

Various tools can be used in the analyse stage of Lean Six Sigma process improvement, a few exam-
ples are listed below;

• Brainstorming is a method used in a group setting to generate ideas, increase efficiency or find
solutions (Wilson 2013). Brainstorming is a non-mathematical tool and can be used in various
ways to analyze outcomes. Examples of different ways in which brainstorming can be applied
are 5-why’s, fishbone and cause and effect analysis.

• Value stream analysis is a tool that comes from the Lean methodology where a process is an-
alyzed to determine which steps in a process add value to the process and which steps do not
add value to the process. According to Parab and Shirodkar (2019) value stream analysis is an
important tool to use when the aim is to decrease lead times or decrease work in progress in a
process.

• Design of experiment (DoE) is used when simple comparative analysis between two factors is
limited since many factors impact a process. A fundamental approach of utilization of DoE
in process improvement in manufacturing systems can consists of three phases (Montgomery
1999).

– Characterization is the process to discover the specific process variables that are respon-
sible for the variability in the system’s output responses. This is a classical approach also
known as the Fischer approach. Full factorial and fractional factorial designs are used in
characterizing systems. A full factorial DoE is best when you want to test the main effects
and interactions between 2 to 4 factors. Normally this approach will be used when there
are enough time and resources. Screening experiments are used to determine important
factors. A fractional factorial design is best for screening of critical factors, when there
are more than 6 factors. This will normally be used when there are unknown factors and
you want to identify the effect of the most important factors.

– Control is the process to obtain a consistent performance from the system. This phase uses
orthogonal arrays and is known as the Taguchi method.

– Optimization is the process of manipulating process variables to levels that will result in
the best obtainable set of operating conditions for the system. Response surface method-
ology (RSM) is a useful method to model and optimize a system. RSM is used when you
want to optimize 2 to 4 critical factors which have defined ranges.

• Data Science has various methods and principles that can be applied during the analyse phase
of a continuous PI project. Buer, Fragapane, and Strandhagen (2018) proposes a framework
for process improvement by data driven methodology. The 5 broad steps in the framework are
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collecting, sharing, analysis, optimization and feedback.

2.3.3.4 Improve

According to Shaffie and Shahbazi (2012), at the start of the improvement phase there should be
a clear list of process steps that need to be improved. In the improve phase the focus can be on
improving the flow and efficiency of the process or to statistically improve measurable responses in
your process that were analyzed in the previous step. Pyzdek and Keller (2018) says that the primary
objective of the improve phase is to implement the new system. Typical broad steps can be to

• choose the process improvement strategy,

• optimize and define the improved process settings, and

• analyze the effect of the process changes to control and possibly make further improvements.

Various tools can be used in the improve stage of Lean Six Sigma process improvement, a few exam-
ples are:

• Tools that identify and eliminate unnecessary steps such as

– 5S (sort, set in order, shine, standardize, sustain) to prevent excessive movement of mate-
rials and people,

– TOC to identify and eliminate bottlenecks,

– standardization to eliminate process errors,

– pull systems which eliminate excess inventory and,

– queuing theory to smooth out the processing systems and flow.

• Adams et al. (1999) describes how simulation can be used as a tool throughout a continuous
improvement process. A way that simulation can be used when there is a detailed model of a
system, is to simulate changes to this model and track how these changes may affect the model’s
outcomes.

• Tools used for risk analysis such as Fault-tree analysis (FTA) and FMECA. Risk analysis has
three main steps according to Aven (2015) which are planning, assessment and treatment.
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2.3.3.5 Control

According to Shaffie and Shahbazi (2012), in the control phase the emphasis is to ensure that the
objective has been achieved after the improvement phase and that there are measures in place to
sustain the positive change. Buy-in from all involved is critical to ensure that the improvements will
stay in place in future operations. Pyzdek and Keller (2018) states that the main objectives of the
control stage is to statistically validate that the improvement phase has reached the objective. Once
verification has been performed, a control plan needs to be formalized and documented to sustain the
positive changes of the improvement phase.

Various tools can be used in the control stage of Lean Six Sigma process improvement, a few
examples are;

• Validation by monitoring the SPC data, monitoring the CTQ factors and running pilot operations
with the new process to ensure everything works as predicted.

• Business process control planning is to change anything that needs to be changed on documents
and procedures due to the outcomes of the PI. The relevant team members need to ensure
necessary changes in

– policies,

– standards,

– procedures,

– audits,

– price modules,

– change engineering,

– production planning,

– manpower needs,

– training needs, and

– information systems.

• Control charts to monitor the process gains to ensure that these gains are maintained.
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2.3.4 Main reasons why process improvement projects fail

According to McLean, Antony, and Dahlgaard (2017) most of Lean Six Sigma continuous improve-
ments projects fail to effect the change envisioned in manufacturing. Failures have been identified to
fall under 8 central themes:

• Motives and expectations – The motive should be to address a need in the company, and not to
do something that is done by other companies. Expectations can be damped by negativity or
people that form part of the process that do not understand everything.

• Organizational culture and environment – Sometimes the existing culture in a company is resis-
tant to change. Sometimes the lack of budget, support and weak systems can hamper successful
change implementations.

• Management and leadership – You need capable people to run with the changes, but at the same
time everything cannot solely depend only on one person.

• Implementation approach – This is the main reason for improvement projects not to be success-
ful. Sometimes the projects are just ceremonial or partial. Sometimes a quick fix is looked for
and not a systematic long-term improvement. The road-maps in organizations are either not
sufficient or not followed properly. The improvement strategy should be standard across the
organization and not controlled by a single person or a small group.

• Training - Can be inadequate or not capable of delivering the necessary skills. Training should
not be too generic with no practicality to it. Training should go hand-in-hand with actual
changes that will occur in the process improvement approach.

• Project management – Projects can fail if it does not focus on where the organization can benefit
most. People can fail if the scope is too large, if the wrong people are involved, if there are time
constraints or if there is not enough commitment. Projects can fail if the team fail to analyze
the interaction between processes, or if the data used in the project is not good enough.

• Employee involvement levels – It is difficult to implement comprehensive changes in large
organizations because of the resistance to change.

• Feedback and results – There should be mechanisms in place to review the process improvement
initiatives. Sometimes failures are not reported at all or data are skewed to make results seam
more favourable. Implementations of process improvement findings sometimes do not bring
immediate financial benefit but sometimes first need capital input before reaping returns later
over time.

Companies implement Lean Six Sigma to improve facets of their processes that relates to efficiency,
quality and costs. If the strategy or framework that was used is poor or was not implemented properly
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there is a good likelihood that the company will not truly benefit from Lean Six Sigma (Albliwi et al.
2014). Albliwi et al. (2014) lists 34 factors that were identified from literature as failures in the Lean
Six Sigma approach. The top factors identified were;

• Lack of top management commitment and involvement

• Lack of training

• Selecting improper projects

• Lack of financial and human resources

• Resistance within the company as a result of the existing culture

• Poor communication

Albliwi et al. (2014) further dissects failures specific to the manufacturing sector, where there were
found to be certain factors that were more prevalent that could cause failures.

• Poor data or unavailability of data causes difficulty in analysis.

• The improvement projects are not always aligned with a company strategy or sometimes even
the strategies were improper e.g. when a company built their strategy on another similar com-
pany’s strategy there are increased risk of failures.

• There is a lack of understanding from management of how to implement process improvement
projects and the various tools and techniques that can be used in Lean Six Sigma. There is also
a lack of understanding of how to start a project, what steps to follow and how to implement
findings of such a process improvement project using Lean Six Sigma.

2.4 FRAMEWORKS FOR PROCESS IMPROVEMENT

2.4.1 Frameworks for process improvement in research

Aqlan and Al-Fandi (2018) states that process improvement in many fields are successfully imple-
mented by Six Sigma and Lean principles. Lean philosophy is centered on the minimizing of any
waste. Tools used in Lean manufacturing can be Kanban, just-in-time (JIT), standard work and 5S.
Standard work is defined as the performing of a process that will deliver the safest, best quality and
most efficient result. Six Sigma aims to identify the cause of defects and then to eliminate the defects
by the DMAIC process. A disadvantage of Lean is that the methodology does not consider advanced
statistical tools required to achieve process capabilities. A disadvantage of Six Sigma is that the
methodology does not assist in helping to improve the process flow.
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J. Singh, H. Singh, and Pandher (2017) use the DMAIC steps of Six Sigma as the 5 steps of a
framework to improve the process of a manufacturing business by decreasing their defect rates. They
describe the framework with a case study.

• In the define phase it is determined where the problems are and which problems are the most
important to solve. In the case study J. Singh, H. Singh, and Pandher (2017) describe, the total
production figures of the various products have been gathered for a specific time period as well
the rejection rate.

• In the measure phase it is determined how the process is measured and how it is performing. In
the case study the product, with the highest defect rate has been selected and the prevalence of
specific defects was calculated.

• In the analyze phase the most common cause of failure are determined. In the case study the
causes of the defects were discussed in brainstorming sessions with root cause analysis.

• In the improve phase it is determined how to remove the cause of defects from the process. In
the case study the findings from brainstorming have been implemented.

• In the control phase it is determined how to maintain the improvements in the process. In the
case study the improvements in the process is validated by measuring defect rate and comparing
the before and after values.

J. Singh, H. Singh, and Pandher (2017) illustrate how the steps of Six Sigma can be easily imple-
mented to solve simplistic problems in manufacturing. The case study discussed in J. Singh, H.
Singh, and Pandher (2017) only looks at three products over a five week period and determine the
product with the highest number of defects, and then rate the defects also from most to least preva-
lent. Root cause analysis is done and the findings from it are implemented. The implemented actions
have shown some improvements in the follow-up data analysis.

Snee (2010a) highlights some critical considerations when monitoring process performance. Man-
ufacturing processes that are capable and stable over time are processes that will consistently produce
material that are within specifications. To be in control, a system must produce products that vary
within the process control limits, where the mean and 3 times the standard deviation are the variance
measured against. A capable process is a process where the the process variance falls within the spec-
ifications. Process stability and capability should be tested for each batch, but they also cover longer
periods such as monthly or yearly. The difference between control limits and specification limits is
that control limits are determined by the process while the specification limits are determined by the
product. Steps to follow to monitor process performance and product quality are:

• data is collected from the process,
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• data is analyzed,

• from the analysis, process adjustments are made when process goes out of target,

• records are kept of causes for the process to go off-target, and

• process improvements are completed.

Tools used to assess the data are;

• Control chart analysis – since a stable process will only vary between set limits, any special
cause variation is caused by something that is out of the ordinary. Such a special cause should
be investigated and rectified.

• Process capability analysis.

• Do variance analysis by doing Analysis of variance (ANOVA).

The majority of the steps Snee (2010a) suggest for monitoring process improvement describes the
analyze phase of Lean Six Sigma. Once data is collected from the process (the measure phase of Lean
Six Sigma), the next three steps concentrate on the analysis of the data. Step 5 is a very broad step
which suggests that analyzed data must then be used as basis to complete process improvement.

Mauri, Garetti, and Gandelli (2010) write that process improvement can take the form of contin-
uous improvement or it can be the monitoring of performance parameters to detect the OEE. Mauri,
Garetti, and Gandelli (2010) create a generic structure to assess and improve a production system in
which a special parameter called the operating system effectiveness (OSE) is introduced. The process
improvement methodology consists mainly of three phases that encompass 13 steps. The three phases
are:

• Phase 1 - Measuring the current level of performance

• Phase 2 - Use failure mode, effects and criticality analysis (FMECA) to identify what causes
inefficiency

• Phase 3 - Decide which tools to use to remove the causes of inefficiency

The steps Mauri, Garetti, and Gandelli (2010) used in the framework for process improvement are
summarized in Figure 2.5.
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Figure 2.5: Method for process improvement in manufacturing systems (Mauri, Garetti, and Gandelli
2010)

Mauri, Garetti, and Gandelli (2010)’s approach to process improvement is to measure process effi-
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ciency in terms of time studies for each subsystem in the overall process. The problematic subsystems
are identified using FMECA and remedied by using various tools. This method can be effective to
identify where the inefficiencies and ineffectiveness are in a process, but will not be able to identify
specific factors and different factor interactions influence on a process. The method uses tools to im-
prove subsystems that are reliant on procedural and management changes such as Lean, Six Sigma,
policy reviews, standard operating procedures, time-based activities and plant layouts.

According to Prashar (2016) DoE is a powerful statistical tool to investigate hidden causes for
variation in complex industrial systems. Traditional DoE methods are full factorial and fractional
factorial designs. DoE has a lot of potential for continuous process improvement but it lacks an im-
plementation framework that stems from specific requirements. This is where Six Sigma’s DMAIC
is effective. Taguchi introduced the orthogonal arrays (OA), linear graphs and signals to noise (N/S)
ratio to reduce variation in the process. The disadvantages of the Taguchi method are that it is focused
on optimal process settings but does not scan for critical to quality characteristics. The Shainin system
(SS) was developed by Shainin to use observational investigations before experimentation. This ap-
proach relies heavily on engineering judgement. Industry is adopting a number of hybrid approaches
to process improvements to overcome inherent weaknesses in processes; Prashar (2016) developed
an integrated framework for process improvement using Taguchi methods, Shainin System and Six
Sigma, see Figure 2.6.

Prashar (2016) shows how the effectiveness of the Six Sigma process improvement can be im-
proved by adding aspects of other process improvement tools into a hybrid framework. Prashar also
shows the effectiveness of using statistical methods used in OA and DoE in process improvement.
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Figure 2.6: Six Sigma / DoE hybrid framework (Prashar 2016)

2.4.2 DoE used in process improvement frameworks

According to Tanco et al. (2007) DoE forms an integral part of the Six Sigma philosophy. Six Sigma
uses the DMAIC methodology and experiments will fall under the analysis and improve phases. There
are three types of experiments; best guess, one factor at a time (OFAT) and DoE. DoE is the best way
to conduct experimentation where there are multiple variables present. The most companies and
engineers followed the OFAT approach for experimentation. There is a need for a methodology for
companies to use statistical methods to carry out their experiments. DoE has the following advantages
over OFAT:

• It requires fewer resources (experiments, time, material, etc.) for the amount of information
obtained.

• The estimates of the effect of each factor (variable) on the response are more precise.
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• The interactions between factors can be estimated systematically (Interactions are not estimable
with OFAT).

• There is experimental information in a larger region of the factor space.

Research done in the UK has shown a gap in knowledge required for applying DoE to solve quality
problems (Antony 2001). Reasons for this are:

• A lack of understanding of how to use DoE to solve product and process problems.

• Firefighting, caused by reactive and not proactive process improvement.

• Lack of skills.

• Lack of communication between different departments and different people in the organization.

• Commercial software is not very user friendly to apply DoE.

• A lot of academic literature is all about the statistics and the mathematics and not really about
practical use of DoE in manufacturing.

DoE is used for (Al-Ghamdi 2011):

• Screening experiments - To identify the most influential control factors. This approach will be
used when there are many factors and the effect of them on the process is not understood well.

• Characterizing - To identify how the important controllable factors should be adjusted to get
desirable responses.

• Optimizing - To determine the best set of operating conditions by manipulating the most influ-
ential process parameters.

• Dealing with the complexity of interactions in a process - Complexity arises from interconnec-
tion in processes and variations in processes. Yi = f(X1, X2 · · ·Xn)+e, where Y is a response
that is a function of various factors Xi, and e are the noise factors.

• Dealing with variances in a process - Variances are everywhere even though most people would
not recognize them or at least understand the impact variance has on a process. DoE recognizes
the influential X’s to minimize the variance of Y .

• Modelling – DoE can be conducted on an actual process or on a model of the process.

• Improving the process of formal decision making – DoE can be used to formulate alternative
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courses of action. DoE can be effectively used in any process where there is some form of
repetitive process, which is the case for manufacturing.

Antony (2001) describes a case study that looks at short life of core tubes when subjected to hydraulic
fatigue testing. The following main steps were followed in the process improvement framework using
the DoE methodology.

• Step 1 – Identify the problem.

• Step 2 – Identify the control factors that affect the outcome and variability of the response by
using brainstorming and cause and effect analysis.

• Step 3 – Determine the optimal levels the factors should be set at to maximize the desired
response.

• Step 4 – Identify the potential interactions among the factors by using process data and engi-
neering knowledge.

• Step 5 - Choose the experimental design – design an experimental layout which shows all the
possible combinations of control factors at their respective levels.

• Step 6 - Run the experiments, but be sure to randomize the runs and to replicate the runs if
possible.

• Step 7 - Analyze the experiment data.

– Compute the main effects, compute the interaction effects and identify the significant fac-
tors. Do graphical analysis by doing half normal probability plots.

– Analyze which factor or interaction effects have variability by calculating the standard
deviation as well as the log of the standard deviation for normal distribution.

– Determine which of the factor effects and interaction effects have a significant impact on
the response by doing ANOVA.

• Step 8 - Select the optimal control factor settings – combine maximum response and minimum
variability to obtain the best settings for your best response outcome.

• Step 9 - Illustrate the cost reduction process capability where possible.

A further example of where DoE is used for process improvement is described by Teng et al. (2019).
Teng et al. (2019) uses DoE in the framework but also uses principal component analysis (PCA) to
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reduce the number of variables in the data (see Figure 2.7). PCA reduces the magnitude of your data,
but still retain as much as possible of the information.

Figure 2.7: Overall process methodology for PCA-aided statistical process optimization (Teng et al.
2019)

According to Bera and Mukherjee (2018) a common problem generally encountered during man-
ufacturing process improvements is to simultaneously optimize different responses in order to de-
termine the best process operating conditions. The simultaneous optimization of multiple quality
characteristics is generally referred to as a multiple response optimization (MRO). MRO helps to de-
termine the input settings so that responses are close to their targets with minimum variances. There
are two approaches to MRO:

• A response surface framework that consists of sequential steps of response surface methodol-
ogy (RSM), problem formulation and optimization. According to Bezerra et al. (2008) RSM
consists of a group of mathematical and statistical techniques used in relation to data used to
develop empirical models during experimental design. The objective of RSM is to model ex-
perimental conditions until an optimal condition can be simulated.

• Data mining approaches to determines optimum input-variable conditions for an MRO such as;

– The ‘patient rule induction method’ which is a black-box-type approach that can handle
high dimensionality and is less sensitive to outliers.

– An adaptive neuro-fuzzy inference system that has a developed approach that captures
nonlinear relationships between factors and response variables.

The main objective of RSM is to optimize the response surface developed by the controllable input
variables. In a response surface framework, the flowchart relationship between response variables and
input variables is developed using models (see Figure 2.8).
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Figure 2.8: A response surface-based solution framework for MRO problems in manufacturing (Bera
and Mukherjee 2018)

Bera and Mukherjee (2018) also uses DoE for process improvement but add RSM as part of the
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improvement and control phase of process improvement. The response surface model establishes
the functional relationship between controllable inputs and response variables. To establish such a
relationship an empirical data driven model is needed. In many manufacturing facilities the input
variable or response variations are assumed and in many cases the assumptions are unrealistic and
therefore the need for data driven mathematical mapping of these relationships are needed.

2.4.3 Data science used in process improvement frameworks

Zwetsloot et al. (2018) states that lean six sigma projects are data driven in most stages of the DMAIC
framework. In the last decade, in manufacturing, there are more process metrics available due to many
technological developments which also lead to the availability of much larger datasets. Statistical
methods such as t-tests and linear regression become less effective if you have larger data sets, there-
fore data science techniques become more effective to process data. Cross industry standard process
for data mining (CRISP-DM) is one of the most used data science frameworks.

Figure 2.9: CRISP-DM phases and their relations for a data science project (Zwetsloot et al. 2018)

According to (Zwetsloot et al. 2018), the two differences between the traditional DMAIC method-
ology and a framework which incorporates data science are:

• Data science knowledge or expertise will be needed for projects that incorporate data science.

• The DMAIC is a sequential process and not iterative as which is the case with data science
techniques.

Zwelsloot developed a framework that allows the DMAIC and CRISP-DM to run parallel to each
other (see Figure 2.10).

34

Stellenbosch University https://scholar.sun.ac.za



Figure 2.10: Integration of CRISP-DM in the DMAIC roadmap (Zwetsloot et al. 2018)

Khanbabaei et al. (2018) states that large organizations have many different processes which are
typically poorly documented and the relationship between these processes are poorly specified. Khan-
babaei et al. (2018) developed a framework with the aim to create a process ontology using process
flows and data mining to categorize concepts of the organization and show relationships between
them. Data mining techniques are used to extract, evaluate and classify patterns in the processes
and to identify relationships between these processes. The findings from data mining are then used
to improve processes by using the process improvement framework and the tools associated with it.
Data mining is employed to select large amounts of data and find patterns in the data that are useful
for the organization. There are various data mining techniques of which clustering and decision trees
are examples. Figure 2.11 shows the proposed integrated framework for data mining and process
improvement using process ontology as the basis.
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Figure 2.11: Integrated framework of data mining and process improvement based on organizational
ontology (Khanbabaei et al. 2018)

From the previous sections it was shown that there are various frameworks developed or hybridized
from the Lean Six Sigma methodology of DMAIC for process improvement. It is also clear from
literature review that Lean Six Sigma does not always have the desired and sustained effects targeted
for process improvement. To be successful in process improvement strategies, an organization needs
to have, amongst other factors, the correct approach to reach the process improvement objective.

2.4.4 Decision routes for different process improvement strategies

Aqlan and Al-Fandi (2018) developed a new mechanism of how to prioritize improvement projects
and identify the proper problem-solving tools. The framework could be applied over different appli-
cations. The framework consists of three phases:

• Phase 1 - Prioritizing workplace area (Figure 2.12)
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Figure 2.12: Prioritizing of workplace areas (Aqlan and Al-Fandi 2018)

In phase 1 of this approach the objective for improvement is defined. Relevant data is gathered
from applicable resources. The data is analyzed to determine the areas in the process that need
to be prioritized for improvement. The findings are verified and reported to the decision makers
to decide whether to go ahead with the process improvement methodology.

• Phase 2 - Selection of problem solving methodology (see Figure 2.13). In phase 1 the problem
area was identified. To identify the specific problem associated with the identified area, various
process improvement methodologies can be followed. The team needs to decide which route to
follow by brainstorming and root cause analysis.

• Phase 3 - Project selection - The process improvement project which is feasible or most valuable
or most important is chosen. The maximum total organizational benefit, the minimum difficulty
of implementing the selected project, budget constraints, time constraints and various other
constraints are calculated and used to choose the process improvement project.
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Figure 2.13: : Selection of problem solving methodologies (Aqlan and Al-Fandi 2018)

Aqlan and Al-Fandi (2018) elaborate on the first steps of process improvement methodology; defining
the problem areas and initial measuring of process data to aid in decision making. Analysis associated
with the framework is to assists in prioritizing and selecting a project for process improvement and
is not associated with experimental or improvement data. Defining the objective and understanding
clearly what needs to be achieved can lead you into choosing the correct approach for improvement
of a process. Where no data and statistics are used in the process the solutions tend to be structural
changes or cultural changes. Where data and statistics are needed for process improvement, Lean Six
Sigma approaches are generally employed.

Once a decision has been made regarding the main methodology to use for problem solving, there
may be more decision pathways within the chosen methodology. If Lean Six Sigma has been cho-
sen because process data analysis is essential to improve the process, it is important to choose an
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appropriate design for data measurement and analysis.

Engineers use statistics on a regular basis, and therefore they have to be able to apply it properly.
DoE is an efficient method of experimentation to solve quality problems in key processes. In DoE
you have to purposefully change certain input factors in a process to understand the changes in the
outputs. DoE is part of Six Sigma but generally it has not been applied in a practical way in industry
(Tanco et al. 2007).

According to Al-Ghamdi (2011) the type of DoE being employed depends on:

• Number of factors in your process that are being measured. A single factor design is one factor
at two or more levels and is for comparative purposes. A factorial design is when two or more
factors are varied simultaneously at two or more levels.

• Execution restrictions that might be necessary throughout your process are;

– Randomizing is applied when there are unknown and uncontrolled noise factors.

– Analysis of co-variance is applied when there are known and uncontrollable noise factors.

– Blocking is applied when there are known and controllable noise factors.

• Factor levels can be fixed or random. Fixed levels are when specific levels of each factor are
tested. Random levels are when the whole range between a factor’s possible levels is of some
interest.

• The objective of DoE can be to screen for the factors that have the most influence on the process,
or to characterize how factors or interaction of factors affects the efficiency of the process, or to
optimize the setting of factors to obtain the best response.

• The approach pioneer determines the design methodology that will be followed:

– Fisher is a classical design used to study average response and its variation around its
target along with the cause of the variation.

– Taguchi studies the variation around the average response as well as the individual re-
sponse around their average.

– Shainin’s main objective is to identify the most influential parameters on a process perfor-
mance.

Figure 2.14 describes the classification of DoE types.
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Figure 2.14: : Classification of DoE types (Al-Ghamdi 2011)

Zwetsloot et al. (2018) designed a matrix that assists in choosing the correct route to follow de-
pending on the data volumes and complexity contained in the process or project. Data science forms
part of the analysis approach when high volumes and high complexities of data are relevant to process
improvement (Figure 2.15).

Figure 2.15: : Decision matrix to choose the appropriate process improvement strategy to use (Zwet-
sloot et al. 2018)
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2.5 CONCLUSION

In Chapter 2 the relevant literature related to framework development for process improvement in a
metal packaging manufacturing process is reviewed.

In the first part of this chapter literature surrounding metal packaging manufacture is reviewed. The
importance and uses of the packaging industry is described. The manufacturing processes related to
the two metals generally used in metal packaging, tinplate and aluminium, is described. The process
to manufacture tinplate cans are described in detail.

The second part of Chapter 2 reviews various process improvement methodologies. The Lean
Six Sigma process is highlighted as the process that contains the most complete approach towards
process improvement. In this section the main steps of the Six Sigma DMAIC process is described in
detail. Each of the five main steps is defined, their uses highlighted and various tools that can be used
for each step is described. Lastly, in this section of Chapter 2, the main reasons for failures in the
success of Six Sigma projects are discussed with added focus on reasons for failure in manufacturing
improvement projects.

The third part of this chapter reviews various frameworks used in process improvement. Various
frameworks are described and reviewed. The frameworks reviewed in this chapter mainly uses facets
of the Lean Six Sigma steps and tools such as DoE and data science. The CRISP-DM framework used
in data science and how it relates to the DMAIC framework is also described. Lastly in this chapter
various decision mechanisms in process improvement is reviewed. The focus is on Six Sigma, DoE
and data science and when you might choose which process improvement route to follow.
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CHAPTER 3

MACHINE LEARNING

3.1 INTRODUCTION

The previous chapter reviewed frameworks used in process improvement, methods used in process
improvement as well as metal packaging manufacturing. Chapter 3 of this thesis reviews machine
learning, since data science and specifically machine learning, is used as an important tool in the
framework that is developed for process improvement in metal packaging manufacturing.

3.2 CRISP-DM FRAMEWORK

Bekar, Nyqvist, and Skoogh (2020) describes how data science principals can be used in for predictive
maintenance in an industrial setting. The methodology that was followed in the case study Bekar,
Nyqvist, and Skoogh (2020) was the CRISP-DM method as described in Figure 2.10. Also see
Figure 3.1.

• The business outcome has to show what decisions can be made on the current data streams.
After the business understanding phase there should be an understanding of quality problems
related to the available data. The following aspects related to the data should be understood:

– Accessibility of the data

– Relevancy of the data

– The different sources of data and how well these sources are synchronized

– Completeness and correctness of the data

– Noise associated with the data

– Uniformity of the data

• The data preparation outcome is to get a final dataset from raw data. Data preparation is an
evolutionary type of process that can have multiple steps and iterations, that can include addition
of recorded data as well as data cleaning and formatting. The following additional steps should
be considered after a final data set has been obtained:

– Data should be scaled if clustering is going to be used in the modelling and analysis of the
data. Scale the data by normalizing or standardizing the data.
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– Data’s dimensionality can be reduced by using principal component analysis, which in
turn also helps to point out similarities and differences in the data.

– Find patterns in the data using clustering methods.

• The data modelling outcome is built models and algorithms. The models and algorithms can be
developed by using programming languages such as Python. Modelling and data preparation
can overlap in back-and-forth steps as data format or requirements are met.

• The data evaluation outcome is the decisions reached and conclusions made from a model
outcome that has been built using good and relevant data.

• The deployment outcome is the implementation of the findings in a practical and user-friendly
way. From here the cycle can be repeated again.
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Figure 3.1: : The flow diagram of the formulated approach based on CRISP-DM methodology
(Bekar, Nyqvist, and Skoogh 2020)
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3.3 MACHINE LEARNING USED IN MANUFACTURING

Wuest, Irgens, and Thoben (2014) state that the availability of quality related data in manufacturing
has much potential to apply machine learning and industry 4.0 principles. Huge amounts of data
can make focused quality improvement difficult, but data-driven approaches such as ML can be used
to overcome some of the challenges manufacturing faces today. ML can be used when there is a
great deal of factors in a process, by using a technique called the Support Vector Machine (SVM)
technique. In such a case, where SVM is utilized, the need to reduce the dimensionality of the data is
less important. Seemingly irrelevant data can be included in these types of models and it can possibly
be discovered that this data can be relevant under certain circumstances. The goal of ML is to detect
patterns that can describe relations. ML uses existing data to make predictions, therefore data can only
become useful if it is analyzed in a proper way. The challenge of ML lies as much in the capturing
and availability of relevant data then in the subsequent ML analyses.

Wuest, Irgens, and Thoben (2014) further list a few advantages as well as challenges that can be
associated with ML. Advantages of ML applications in manufacturing are that it:

• can be used when data has high dimensionality.

• can be used to undercover previously unknown correlations and relationships.

• is dynamic in the sense that ML uses the current data, but can adapt as time and new data
changes.

• can discover relationships and therefore assists with decision making (or can possibly be used
in automated responses).

Some of the challenges of ML applications in manufacturing are:

• the obtainment of relevant data.

• that pre-processing of data is needed, and for this, the correct approach must be followed de-
pending on the characteristics of the data.

• that the correct ML algorithm must be used (supervised, unsupervised or reinforcement learn-
ing) and the applicability of the model must be assessed.

• that the results must be interpreted correctly in terms of over-fitting, bias and variance.

Wuest, Irgens, and Thoben (2014) also distinguish between reinforcement learning, supervised and
unsupervised learning. Unsupervised learning is used when there is no feedback from a knowledge-
able source or person. Therefore the algorithm, determines which clusters of data fit together most
cohesively, in terms of all the data fed into the model. Reinforcement learning is based on the feed-
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back on actions from the environment. Figure 3.2 gives a summary of the types of machine learning
algorithms that can be used in manufacturing. In manufacturing there normally would be knowledge-
able persons that could give some feedback on which factors are important and on how these factors
are then fed into a training model, therefore neither unsupervised learning, nor reinforcement learning
would necessary be used in process improvement. Supervised learning is generally applied in manu-
facturing due to the fact that there is a lot of data that can be used to solve a problem of which there is
not much knowledge. According to Cunningham, Cord, and Delany (2008) Supervised learning is the
learning of the relation between a set of input variables (factors) and an output variable (response).
This relationship is used to predict the response from unseen data.

Figure 3.2: : Structuring of ML techniques and algorithms (Wuest, Irgens, and Thoben 2014)

The basic steps to employ supervised ML with data from a process are shown in Figure 3.3, and
outlined as follow;

• Understand the objective.

• Describe the problem by understanding and describing the data.

• Find solutions for your problem by using ML models and their evaluations.

• Deploy the solution (Bowles 2019).
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Figure 3.3: : Steps from formulation to performance for a ML framework (Bowles 2019)

3.4 TYPES OF MACHINE LEARNING

ML in data science is used to make informed decisions and typically is used when:

• tasks need to be automated.

• anomalies need to be detected.

• complex analyses need to be performed.

• events need to be predicted (Subasi 2020).

Machine learning uses computational techniques for predictions or to improve performance. Machine
learning converts data into information by using various principles of statistics, engineering and com-
puter science. Many fields can use machine learning such as finance, medicine and manufacturing.
The machine learning technique is to use data in a computer program known as a model. This model
can then be used to give insight and aid in decision making by recognizing characteristic patterns in
the data.

The main types of machine learning problems are:

• Classification where the response is predicted as a category.

• Regression where the response is predicted as a real value.

• Ranking where the responses are ranked according to certain factors.

• Clustering where the responses are grouped into homogeneous groups.
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• Dimensionality reduction where data is represented in a lower dimension, but without losing
too much information.

To solve real-world machine learning problems, machine learning frameworks are used that begin
with data collecting and end with valuable information or knowledge. Figure 3.4 gives an example
of a typical machine learning framework.

Figure 3.4: : An overview of a typical machine learning framework with the main stages highlighted
in their blocks (Subasi 2020)

Machine learning can be either supervised or unsupervised. According to Raschka (2015) Super-
vised machine learning predictions can be categorical or continuous. Categorical predictions assign
unordered labels for new inputs, and continuous predictions assign real numbers on a continuous scale
for new inputs by using regression. Figure 3.5 shows a simple representation of the outcome of a cat-
egorical classification model used in supervised ML. Figure 3.6 shows a simple representation of the
outcome of a regression classification model used in supervised ML.
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Figure 3.5: :Example of categorical classification (Raschka 2015)

Figure 3.6: : Example of continious regression classification (Raschka 2015)

Unsupervised machine learning attempts to organize unstructured data. Clustering and dimension-
ality reduction are two methods used in unsupervised ML. Figure 3.7 shows a simple representation
of the outcome of a clustering model used in unsupervised ML. Figure 3.8 shows a simple represen-
tation of the outcome of dimesionality reduction from 3D to 2D in unsupervised ML.

49

Stellenbosch University https://scholar.sun.ac.za



Figure 3.7: :Example of clustering classification (Raschka 2015)

Figure 3.8: : Example of dimensionality reduction classification (Raschka 2015)

According to Deisenroth, Faisal, and Ong (2020) the four pillars of ML is regression, dimensional-
ity reduction, density estimation and classification. The mathematics that form the basis of these ML
pillars are the study of vectors and matrices. Numerical data is represented as vectors and represent a
table of such data as a matrix.

ML uses an algorithm as predictor to predict outputs that are similar to previous vector inputs and
outputs. To show the similarity between vectors, a numerical value representing their similarity is cal-
culated. The construction of similarity and distances between vectors is central to analytic geometry.
ML identifies the true underlying signal from data that seems to be a whole lot of noise. ML uses
these signals to make predictions and also quantify the uncertainty of these predictions.
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To be able for a ML model to make a prediction, these models need to be trained. The training
of machine learning models involves the identifying of those factors that increases the performance
of the model. The optimization of these ML models requires the use of vector calculus to find the
maxima or minima of the functions which need to be optimized.

Subasi (2020) list a few challenges due to the complicated algorithms associated with ML:

• To be able to have a high level of data processing and feature extraction, the data quality must
be good.

• Many aspects of data acquisition and pre-processing are very tedious and time consuming.

• There should be enough training data to build a proper ML predictive model.

• Extracting features and reducing data dimensionality can be challenging to do correctly.

• To be able to express clear business objectives can be difficult.

• Over- and under-fitting of data will lead to poor performing models.

• Sometimes models are too complicated because there are too many factors involved.

• Implementation of complex models in a real world situation can be difficult.

3.5 DATA

3.5.1 Cleaning and exploration

3.5.1.1 Data cleaning

For the purpose of using data in a data science programming language, such as Python, data should
generally be arranged in a tabular form. The table will consist of the independent variables also known
as factors, and the dependent variable, also known as the response. The factors and response will be
represented as column headings, and each row in the table will represent a specific instance or sample
data.

The reason data should be in a tabular form is to represent the data as vectors and therefore be
able to use linear algebra in the algorithms. In many ML algorithms vectors are compared to be able
to compute the similarity between vectors. This comparison of vectors requires the construct of a
geometry which in turn allows for optimization of such a construct.

According to Deisenroth, Faisal, and Ong (2020), in recent years, ML has been applied to many
types of data that do not obviously come in the tabular numerical format such as genomics sequences,
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text and image contents of a web-page, and social media graphs.

Data cleaning is the first step of representing the data as vectors in order to construct the predictive
function. The predictive function predicts an output when presented with input examples. According
to Klosterman (2019) data cleaning can include:

• the determining of the number of columns and rows in the data table.

• the determining of whether factors are categorical or numerical.

• the determining of the frequencies of data categories and the ranges of numerical data.

• The determining of the data integrity by identifying missing data, repeated data or inconsisten-
cies in the data. According to Bowles (2019), the way to handle missing data is either to discard
rows that have missing data, but if these discarded rows are a large part of your data tables it
might influence your results. Another option to handle missing data is to fill them, which is
called imputation. Ways to impute data is to replace the missing values with average values of
the relevant attribute, or to use algorithms that replace the missing values with predicted values.

3.5.1.2 Data exploration

According to Raschka (2015) data exploration is the first step to take before ML model training. Data
exploration consists mainly of basic statistics on the data and the visualization thereof;

• Basic statistics such as mean values, minimum and maximum values and standard deviations

• Visualization of the data by using tools such as;

– Histograms visualize the data on a scale grouped together in bins of data as seen in Figure
3.9.
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Figure 3.9: : An example of a histogram (Klosterman 2019)

– Quantile-quantile plots assits to visualize the distribution of data and identify outliers in
the data. Quantile-quantile plots as seen in Figure 3.10 are scatter plots of the factor you
are testing against the distribution you are testing it against. It is a visual tool and therefore
any interpretations from this graph are fairly subjective. What to look for in this graph is
whether the graph generally lies in a straight line at a 45◦ angle which will indicate that
the data is distributed normally. Any clear digression on the edges of the line of a few data
points might be outliers.
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Figure 3.10: : An example of a quantile-quantile plot (Bowles 2019)

Outliers might cause problems during model building as well as when making predictions.
Once the model has been trained with the data that contains the outliers, the accuracy of the
model can be assessed. If errors are associated with these outlier values, then the outliers
can be approached in various ways; Outliers can be removed if they were abnormalities
that would not normally be in the data that the model will have to process, or they can
be removed if they were a true error, such as wrongly captured data. Outlier data can
be separated as a separate class or attribute of your data set and then used in the model.
If outliers are a true reflection of the data, they can be better represented in your data
by increasing the data volumes, or replicating conditions where these outlier values are
produced (Bowles 2019).

– Scatter plots to visualize the correlation between two attributes. Scatter plots, as seen in
Figure 3.11, plot two variables along two axes as points. The pattern of the points can
reveal any correlation between the two factors. The response and factors that will form
part of the ML model can be visually represented with these scatter plots.
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Figure 3.11: : An example of a scatter plot (Klosterman 2019)

– A heat heat map can be used for visualization of correlations between factors when there
are a large number of factors in the data set. Correlation heat maps, as seen in Figure
3.12, are represented as coloured cell blocks in a 2D matrix. Each cell in the matrix
represents the Pearson’s correlation of two factors by a colour code where red is a perfect
correlation and blue is no correlation. The correlation between two factors or a factor and
the response can be quantified by the Pearson’s correlation coefficient (r), which is the
co-variance between two factors divided by their standard deviations (Raschka 2015)

r =
σxy

σxσy

A Pearson’s correlation coefficient value of r = +1 indicates a perfect positive correlation,
r = −1 indicates a perfect negative correlation and r = 0 indicates no correlation. High
correlation between two factors is called multi co-linearity and can influence the predic-
tions the model makes. Multi col-linearity can be eliminated by dimensionality reduction
if only one of the co-linear factors is included in your model, or the co-linear factors are
combined to form one factor in the ML model. Section 3.5.2 discusses dimensionality
reduction in more detail.
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Figure 3.12: : Example of a heat map displaying the correlations between factors in a data set (Bowles
2019)

– Box plots, as seen in Figure 3.13, visually show the median value, and the 25th percentile
and the 75th percentile, respectively, as a box. So called whiskers are drawn in at levels
that are 1.4 times the inter-quartile spacing above and below the box. Data points that
extend beyond the whiskers can be described as outliers (Bowles 2019). Box plots is
a fast visual method to identify outliers. To be able to represent different factors with
different scales on the same graph, the data will need to be scaled. Section 3.5.2 discusses
the scaling of data in more detail.

Figure 3.13: : Examples of Boxplots (Bowles 2019)
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– Parallel coordinate plots are a useful visual tool to see systematic coordination between
attributes as seen in Figure 3.14. In parallel coordinate plots vertical bars represent a
factor and row values are plotted as series of lines connected across each axis. The parallel
coordinate plot is an effective way to visualize high dimensional data-sets because it allows
the comparison of many data observations on a set of numerical variables. In a parallel
coordinate plot the colour coded lines represent higher to lower values of your response
variable. This colour coded line runs through all the factors in your data set and relates
how these factors correlate with the response variable (Bowles 2019).

Figure 3.14: : An example of a colour coded parallel coordinates plot (Bowles 2019)

3.5.2 Understanding and preparing data

Understanding of the data mainly comprises assessing the data quality and then preparing the data for
ML modelling.

3.5.2.1 Data assessing

Assessing of data will include tasks such as;

• Determining the data types. The data types need to be established since data can be seen as
objects, integers, real numbers, ordinal categories, date/time and indexes. The data types need
to be changed to what makes sense for each factor’s data as well as what the intended algorithms
is that will be used in the modelling phase. Categorical factors can be changed to numerical
values by using One Hot Encoding in Python programming. One Hot Encoding creates a new
column for every category of the categorical factor and assigns a numerical 1 in the column
that represent that instance’s category and zeros for the rest of the created columns (Klosterman
2019).
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• Combine different data tables into one data table that will be used in the modelling phase.

• Perform ANOVA on the categorical features to determine whether the categories of these fea-
tures are statistically different or similar. The following steps need to be followed when doing
a comparative analysis by using ANOVA as described in Montgomery (2017).

– State the statistical hypothesis of the factor you are analyzing.

H0 : µ1 = µ2 = · · · = µn

H1 : µi ̸= µj for at least one pair of i and j and where µ1 to µn are the means of the n
levels of factors.

– Calculate the sample mean values of all the factor levels;

y =

∑n
i=1 = y1
n

– Decide on the significance level of the analysis by choosing an α value. α is the probability
of committing a Type I error, or the chance of rejecting H0 when H0 is true.

– Calculate the total sum of squares;

SST =
a∑

i=j

n∑
j=1

(yij − y)2

Where n is the total number of observations and a is the total number of levels for the
factor.

– Calculate the sum of squares between the levels and the factor;

SSTreatments = n

a∑
i=j

(yi − y)2

– Determine the mean square between the levels of the factor;

MSTreatments =
SSTreatments

(a− 1)

Where (a− 1) is the degrees of freedom.
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– Determine the sum of squares of the error within the levels of the factor;

SSE = SST − SSTreatments

– Determine the mean square of the error within the levels of the factor;

MSE =
SSE

(N − a)

Where (N − a) is the degrees of freedom, and N is a ∗ n.

– Determine the F-test statistic;

F0 =
MSTreatments

(MSE)

– Read the Fα,α−1,N−1 value from the t-distribution table, where a− 1, N − 1 is the degrees
of freedom.

– Accept or reject your null hypothesis; Reject

F0

if
F0 > Fα,α−1,N−1

3.5.2.2 Data preparation

Data preparation mainly consists of those tasks that will change the data in such ways to prepare it
for modelling of the data. The main tasks associated with data preparation are data scaling and data
dimensionality reduction. Scaling of data can be done by normalizing the data or standardizing the
data.

According to Raschka (2015) many ML algorithms are scale sensitive, which means the ML mod-
els will perform better when all the factors are brought onto the same scale. Forest tree regression and
random forest regression are two ML algorithms that are not sensitive to scale and therefore will not
need feature scaling. Feature scaling is either done by normalization or by standardization.

Normalization is the re-scaling of data between 0 and 1, known as a min-max scaling:

x(i)
norm =

x(i) − xmin

xmax − xmin
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Standardization may be a more practical use of scaling when using ML algorithms. During stan-
dardization, the feature column is centred on 0, with standard deviations of 1. In this way a feature
column has the same parameters as a normal distribution. Standardization also keeps useful informa-
tion with regards to outliers:

x
(i)
std =

x(i) − µx

σx

Standardization is only applied once on the training dataset. Those parameters are then used on the
test set as well as on new data.

Dimensionality reduction of the data will include tasks such as;

• Feature selection which removes ineffective features in order to make faster and more accurate
predictive analytics possible.

• Feature extraction which is the process of identifying the most informative set of factors from
the data set that still gives a suitable amount of information. Feature extraction takes a set of
factors’ dimensions and combines those dimensions to form a new set of dimensions (Subasi
2020).

According to Raschka (2015) if a model performs much better on a training data set than on a test data
set it is an indication of over-fitting of the data. Over-fitting occurs when the data fits the parameters of
the training data set very closely, but this fit does not generalize to other data for the same parameters.
Over-fitting occurs if the model is too complex for the specific training data set. To prevent over-
fitting; use more training data, use a simplified ML model, reduce the dimensionality of the data
or introduce regularization to penalize complexity. Figure 3.15 illustrates the under-fitting and the
over-fitting of data.

Figure 3.15: : An example of under- and over-fitting of data (Raschka 2015)

One way to reduce dimensionality is with feature selection. Feature selection is, as stated, a form
of dimensionality reduction but also aims to decrease the complexity of the model by only selecting
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those features that are most relevant to your problem. Feature selection algorithms can be used for
feature selection, e.g. sequential forward selection (SFS) or sequential backward selection (SBS).
Random forest regression can also be used to determine feature importance. The disadvantage of
using random forest is that if two features are highly correlated, the one feature might rank low and
the other feature might rank high, but this is only an issue if feature importance to your problem is of
importance. If predictions are all that you are interested in then this disadvantage will not matter.

SFS and SBS are classical feature selection algorithms. According to Haq et al. (2019) SFS and
SBS are algorithms that eliminates features (factors) from the data table in a sequential manner until
a stated criteria has been achieved. The performance of the classifier is measured after each sequence
after which the factor that maximizes the criterion is eliminated. Sequential elimination continues up
to the point where the best performance can be achieved.

According to (Raschka 2015) feature extraction can be seen as an alternative approach to feature
selection. Feature extraction summarizes the content of data by transforming the data onto a new fea-
ture space with less dimensionality. Feature extraction is a form of data compression and is important
because it makes data storage and analysis easier.

There are various feature extraction methods, including the following:

• PCA is used for unsupervised data.

• Linear discriminant analysis (LDA) is used for supervised data.

• Kernel principal component analysis (KPCA) is used for nonlinear dimensionality reduction.

Both feature selection as well as feature extraction decreases the number of factors in the data set,
but with feature selection the features do not change whereas with feature extraction the features are
transformed. Feature extraction not only compresses the data, but also takes away some of the data’s
dimensions, which can make the predictions from that data more accurate.

PCA is a method where new features are built from existing features. PCA is a multivariate sta-
tistical analysis that finds transformations of the multivariate data, which gives a smaller and more
meaningful data set than the original data set (Subasi 2020). According to Raschka (2015) PCA can,
in addition to feature extraction, also be used as exploratory data analysis. PCA identifies patterns in
data by looking for correlations in the data. The process of PCA is to look at the highest variance be-
tween feature sets and then projecting the data onto a subspace of lower dimensionality as visualized
in Figure 3.16.

61

Stellenbosch University https://scholar.sun.ac.za



Figure 3.16: : Visual depiction of PCA (Raschka 2015)

Another feature extraction method is LDA, which is a supervised data compression technique.
According to Raschka (2015) LDA is also a feature extraction method that can be used to increase
the computational efficiency of a model. The goal of LDA is to find sub-spaces in the data where
the factors can be separated most efficiently. Figure 3.17 demonstrates LDA where LD1 is a good
linear discriminant and LD2 not. LD1 manages to capture the class-discriminatory information in the
data set and LD2 does not. With LDA the data must be normally distributed and co-variance between
classes is assumed.

Figure 3.17: : Visual depiction of LDA (Raschka 2015)

The third feature extraction method was KPCA, which is used to transform data that is not linear.
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Non-linear data is depicted in in Figure 3.18. Data non-linearity is encountered a lot in real world
situations. KPCA employs the concept of kernel SVM (Raschka 2015).

Figure 3.18: Visual depiction of data that can be separated with a linear solution and data that can be
separated by a non-linear solution (Raschka 2015)

The data reduction steps, such as discussed in this section, can be run first, followed by the fitting
of data in a model, or the two steps can be combined in a pipeline see Figure 3.19.

Figure 3.19: Pipeline combining data preparation and modelling steps (Raschka 2015)

63

Stellenbosch University https://scholar.sun.ac.za



3.6 MODELLING

There are various programming languages that can be used as a tool in data science and ML. One
of the most widely used programming language is Python, which can be used to perform various
functions related to data science and ML. There are various software packages that can be loaded into
Python to perform various tasks described in Section 5.6 as well is this section of the chapter. Some
of these software packages are listed below (Klosterman 2019):

• Pandas is used to load, clean and explore data.

• Numpy arranges the data table into matrixes that can be used for mathematical calculations.

• Scipy is used for linear regression and programming.

• StatsModels is used for statistical analysis and also for time series analysis.

• Matplotlib and Seaborn is used for data visualization.

• Scikit-Learn is used for predictive analytics with ML algorithms.

• TensorFlow, Keras, and PyTorch are all used for deep learning.

Klosterman (2019) says that to decide which ML model must be used for every unique objective,
it is important to determine how appropriate the model will be to reach the desired outcome. The
desired outcome should answer a business question that will ultimately be beneficial to the business,
usually in monetary terms.

According to Bowles (2019) the goal of building a predictive model is to obtain the best per-
formance from that model to predict the response you are interested in. The more complicated the
problem is and the wider the data sets are the more complicated model will need to be employed.

In simple terms a model will attempt to utilize a set of predictors (x11 · · · xmn) to predict a target
(y1···m);

yi ∼ pred(xi)

A good performing model will generate an yi that is acceptably close to the true y value. For regres-
sion problems, the mean absolute error (MAE) and the root mean squared error (RMSE) are used to
measure the performance of a ML model.

MAE calculates the average amount that each predicted value differs from the real value. RMSE
calculates the average standard deviations of the residuals of the model, where residuals are the size
of the error.
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The MAE can be calculated as follow:

MAE =

∑n
i=1 |yi − xi|

n

Where yi is the prediction, xi is the true value and n is the number of samples.

The RSME can be calculated as follow:

RMSE =

√∑n
i=1(yi − xi)2

n

If the model is a classification model, then the mis-classification error of the model can be used as
a performance measurement. A good way to test the accuracy of a classification model, or a logistic
regression model, is with a confusion matrix. A confusion matrix is a matrix that displays the number
of the true positive, true negative , false positive , and false negative predictions of a classifier, Figure
3.20.

Figure 3.20: Example of a confusion matrix (Raschka 2015)

The accuracy of a ML model is measured on a simulated performance of that model, by testing the
model on a set of data that does not include the data that was used to train the model. To do this, data
is split into a training set and a test set. The training set will be the the majority of the data and is
used to fit the model. The test set is the remaining data and is used to determine the performance of
the model without including any of the data that was used to fit the model (Bowles 2019). If data sets
are very big, the training data set can be up to 99% of all the data, since 1% of a data table with 1 000
000 rows will still be 10 000 rows of data to test the predictions on.

65

Stellenbosch University https://scholar.sun.ac.za



3.6.1 Linear regression

3.6.1.1 Simple linear regression

According to Subasi (2020) simple linear regression models in ML are very useful because they are
relatively simple and stable. Simple linear models are not prone to over-fitting, but is susceptible
towards under-fitting of data. Simple linear regression models are suitable when there are not large
amounts of data.

Simple linear regression is regression between one factor and one response. the equation of such a
model will be that of a straight line;

y = w0 + w1x

Where w0 is the weight of the dependent variable or response variable and w1 is the weight of the
independent variable or factor. The linear regression model will aim to predict new responses from
the relationship of w0 and w1. The straight line is called the regression line and the distance off each
true data point to the regression line is the error in prediction for that point.

3.6.1.2 Multiple linear regression

A multiple linear regression model can be represented as a column vector of responses (the dependent
variable),

Y =


y1
y2
...
yn


and as a matrix of factors (the independent variables),

X =


x11 x12 · · · x1m

x21 x22 · · · x2m
...

... . . .
xn1 xn2 · · · xnm


and as a column vector of model coefficients,

β =


β1

β2
...
βn


where the prediction of yi = xi1 ∗ β1 + xi2 ∗ β2 + · · ·+ xim ∗ βm + β0 (Bowles 2019).
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3.6.1.3 Penalized Linear Regression

Penalized linear regression has been derived from the ordinary least squares regression method, but
with the aim to solve the problem of over-fitting of data. Penalized linear regression algorithms
systematically reduce the complexity of the data by reducing the dimensions of the data. Penalized
linear regression is specifically good to use when the data has very high degrees of freedom (Bowles
2019).

Penalized linear regression aims to find the coefficient values (β′s) that give the smallest error.
Ridge regression is an example of penalized regression which applies a penalty (λ) to all the coeffi-
cients in the regression model.

The concept behind penalized linear regression is to introduce additional bias to to all the factors
in the model. This additional bias will penalize those factor weights (w′s) that are most extreme
(Raschka 2015);

λ

2
∥W∥2 = λ

2

m∑
j=1

w2
j

The Ridge regression model then solves a minimization problem for various λ′s. Some of the other
penalized linear regression algorithms are the LASSO regression, the least angle regression and the
glmnet regression methods.

3.6.2 Ensemble regression

According to Bowles (2019), ensemble methods for regression performs better than single methods for
regression when the ensemble methods have a measure of independence between them. The ensemble
method uses a single ML algorithm as base learner and a second tier of algorithm that control the
inputs of data into the base learner algorithm in such a way that the models that are generated are all
somewhat independent. The upper level algorithms are known as either bagging, boosting or random
forest and the base learners are normally binary decision trees.

Subasi (2020) says that ensemble methods are normally the most effective in ML, but they are also
more complex and that leads to higher computational costs associated with the ensemble methods.

According to Klosterman (2019) some advantages of ensemble regression methods are:

• that they can handle complex data sets.

• that there is no need for scaling of the data since the decision tree node splitting algorithm
considers each factor as a separate entity not related to the other nodes.

• that they can describe non-linear data sets.
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3.6.2.1 Bagging methods

Binary decision trees can be over-fitted when the tree depth has too many levels because that will
cause too many decision nodes. Binary decision trees are also prone to high variance in performance.
This high variance in performance can be overcome by combining many of these binary decision
tree models by a bagging algorithm. Bagging takes various randomly generated sets of data from the
training data set and train the base learner on these sets. In a regression problem, the bagging model
aggregates the outcomes from all the base learner models, and in a classification problem the bagging
model determines the probabilities for each class (Bowles 2019). Random forest regression is a form
of a bagging regression method, but subsets are drawn randomly from the attributes of the training
data set.

3.6.2.2 Boosting methods

Gradient boosting trains each binary decision tree in an ensemble on different labels in the data table.
The gradient boosting model refines the predictions of the response by recalculating the residuals after
each new step in the ensemble regression algorithm.

Subasi (2020) explains that boosting works on the principal of identifying the mis-classified in-
stances during the first step of classification, and giving these instances a higher weight during the
next steps of the algorithm.

3.7 CONCLUSION

In Chapter 3 of this thesis machine learning is reviewed. The CRISP-DM framework used in data sci-
ence projects is described. Ways in which the steps in the CRISP-DM framework can be approached
during its application is discussed shortly. The possible use of ML in manufacturing and how the use
of ML fits into the CRISP-DM model is described. ML is described in more detail by showing the
need for ML and listing and reviewing the various types of ML.

The steps related to data and modelling when using ML in process improvement are described.
Data cleaning, data exploration, data assessing and data preparation are described in detail. Various
tools and the statistics involved with these data related steps in ML is reviewed. Some of the ML
algorithms that can be used in predictive analytics is described, inclusive of their general uses and the
basic statistical principles related to them.
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CHAPTER 4

FRAMEWORK DESIGN

4.1 INTRODUCTION

In this chapter, a general framework for process improvement in metal packaging manufacturing will
be discussed. The framework will include steps used in the general DMAIC approach from Six Sigma,
as well as the CRISPM-DM framework used in data science.

Process improvement can be executed in different ways in the metal packaging manufacturing in-
dustry. There is no one-fits-all solution in manufacturing. The type of problem and the manufacturing
environment are important factors to consider what type of process improvement framework should be
applied. The general framework that this chapter expands on will be focused on process improvement
with the aid of machine learning.

4.2 GENERAL FRAMEWORK

4.2.1 Basic framework following the lean six sigma DMAIC and CRISP-DM approach

Figure 4.1 summarizes the main steps in the framework for process improvement in metal manu-
facturing. The framework consists of five main phases; Define, Understand, Model, Evaluate and
Deploy (DUMED). The DUMED framework is a new framework and is based on the DMAIC and
CRISP-DM frameworks.

Figure 4.1: : Basic framework for process improvement in metal packaging manufacturing using data
science - DUMED framework

Each of the five steps can have different sub-steps and each sub-step can utilize different tools.
Using the basic DUMED framework in Figure 4.1 as guideline and combining various steps used in
the referenced frameworks from the literature study the basic framework with associated sub steps
has been compiled as seen in Table 4.1.
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Table 4.1: DUMED framework for process improvement in metal packaging manufacturing in rela-
tion with DMAIC and CRISP-DM

Primary Stage Primary Stage Sub-Divided

Define
Determine the Objective

Rationale to solve the Problem
Collect and Describe the Data

Understand
Understand the Process

Asses Data Quality
Prepare Data for Analysis

Model
Build Various Data Models

Assess and Improve the Data Models

Evaluate
Evaluate the Models’ Outcomes

Determine Business Improvements

Deploy
Implement the New Process

Control the New Process

4.2.2 Steps in DUMED framework

The implementation of the DUMED process improvement framework as described in the previous
sections can be triggered by marketing, sales, technical, quality, production research and development
or management departments. Process improvement frameworks can be used:

• To solve a problem of known origin

• To solve a problem of unknown origin

• To test the suitability of different raw materials

• To test the suitability of a new piece of equipment

• To change a process

• To develop a new product

• To continuously improve a process

Exactly how the steps in the process improvement are implemented, and which tools and methods are
used may largely depend on the objective of the process improvement.
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4.2.2.1 Objective

The first step of the DUMED process improvement framework is to state the objective for process
improvement. According to Aqlan and Al-Fandi (2018), process improvement in a manufacturing
environment has the objective of improving the quality of your product or to reduce waste, both of
these outcomes will result in an improved business process.

The objective will consist of a short description on which part or aspect of the process that will
be improved, and how this improvement might be accomplished. From the objective it should be
clear which attributes in the process needs to be controlled, improved, or predicted. These attributes
is the responses of your process improvement project. Responses of the project should be outputs
that are measurable. A response is normally a quality characteristic and can be variables such as
temperature, length and time; or attributes such as pass/fail, yes/no and good/bad. Variables will need
fewer samples to be statistically significant when compared to attributes as responses.

4.2.2.2 Quantify the problem

Once the objective of a project is understood, a high level business case for the project can be outlined.
The business case may include the possible financial advantages the process improvement project will
generate. With reference to a short list of problem solving methods a problem can be quantified as
follow to justify the business case for the solving of the problem (Mauri, Garetti, and Gandelli 2010):

• If your objective is to improve quality – set a goal for and quantify the increased yield

• If your objective is to improve speed – set a goal for and quantify the increased velocity perfor-
mance

• If your objective is to improve procedures – set a goal for and quantify the increased organiza-
tional efficiency

• If your objective is to decrease downtime by improved maintenance – set a goal for and quantify
the decrease in downtime and maintenance setups.

• If your objective is to improve bottlenecks – set a goal for and quantify the throughput variability
reductions and improved scheduling.

• If your objective is to improve utilization – set a goal for and quantify the improved line usage

4.2.2.3 Data collection and description

To determine the data conditions it will be necessary to collect data and do initial data description.
According to Subasi (2020) data collection will entail the extraction of available data from historical
records, websites, instrument historical log files, surveys, experiments, simulations, or any data from
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any other sources of data. It may also be necessary to collect data by initiating a data capturing regime
if some or all of the necessary data is not available for collection.

If a measurement regime is set up during the data collection phase of the process improvement
project, it should be clearly defined so that everyone knows what to measure, when to measure, where
to measure and who is doing the measurement.

Once the data collection has been accomplished it will be necessary to describe the data:

• Describe the sources from where the data was obtained.

• Expand on the data attributes such as variables, units and volume of data.

• Perform basic statistics on the data.

Data collection and description can follow the same tasks as in phase 2 of the CRISP-DM model;

• Gather the data:

– List the type of data that is needed, the time ranges you need the data for and the format
the data should be in.

– Determine if the specified data is available, and decide how the unavailability of data will
be addressed.

– Define the sources the data will be obtained from, and specify within those sources where
the data can be obtained.

– Obtain the data by importing the data into the platform being used for data analysis.

• Describe the data:

– Describe the different formats of the data.

– Describe the suitability of the data for the end goal.

• Explore the data:

– Do basic statistical analysis on the data.

– Check the normality of the data.

– Describe any quality issues with the data.
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• Verify the data quality;

– Make sure the required data exists.

– Make sure the required data is accessible.

– Make sure the required data does not have many missing values or incorrect values.

• Select the data:

– Exclude all data that is not in the correct format, or that has technical issues.

– Exclude all data that is not relevant to the process improvement goal.

– Exclude all data that is of poor quality.

4.2.2.4 Understand the process

To understand the significance of the data in a process, it is necessary to understand the process from
which the data was collected. The process can be described with process flows that indicate the
various steps and sub-processes in your process, and how these steps interrelate to each other and
to the complete process. Important factors in the process can be researched and described in more
detail. The process flow gives a good overview of the steps in the process which are being looked at
in the form of a flowchart. The basic general system schematic that is used in the representation of a
manufacturing process is given by Figure 2.4 in Section 2.3.3.1 (Cameron and Hangos 2001). The
process flow illustrates the processes in a system. The model can represent a single step or unit in a
process, or a section in the process or the whole process.

Mauri, Garetti, and Gandelli (2010) suggests that the system that needs to be improved must be
modelled. The model should distinguish between active and passive processes and, if possible, su-
perimpose the sequential steps of the process onto a layout of the factory floor. Active steps are steps
that add value to the product such as physical changes or tests. Passive steps are the steps that do not
add value such as buffering or queuing.

4.2.2.5 Assess data quality

Once the raw data has been collected and it is understood how this data relates to the process the data
can be explored an assessed. From (Subasi 2020):

• Firstly, the data quality should be assessed by looking for any errors in the data like missing
values, inconsistent values and erroneous data.

• Secondly, ensure the data-set is in a format that can be used for the modelling phase e.g. some
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algorithms cannot work when there are strings in the data. Some algorithms will not distinguish
between categorical numbers and numbers as a range in magnitude. Data-sets that needs to be
combined should be combined on a mutual attribute or on time stamp values for uniformity.

• Thirdly, once obvious errors and missing values have been addressed and your data-set is in
the shape and format it needs to be, explore the data by visualizing the data attributes to find
relationships and associations in the data.

According to Snee (2010a) data are analyzed by visualization with tools such as control charts, process
capability indices, ANOVA, time plots, boxplots and histograms.

4.2.2.6 Prepare data

According to Subasi (2020) in this stage of the process the data is prepared for the algorithms they
will be subjected to:

• New attributes can be calculated from the existing attributes in the data table by performing
mathematical calculations on existing attributes, or by dividing a categorical attribute into new
attributes for each category.

• Data is also scaled or normalized, dependent on which ML algorithms the data will be subjected
to.

• Data reduction can also be accomplished by feature selection and dimension reduction. Feature
selection is the process of selecting only a subset of attributes for the modelling phase. Dimen-
sion reduction is the removal of unimportant information from a vector and only continuing
with the most distinctive information of the vector.

4.2.2.7 Model data

During the modelling stage (Subasi 2020), the data from the previous stages are fed to ML algorithms
to extract meaningful information from the data. Good practice will be to create various iterative
models and select the model that gives the best results. The ML algorithms that will be used in model
building is dependent on factors such as the type of data, the desired outcomes and constraints from
your process data as well as constraints from the algorithms. Model building essentially combine the
attributes from your data table with ML techniques to obtain the most useful information from your
input data to gain insight into the process or make predictions.

4.2.2.8 Assess model

Models are assessed by firstly determining and comparing the accuracies of all the different models.
Accuracy can be expressed and calculated in different manners, but generally the information gained
from the model is compared to real process outcomes. The accuracy of the model’s outcome will
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determine whether a model is acceptable for the process improvement goal or whether the model
needs to be first improved to get more accurate results. The model can be improved by fine tuning
some parameters in the ML algorithms, or the model can be improved by improving the amount,
accuracy or relevancy of the data that is used in the model (Subasi 2020).

4.2.2.9 Make conclusions from model results

Evaluate the conclusions made from the ML model and the possible effect these learnings can have
on the process. Points that can be evaluated after the ML models have been completed and the most
effective model has been chosen:

• Evaluate the reproducibility of the model

• Evaluate how easily findings from the model can be implemented in the process

• Evaluate how the final models can possible be extended or evolved further

• Evaluate the limitations and constraints of the model

4.2.2.10 Evaluate the viability for implementation

Once the model is found to be advantageous for process improvement from a technical and practical
point of view, the financial cost of implementation should be evaluated. Considerations should be
given to the costs for data extraction, data storage and resources used for computational steps during
the running of the model. Costs associated with manpower and expertize can also have an effect on
the financial evaluation of such a project. Finally costs related to the software engineering facet of
implementing such a project should also be considered.

4.2.2.11 Evaluate the business improvements

Once the viability of implementation of process changes have been established the business advan-
tages related to these changes can be determined.

4.2.2.12 Deployment

Implement and control the process changes. Since the process improvement pathways that use data
science and ML as tools are iterative, the process can be reviewed and repeated as necessary in order
to continuously improve the outcomes. Implement process controls that involve empirical verification
of responses to sustain the improvements. Use tools such as SPC, audits, FMEA. Added control of
processes can be achieved by assigning rolls, tasks, frequencies and methods to the adjusted process.
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4.3 CONCLUSION

In this chapter of the thesis, a framework was developed. The DUMED framework was based on
the DMAIC steps that is used for the Six Sigma process improvement methodology as well as the
CRISP-DM steps that is used in data science. The DUMED framework consisted of five main phases,
that incorporates 12 steps. DUMED stands for define, understand, model, evaluate and deploy. The
12 steps of the DUMED framework was discussed and explanations was given to when to apply each
step and possible what these steps would entail. In the next chapter, Chapter 5, the steps that were
followed in the case study is discussed in detail.
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CHAPTER 5

CASE STUDY

5.1 INTRODUCTION

In this chapter of the thesis the case study is described in detail. The case study demonstrates the
application of the DUMED framework that was described in the previous chapter. The DUMED
framework is one of the objectives that was stated to answer the research question of how data science
principles such as ML can be used for process improvement in metal packaging manufacturing. The
case study demonstrates the use of this framework in process improvement of a 2-piece metal food can
manufacturing line. Each of the 12 steps in the DUMED framework is described comprehensively
in relation to what was done for the case study or how the fulfillment of these steps could still be
accomplished in the case study.

5.2 BACKGROUND

A process improvement project was initiated at a manufacturing plant of Nampak Ltd. Nampak is
Africa’s biggest packaging company and has various manufacturing sites across South Africa as well
as into the rest of Africa. The plant where the process improvement project was initiated was the
2-piece tinplate food can manufacturing site in Epping, Cape Town.

In the initial phase of the project the aim of the project was to use data from the manufacturing pro-
cess to control quality parameters, such as factory finished can height (FFCH) better. The reasoning
behind this project was to consistently produce cans within the quality specifications and to improve
on the process capabilities of finished can quality parameters. Previous audit findings did suggest that
process capabilities should be improved for some of the finished can quality parameters.

After consultations with several of the technical, quality and production personnel, a data collection
regime was initiated. Measurements related to a wide range of factors were recorded over a period
of time. The factors numbered almost a hundred and included quality data on the product throughout
the process, data related to pressures and temperatures of the manufacturing instruments and tools as
well as basic raw material data.

The data was collated into a data table and the data was cleaned to prepare it for further analysis.
Further analysis mainly consisted of data science methods related to machine learning to build a
predictive model of the process.

Predictions were made after applying the random forest regression algorithm on the input data.
The results showed the factors that have the biggest impact on the outcome we wanted to predict as
well as the error associated with that prediction.
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The outcomes after this phase of the project were:

• The regression model used to predict the FFCH deviation from nominal has an average error of
0.029mm; this means on average the model predicts the FFCH 0.029mm from the true value
per can. The graph below shows the actual vs. predicted values.

Figure 5.1: : Predicted versus actual deviation from nominal FFCH of manufactured 2-piece tinplate
cans

• The factors that were the most influential to predict the FFCH deviation from nominal were
listed from highest to lowest. Factors related to quality outcomes throughout the first and last
parts of the process as well as the raw materials were the factors that had the biggest impact on
the response.

After presenting the results from the project’s analysis a brainstorming session was held between
various technical persons employed at the R&D section and the manufacturing section of Nampak
Ltd. The results did show potential to be used for predictive analytics in the manufacturing process,
but it was decided to change the objective of the project. To predict and ultimately improve the control
of the FFCH of the manufactured cans will assist in audit results, but not necessarily in better yields
since the cans generally are manufactured within the specification standards for FFCH and the plant
does not experience high volumes of customer complaints related to FFCH.

The first phase of the project, as described in the above paragraphs, acted as a proof of concept to
the manufacturing plant for process improvement with the aid of ML and predictive analytics. After
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the brainstorming session it was decided that a good way to use this model will be to predict quality
characteristics of the 2-piece metal cans such as the axial load resistance and panelling resistance of
current cans. It is generally understood that the bead depths of the cans and the material properties,
such as gauge and supplier, probably affect the the axial load resistance and panelling resistance of
the manufactured cans. What is unknown is to what extend these factors and other unknown factors
can influence the quality characteristics, such as the axial load resistance and panelling resistance.
The ability to predict the axial load resistance and panelling resistance from those factors that has the
biggest effects on them allows for better quality control and ultimately less waste and as a direct result
financial benefits.

A second potential outcome of such a predictive model is the systematic decreasing of the gauge
of the can walls, but still retain acceptable axial load resistance and panelling resistance. This will
be possible if the predictive models are updated and trained continuously with data from different
gauges of material. Ultimately the possibility of using thinner material can result in large savings for
the manufacturing plant.

Building such a ML model, and practically demonstrating the usefulness of such a model in the
production environment, will be the goal of phase 2 of this project. Phase 2 will involve developing a
whole pipeline from data acquisition to model outputs in order to practically demonstrate how we can
use ML models in the production process. If successful, a phase three of the project will include the
implementation that may include the software engineering aspects associated with the deployment of
such a project.

This case study is a description of phase 2 of the process improvement project on a 2-piece metal
can manufacturing line. The steps of the process improvement project using principles of data science,
as described in Figure 4.1 and Table 4.1, will be described in the rest of this case study chapter. The
case study demonstrates the use of the framework described in Section 4.2 for the prediction of axial
load resistance of 2-piece metal food cans. Refer to Appendix A for a similar approach towards
prediction of the panelling pressure resistance of 2-piece metal food cans.

5.3 OBJECTIVE

The objective of the process improvement project, as described in this case study, is to predict the
axial load resistance of metal 2-piece food cans in a manufacturing process. The advantage of un-
derstanding the relationship between important attributes in the process and the axial load resistance
of the manufactured food can relates to possible financial benefits as well as better control of quality
parameters. As part of the objective, the aim is to understand how axial load resistance relates to
other factors in the process with the outcome that any changes made in the process will still deliver
cans with suitable axial load resistance. A predictive model on axial load resistance will not only give
enhanced capability to control quality parameters throughout the process and in the final manufac-
tured product, but can also supply valuable information on the possible viability for light weighting of
material. The outcome of the expanded model will be to control the important factors in the manufac-
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turing process to be able to keep the axial load resistance of the 2-piece food cans within specifications
across different tinplate thickness gauges.

The axial load resistance is measured twice per shift on 16 manufactured food cans. The mea-
surements are performed on a gauge that stores the results and automatically send the results to the
Datalyzer program. The gauge is called the Trac Gauge and this gauge performs various dimensional
and strength measurements on the 2-piece food cans throughout the manufacturing process. Datalyzer
is a quality tool where various quality measurements are stored. Datalyzer not only provide an inter-
face where historical quality data can be accessed, but also is capable of providing quality information
such as process capabilities.

The axial load resistance is a dependent variable and the output is given as real numbers. The axial
load resistance is measured in Newtons, with a specified range of 165N to 235N. Generally the axial
load resistance is within these specifications and generally there are no problems in terms of process
capabilities for this quality measurement. The objective is therefore not focused on improving axial
load resistance, but rather to understand how axial load resistance relates to other factors in the process
with the aim that any changes made in process improvement will still deliver cans with suitable axial
load resistance.

The specified range for axial load resistance for a 2-piece metal food can is 70N. If the range
is represented as a six sigma range or six standard deviations within the normal distribution with
a specified alpha value, then a standard deviation will be 11.67N for such a normal distribution as
illustrated in Figure 5.2.
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Figure 5.2: : Standard deviation of the normal distribution of axial load resistance of 2-piece metal
cans.

5.4 RATIONALE

In this case study the complex relationships between various factors in the process and the response
variable of axial load resistance of 2-piece food cans will be described in a model. Knowledge of
how factors in the process influence the response can supply valuable information on the possible
viability for light weighting of material. A further benefit of being able to understand how factors in
the process influence the response is enhanced capability to control quality parameters throughout the
process and in the final manufactured product.

The ability to better understand the relationship between the axial load resistance, and various
factors in the manufacturing process for 2-piece metal food cans, can have a financial benefit for the
manufacturer. The possible financial benefit can be derived from light weighting of the metal cans by
decreasing the incoming tinplate thickness gauge, therefore saving on raw materials. Currently the
incoming material is tinplate sheet wound in a coil, the coils weigh about 9 metric tonnes each. The
thickness gauge of the tinplate is 0.29mm currently. The potential savings of a decrease of 0.01mm
thickness gauge per metric tonne is about 30 US dollars. On an average day there are more than a 1
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000 000 cans produced. For every cent saved on manufacturing costs per can, the savings per day will
translate to about R10 000.

To consider light weighting of 2-piece food cans it is important to understand the complex relation-
ship between factors related to the raw material, factors related to various steps in the manufacturing
process as well as uncontrollable factors. Light weighting of food cans can only be considered if all
the quality specifications of the food cans can still be adhered to.

After completion of this case study, there will be a predictive model that can predict the axial load
resistance for 2-piece metal food cans. In further work, beyond the scope of this case study, the model
will be expanded to include data from down-gauged tinplate. The outcome of the expanded model
will be to control the important factors in the manufacturing process to be able to keep the axial load
resistance of the 2-piece food cans within specifications across different tinplate thickness gauges.

A further consideration that will fall outside of the scope of this case study is to determine whether
light weighting can be achieved with our current process, or if it will be necessary to change some
of the equipment. If light weighting cannot be achieved with the current equipment, the equipment
or tooling that will need to be changed will be the beader rail. The approximate cost of replacing
the beader rail will be about 35 000 British pounds. If a spare rail is included in the purchase the
investment will add up to 70 000 British pounds.

5.5 MANUFACTURING PROCESS FLOW

The metal can manufacture process is described in Chapter 2, section 2.2.4. The 2 -piece metal can
manufacturing process is a DWI process of which the process flow is displayed in Figure 5.4. There
are various benefits in using 2-piece food cans instead of 3-piece food cans:

• There is no side seam or bottom seam on the cans. This results in a more visually appealing
can, but more importantly, the 2-piece metal can is a can with less risk to food contamination
through weaknesses on seams due to much less seam distance per can. Figure 5.3 shows a
section of a 2-piece can with a cross-section of the double seam at the top.
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Figure 5.3: : 2-piece can with cross-section of the double seam

• Lacquer adhesion is excellent on these cans due to passivisation of the metal surface.

• Cost savings due to less metal usage in the manufacturing of 2-piece cans when compared to
3-piece cans.

For this case study, data was collected on three sub-sections of the 2-piece food can manufacturing;
the front end, the flanger and the beader. The factors, on which data was collected as part of the
process improvement project, were largely determined by the findings from the preparatory work that
was done and that was described in Section 5.2.

The front end sub-section process flow is illustrated in Figure 5.5. The figure flows from right
to left starting at the raw materials. Tinplate in coils are brought from the stores as per scheduled
job numbers. A coil is loaded onto a coil handling station, from where the coil is continuously fed
through a lubrication station. During lubrication very small amounts of oil is applied to the tinplate
surface to assist with the ironing process later on in the process. From lubrication the tinplate is fed
through the cupper press, where disks are cut out of the tinplate and those disks are formed into cups.
The cups are then fed, via conveyor belts, into 1 of 5 body-makers, where the tinplate cups’ walls are
ironed out to form cylinders with one closed end as illustrated in Figure 5.6. Each body-maker has 3
trimmer heads which trim the cans to within a specified trimmed can height.
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Figure 5.5: : 2-Piece metal can front end process flow

Figure 5.6: : Wall ironing of a 2-piece metal can body at a front end body-maker

The factors that were used for the case study in the front end sub-section of the process were the
raw material supplier, the body-maker number, the trimming head number, as well as the quality data
from the front end can measurements which include front end trimmed can height, front end mid-wall
thickness, front end top-wall thickness and panel depth.

The flanger sub-section process flow is illustrated in Figure 5.7. After the trimmed cans exit the
front end section of the manufacturing process the trimmed cans go through a washer and a dryer. The
dried cans are then coated on the stand rim of the can and send through a curing oven. The rim coated
and cured cans are then flanged. The flange on the open end of the can is necessary to be able to seam
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and end onto the can after it has been filled with product at the customer. A suitable flange length is
needed to ensure proper double seams are formed when the end is seamed onto the can body.

Figure 5.7: : 2-Piece metal can flanger process flow

During flanging the flanger heads spin separately whilst forcing the edge on the open side of the
can into the required shape as illustrated in Figure 5.8. There are 10 different flanger heads in the
flanger sub-section.
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Figure 5.8: : Flanger illustration of flange formation on metal food cans

The factors that were used for the case study in the flanger sub-section of the process were the
flanger head number as well as the quality data from the flanger can measurements which include
flanger can height and flange width.

The beader sub-section process flow is illustrated in Figure 5.9. After the flanger, the cans are
video inspected and any can with trim inside or with a dented body will be ejected from the conveyor
into a scrap basket. From the camera inspection section the cans are transported via a conveyor belt to
the beader. The cans are beaded and a roll-bead is also created. The roll-bead increases the strength
of the lower wall of the can and also assists in the can handling. After the beader, the cans are spray-
coated with an epoxy coating, inspected, marked for tracing and identification, cured and packed onto
pallets with an automatised packing system.

Figure 5.9: : 2-Piece metal can beader process flow

At the beader, the beading spindles enter the cans and roll them against a beading rail. The beads
on the rail coincide with the hollows on the mandrels and generate the profile as shown in Figure
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5.10. Beads strengthen the can’s panelling pressure resistance, which helps to prevent the can from
collapsing inwards, during food processing stages, once filled. Other advantages of beaded cans is
that cans are more dent resistant and thinner tinplate can be used to manufacture the cans. There are
16 different beader mandrels in the beader sub-section.

Figure 5.10: : Beader illustartion of beading of metal food cans

The factors that were used for the case study in the beader sub-section of the process were the
beader mandrel number as well as the quality data from the beaded can measurements which include
factory finished can height, beaded can flange width, roll-bead diameter, roll-bead position, bead
symmetry and bead depths.

5.6 DATA

Refer to Appendix B for the Python code used throughout this section and the next section of the case
study.

5.6.1 Data description

Data used for this case study consisted of quality data, raw material supplier and instrument identifica-
tion numbers. The quality data used for the analysis are all physical measurements of dimensionality
or strength during the three sub sections of the manufacturing process. Section 5.2 looked at many
factors of the 2-piece metal can manufacturing process. The feature selection algorithm employed
during this proof of concept found that the quality data together with the raw material data had the
biggest influence on the finished can height. Since the quality data is fairly easily obtainable and can
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be transformed into an usable format, the data analysis used the quality data as major contributor of
the data used in the machine learning models. Future iterations of the predictive analytics process
can, if necessary, delve into more depth of the factors that may influence the quality outcomes e.g.
ambient temperature, machine oil temperature, line speeds or chemical analyses of tinplate coils.

Except for the quality data that can be extracted from the Trac gauge, the only other data that was
used for the data analysis was the categorical data of raw material suppliers as well as the different
instrument identification numbers. The raw material supplier data can be obtained from log sheets as
well as from a QlikView page. The instrument identifications, such as beader mandrel number, can
also be obtained from the Trac gauge data.

Data was extracted from the Trac Gauge in a .dat format. From the .dat format the data was
transferred to a text file and imported into a Microsoft Excel file. Data from 31 March 2021 to 08 July
2021 was saved into Excel in four data tables.

The first data table consisted of front end data, which were data from measurements on the cans
after it exited the front end of the manufacturing process. The trimmed can heights, top wall thickness,
mid wall thickness and the panel depth of the cans were measured. The cans were sampled from the
different body-makers and trimmer heads. The data table consisted of 6298 row entries. Some row
entries that had no entered values were deleted, leaving 5958 row entries. There were a few days
where a different size can was run through the manufacturing process. The standard can is a 73mm
by 110mm can size, but for the period from 21 April 2021 to 26 April 2021 jam cans were produced,
which have a size of 73mm by 97mm. Since there are different specifications for some of these two
cans’ attributes, the jam can data was also deleted from the data table, leaving 5403 row entries.

The second data table consists of flanger data, which were data from measurements on the cans
after it exited the flanger of the manufacturing process. The flanged can heights and the flange widths
of the cans were measured. The cans were sampled from the different flangers. The data table con-
sisted of 2446 row entries. Some row entries that had no entered values were deleted, leaving 2354
row entries. After deleting the jam can data from the data table, it left 2151 row entries.

The third data table consisted of beader data, which were data from measurements on the cans after
it exited the beader of the manufacturing process. The beaded can heights, beader can flange widths,
roll bead diameter, roll bead position, bead symmetry, bead depths and the axial load resistance of the
cans were measured. The cans were sampled from the different beaders. The data table consisted of
3487 row entries. Some row entries that had no entered values were deleted, leaving 3379 row entries.
After deleting the jam can data from the data table, it left 3363 row entries.

The fourth data table also consisted of beader data, but in this table the panelling pressure resistance
of the cans were measured instead of the axial load resistance. The data table consisted of 3584 row
entries. Some row entries that had no entered values were deleted, leaving 3344 row entries. After
deleting the jam can data from the data table, it still left 3344 row entries.
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Various data exploration methods were executed on the data of the four data tables. Things that
were explored and changed were:

• Some of the data tables had many unnamed columns, which were also empty, these were
deleted.

• The data was searched for any possible duplicate values, none were found.

• The data attributes’ data types were searched. Some categorical attributes were integers because
they were seen as ordered numbers e.g. body-maker numbers 1 to 5, but 5 is not larger than 1
in this case. Numbers 1 to 5 identifies which body-maker is referred to and therefore the data
types were changed to objects for these attributes.

• Data was described by calculating the count, mean, standard deviation, minimum, 25% data
interval, 50% data interval, 75% data interval and the maximum. This description of the data
gives an idea of the spread of data, and if there might be any outliers. From Figure 5.11, Figure
5.12, and Figure 5.13 it is indicative that there are some values that might be outliers, specif-
ically the maximum values of some the measured factors. See Appendix A.2.1 and Figure
A.1 for the beader descriptive statistical table of the beader data set that includes the panelling
pressure resistance. The reason for the two sets of data over the same time period for the beader
sub-section of the manufacturing process is that both axial load resistance as well as panelling
pressure resistance are destructive tests and therefore it is not possible to perform both tests on
the same beaded can.

Figure 5.11: : Basic Statistics table for front end data of 2-piece metal food can manufacturing
process
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Figure 5.12: : Basic Statistics table for flanger data of 2-piece metal food can manufacturing process

Quantile-quantile plots were drawn for each of the factors to determine the normalcy of the data
distribution and to visualize outliers. See Figure 5.14 for quantile-quantile plots of front end can
heights, mid-wall and top-wall thicknesses as well as panel depths.

Figure 5.15 show the quantile-quantile plots of flanged can heights as well as flanged can flange
widths.

Figure 5.16 show the quantile-quantile plots of beaded can heights, flange widths, roll bead di-
ameters, roll bead positions, bead depths as well as axial load resistance. A similar set of data exists
for the beader, but which replaces the axial load resistance with panelling pressure resistance. See
Appendix A.2.1 and Figure A.2 for the quantile-quantile graphs of the beader data set that includes
the panelling pressure resistance.
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Figure 5.14: : Quentile-quentile plots for the front end of 2-piece metal food cans

Figure 5.15: : Quentile-quentile plots for the flanger of 2-piece metal food cans
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Figure 5.16: : Quentile-quentile plots for the beader of 2-piece metal food cans

From the graphs it can be seen that the data, for all the factors, was normally distributed, but there
are some evidence of outliers. The outliers for the various factors were not across the same dates and
times, therefore the outliers could not be traced to a specific instance where wrong data was captured.
The different outliers did however cause large ranges for most of the factors. Many of these single
measured values were too high or too low to be realistic and therefore it would make sense to treat the
outliers as data errors.

5.6.2 Data assessing

Assessing of data included the identifying of missing data and the identifying of the data types, com-
bining data tables where possible, searching for correlations in the data, visualizing the data and
assessing the categorical data.
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5.6.2.1 Data types and missing data

According to (Raschka 2015), the amount and quality of data that is fed into a ML algorithm is very
important for the model to be able to learn from the data and give useful outputs. For various reasons
there may be missing data. Missing data cannot be left as blanks as the ML algorithms generally
cannot handle missing values and will respond with error messages, or the outcome of the model will
be inaccurate. Some methods to handle missing data is to remove the data or to impute the missing
values. Removing too many data points can affect the accuracy of the predictive model and decrease
the reliability of the ML model. Imputation of data can include replacing missing values with the
mean values for that factor, or the median value or the most frequent value. Section 5.6.1 of the case
study describes that there were not much missing data, and that the missing data was deleted and not
imputed.

Data types can be categorical or numerical. Categorical data is data that is separated by different
classes. The categorical data can be either nominal or ordinal. Ordinal data is data in categories that
can be ordered from a smaller number to a bigger number with the bigger number also representing
a bigger value. Nominal categories do not subscribe a ranking in the magnitude of the different cat-
egories. Ordinal features should be represented as integers in a ML model. Nominal integers cannot
be represented as numbers in a single feature column and therefore one-hot encoding is applied. In
one-hot encoding, dummy variables are created for each nominal class variable and binary values are
used to represent the presence of a class, where 1 indicates the presence of that variable in the new
dummy variable column and 0 indicates the opposite. A disadvantage of introducing one hot encoding
is that it can cause multicollinearity in the dataset which can cause problems for some ML methods
(Raschka 2015)

In the case study, the factors that have different categories are the various instrument identification
numbers e.g. body-maker number 1 to 5, trimmer head 1 to 3, flanger 1 to 10 and beader 1 to 16.
Refer to Figure 5.17 where the beader column in the dataframe, which was coded as objects and
not numbers, has been expanded to 16 different columns. Each beader number from 1 to 16 now is
a separate column consisting of 0 and 1 integers and 1 represents the beader in that column and 0
represents the absence of the beader in that column. The one hot encoded dataframe was concatulated
with the original dataframe to replace the original beader column with the 16 new beader columns.
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Figure 5.17: : Snippet of dataframe that includes one hot encoded columns of the beader categorical
variable

5.6.2.2 Combination of data tables

As described in Section 5.2, there are 3 sub-sections in the manufacturing process flow of 2-piece
metal food cans. Sub-section 1 and 2 both were represented with a single data table and sub-section
3 was represented with two data tables. The two data tables of sub-section 3, the beader, were similar
in dates, times and all the factors, except for one factor. One data table had axial load resistance and
one data table had panel pressure resistance as factor. The reason that there were two data tables,
was that both axial load resistance as well as panel pressure resistance were destructive tests, and
therefore it was impossible to do both measurements on the same beaded can. These two tables
could be appended due to similar dates and times these measurements were performed and logged
into the data tables. Although the axial load resistance and panelling pressure resistance are not
directly relatable, there still might be strong correlations between these two response factors due to
measurements made on cans that were produced at the same time and under the same conditions.
In this case study the panelling pressure resistance data was appended to the axial load resistance
data table. The advantage of appending the two tables is that axial load resistance and panelling
pressure resistance can be captured into one data table. The disadvantage is that the panelling pressure
resistance, as a response, will not be as accurately predicted as the axial load resistance, since the data
table consists of measurements done on the same cans as was done for axial load resistance. A
solution is to develop two models for each response variable. Any further phases in the conclusion of
the project on which this case study is based can include two separate predictive models for the two
response variables.

The flanger and front end data tables also had similar dates and times for measurements, as the
beader, but the factors are different. The difficulty in appending these two tables with the beader table
was the impossibility to directly relate the flanger head number and the body-maker number to the
beader mandrell number.

When a can is manufactured, it first goes through one of six body-makers. The body-maker num-
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ber is recorded during the front end quality measurements. In the second section, cans go through a
flanger and the flange is formed via 1 of 10 flanger heads. The flanger head is recorded during the
measurements, but at this stage the body-maker number is not captured during the flanger measure-
ments. The same applies for the beader quality measurements at the third section, where beads are
formed via 1 of 16 bead mandrells, but neither the body-maker number, nor the flanger head number
is related to these cans when they are measured.

Due to the reasons described in the above paragraph, data tables for sub-section 1 and 2 cannot
be directly related to the beader. One solution was to only use beader data and discard data tables
for sub-section 1 and 2. The disadvantage for this solution is that valuable and relevant information
for the predictive analytics could be lost. A second solution, and the method that was used, was
to calculate the average value of each flanger and front end measurement instance and append these
average values to the beader data table. An example of how this was done, was to calculate the average
values of flanger head 1 to 10 factors for each measuremnt instance and then append this average value
to beaders 1 to 16 for the same measurement instance. In this way the ML model might be able to
relate all the factors in the flanger and front end section to the beader section, with the exception of
the categorical factors: flanger head number, front end body-maker number and front end trimmer
head number.

5.6.2.3 Correlations in the data

The data of the combined data table consisted of 47 factors and 3179 measured instances. Of the 47
factors, the first two columns were the date and the time factors. There were a further 3 categorical
factors; the team, the raw material supplier as well as the beader mandrel number. The other 42 factors
all were numerical factors. Of those 42 numerical factors, two were considered the response variables
namely the axial load resistance and the panelling pressure resistance. The response variable that
the model should predict in this case study is the axial load resistance. A correlation table of the 42
numerical factors were drawn as can be seen in Figure 5.18.

The correlation between factors can be visualized with heat maps, scatter plots as well as parallel
coordinate plots.

• A correlation heat map was drawn for the numerical factors in the process to visualize the
correlation between these factors as seen in Figure 5.19 . A correlation heat map is a visual
representation of the correlation table in Figure 5.18. In the correlation heat map the blocks
closer to yellow show good positive correlation and blocks closer to dark green show negative
correlation. The lighter the shade of yellow or green the weaker the correlation.

97

Stellenbosch University https://scholar.sun.ac.za



Figure 5.18: : Extract of correlation table of the final data frame used for model building in 2-piece
metal food can case study
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Figure 5.19: : Correlation heat map for the process factors

The diagonal line of yellow blocks evident in Figure 5.19 represents the factors’ correlations
with themselves which is a perfect 1. The other factors that display good correlations with each
other as well as with the two responses are all the bead depth factors and is visually represented
by the mostly yellow block in the top right quadrant of the correlation heat map. Generally
what could be seen from the correlation heat map as well as the correlation table are;

– The two response factors of axial load resistance and panelling pressure resistance were
inversely correlated to each other; the higher axial load resistance was, the lower panelling
pressure resistance was.

– There were strong relationships between all the individual bead depths as well as average
bead depth with the response factors; the higher the bead depths the higher the panelling
pressure resistance and the lower the axial load resistance were.

– Beaded can height, also known as the factory finished can height, also was correlated to
the response factors; the higher the beaded can height the higher the axial load resistance
and the lower the panelling resistance were. Beaded can height was also related to bead
depths in a similar way that the response factors were, and therefore it was likely that the
response factors are influenced by only bead depths or can heights.

– Other correlations between the response factors were; axial load resistance was positively
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correlated to front end mid-wall thickness, and panelling pressure resistance was nega-
tively correlated with roll bead positions. Again it can be seen that roll bead position was
also related to bead depths in a similar way that panelling pressure resistance was, and
therefore it was likely that the panelling pressure was influenced by only bead depths or
roll bead position.

– Other correlations of interest were: front end mid-wall thickness was positively corre-
lated to front end top-wall thickness and negatively correlated to front end can height.
The flange width on the flanged cans and the flange width on the beaded cans were also
positively correlated.

– All the bead depths from 1 to 19 showed positive correlations with each other. Some of
these correlations were very high at almost 100 correlation e.g. beads 7 to 15 has shown
stronger correlations with each other than with beads 1 to 6.

• Scatter plots were drawn to visually show the correlation between the average bead depth and
respectively the panelling pressure resistance and the axial load resistance as seen in Figure
5.20.

Figure 5.20: : Scatter plots for panelling pressure resistance and axial load resistance respectively
against the average bead depth of beaded food cans

The Pearson’s correlation for these two factors with average bead depth is 0.760080 and -
0.703971 respectively, which is indicative of a significant statistical positive correlation be-
tween bead depth and panelling pressure resistance of 2-piece metal food cans and a significant
negative correlation between bead depth and axial load resistance of 2-piece food cans. Refer
to Appendix A.2.2 and Figure A.3 for the scatter plot between the two response variables.

• A parallel coordinate plot has been drawn to visualize coordination between factors which will
be difficult to see from the other visual tools (see Figure 5.21).
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Figure 5.21: : Parallel plot of average bead depths versus some other process factors

The parallel coordinates plot vary lines from shades of blue to shades of red that respectively
show lower to higher values for average bead depths of the beaded cans and how each instance
relates to the other factors shown in the graph. From Figure 5.21 it can be seen that there was
a relation between bead depth averages and panelling pressure resistance, axial load resistance,
roll bead position and beaded can height average. The parallel coordinate graph also showed
poorer correlations between average bead depth and the front end top-wall thickness, front-end
mid-wall thickness and front end can height, but it was evident from the graph that there were
slight trends that can be picked up there as well.

5.6.2.4 Visualization of the data

Evident from the quantile-quantile plots, the correlation plots, the parallel coordinate plots as well
as the statistical summary of the data, was that there were outliers. The spread of the data can be
visualized by using boxplots. A boxplot shows the distribution of data. The orange line in the box
shows the median value. The box represents all the data from the 25th to the 75th percentile and is
known as the inter-quartile range. The two whiskers on either side of the box are 1.5 inter-quartile
ranges beyond the box. Any points outside the whiskers can be described as the outliers.

As can be seen in Figure 5.22 there were outliers in both the axial load resistance data as well as
the panelling pressure resistance.
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Figure 5.22: : Boxplots of axial load resistance and panelling pressure resistance

Outliers were evident in many of the factors represented in the data collected from the process as
can be seen in Figure 5.23.

Figure 5.23: : Selected boxplots from the 2-piece metal can manufacturing process
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5.6.2.5 Categorical data

ANOVA can be used to test whether categorical variables are similar. A categorical factor will have 2
or more different categories or groups. The one-way ANOVA is performed by taking random samples
from each group. The mean of each group is calculated and the variation of the means within the group
is compared to the mean among the groups. The hypothesis for similarity is then tested based on the
F-score and the P-value, see Section 3.5.2.1 for a mathematical description of ANOVA. Assumptions
that must be satisfied when doing an ANOVA is that the data from all the sample sets are independent
and that the data points for all the sets are normally distributed. The normality was already checked
and satisfied with the drawing of the quantile-quantile plots as described in Section 5.6.1.

ANOVA uses a null hypothesis and an alternate hypothesis. The Null hypothesis in ANOVA is
valid when all the sample means in the group are equal, or they don’t have any significant difference,
thus they can be considered as a part of a larger set of the population. On the other hand, the alternate
hypothesis is valid when at least one of the sample means is different from the rest of the sample
means.

ANOVA was performed on beader mandrel numbers, production teams and raw material suppliers
as categories. The numerical factors used for the ANOVAs were the response factor of axial load
resistance. Random samples of 500 instances were drawn and the steps involved in ANOVA were
performed on the data and the hypotheses were accepted or rejected. The null hypotheses for axial
load resistance was rejected for both the beader mandrels as well as the raw material suppliers. This
indicated that

• all the different beader mandrels did not give statistically similar responses, therefore the null
hypothesis was rejected.

• all the different raw material suppliers did not give statistically similar responses, therefore the
null hypothesis was rejected.

• all the different production teams did give statistically similar responses, therefore the null
hypothesis was accepted.

The outputs of the Python code for the categorical variables related to the axial load resistance can be
seen in Figure 5.24.
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Figure 5.24: : ANOVA results for beader mandrel numbers, raw material suppliers and production
teams in relation to axial load resistance

The null hypotheses were rejected for the raw material suppliers as well as the beader mandrels,
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which suggested that these two categorical values should be incorporated as numerical categories in
the data frame that will be used for predictive modelling.

5.6.3 Prepare data

Data preparation is the process of preparing data for algorithms that will be used in the ML models.
Data preparation for the case study comprised of scaling data and reducing the data dimensionality
with feature selection and feature extraction.

5.6.3.1 Scaling of data

Before the data was scaled the outliers were removed from the data table. Some of the outliers did
not seem to be realistic outcomes for the process and therefore can probably be attributed to some
or other form of error in capturing the data. Outliers were specifically removed from the axial load
resistance response factor by replacing the top half percent and bottom half percent of the data values
with the mean values of the axial load resistance data. Outliers were also removed from the following
process factors; front end mid-wall thickness, flanged can height, beaded can flange width, beaded
can height and beaded can roll bead position. Outliers were identified in these process factors from
the descriptive statistics and quantile-quantile plots and boxplots.

According to (Subasi 2020) data needs to be normalized or standardized when using some algo-
rithms in the modelling phase of the process improvement framework. Normalization is the re-scaling
of data between two values such as -1 and 1. Standardization is the re-scaling of data around zero to
form a normal distribution around the zero point. See Section 3.5.2.2 for an expanded description on
scaling. As part of the algorithms used in the ML modelling described later in this chapter, data used
in this was standardized.

5.6.3.2 Feature selection

Both SFS as well as random forests were used for future selection on the case study data.

Python was used to do SFS on the case study data. The data table consisted of 66 factor columns.
One factor was the date/time column and two more factors were the response factors, which were
removed from the data used in the SFS algorithm. The remaining 63 factors were used to determine
the performance of the axial load resistance as response variable. The algorithm was set to continue
until the top 20 factors have been selected. Figure 5.25 shows the performance of the top 20 factors
to predict the axial load resistance of a 2-piece metal food can manufacturing line using SFS.
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Figure 5.25: : Performance of the top 20 factors to predict the axial load resistance of a 2-piece metal
food can manufacturing line using SFS

From Figure 5.25 it can be seen that the standard error stabilises around 10 or 11 factors which
is an indication that the model that will be used to do predictive analytics may be almost as accurate
with those 10 factors as with all 63 factors. The top 10 factors that would maximize the performance
of a predictive model to predict axial load resistance according to the SFS algorithm were:

• Bead depth of bead 18 on the beaded can

• Front end mid-wall thickness

• Bead depth of bead 8 on the beaded can

• Mandrel head number 9 at the beader

• The flange width on the cans after the flanger

• Mandrel head number 11 at the beader

• Bead depth of bead 12 on the beaded can
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• The roll bead position on the beaded can

• The roll bead diameter on the beaded can

• The factory finished can height of the beaded can

From the SFS results for the axial load resistance it seems that the most important factors that will
maximize the performance of a predictive model will be the raw materials used, mid-wall thickness
and panel depth on the can after it exits the front end, flange width on the flanged can after it exits the
flanger, the beader mandrel head used during beading of the cans and the bead depths after the cans
exit the beader.

The second feature selection algorithm that was used for the case study was random forest regres-
sion. According to Schonlau and Zou (2020) random forest regression are better than linear regression
to do predictive analytics. Linear regression models are easy to interpret but random forest regression
is much more flexible due to its adaptability towards non-linearity, which makes it more suitable for
predictions.

A decision tree divides a given data set into two groups according to a stated condition until a
specific criterion has been reached, see Figure 5.26 as an illustrative example.

Figure 5.26: : An example of a decision tree (Schonlau and Zou 2020)

Decision trees can be used for classification as well as regression predictions, but tend to be prone to
over-fitting which causes generally poor predictive capabilities. To increase the predictive capabilities
of decision trees, the predictions from many trees can be averaged out in an ensemble tree-based
algorithm called a random forest regression.

Python was used to do random forest regression on the case study data. Just as was the case
with SFS, 63 factors were used to determine the performance of the axial load resistance as response
variable. Figure 5.27 shows a snippet of an example of a random forest regression tree to determine
the most important factors to predict axial load resistance.
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Figure 5.27: : An example of a section of a random forest regression tree to determine the most
important factors to predict axial load resistance

The top 10 factors that would maximize the performance of a predictive model to predict axial
load resistance according to the random forest algorithm and their relative importance can be seen in
Figure 5.28

Figure 5.28: : The top 10 factors that would maximize the performance of a predictive model to
predict axial load resistance according to the random forest algorithm

From Figure 5.28 it can be seen that only the top 9 most important factors have an importance of
more than 1%.

From the random forest regression results for the axial load resistance it seems that the most impor-
tant factors that will maximize the performance of a predictive model will be the trimmed can height,
mid-wall thickness and panel depth on the can after it exits the front end, flange width on the flanged
can after it exits the flanger and the bead depths after the cans exit the beader.
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5.6.3.3 Feature extraction

Python was used to perform the feature extractions methods of PCA and LDA on the case study data.
PCA is affected by scale in the data and therefore data needs to be standardized before applying of
the PCA. PCA ends up with a principal components data table that has low correlation between the
principal components because variance has been removed from the data. See Figure 5.29 for the first
20 rows of the PCA data table. The PCA data table was extracted from the case study data table
by means of a PCA algorithm. The 8 extracted principal components contain about two-thirds of
the information contained in the whole data set as calculated by the explained variance algorithm in
Python.

Figure 5.29: : Data table with 8 principal components extracted from the case study date set in
manufacturing of 2-piece metal food cans

PCA is useful to extract features from the original data and to compress the data when the ML
predictive model are going to be sensitive to correlations in your data. If the ML predictive models
are ensemble methods such as random forest regression or XGBoost regression, correlations in data
will not be an issue.

The axial load resistance variable in the case study data was categorized from numerical values to
three categories; high axial load resistance, mid axial load resistance and low axial load resistance.
The 63 numerical factors in the case study were then run through an LDA algorithm in Python using
scikit-learn and the axial load resistance categories were plotted against the top two linear discrimi-
nants, see Figure 5.30. Figure 5.30 shows LDA analysis could discriminate between the high (blue),
green (mid), orange (low) axial load resistance. The three groups are distinguishable, but still shows
some overlaps.
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Figure 5.30: LDA of case study data for manufacturing of 2-piece metal food can manufacturing

5.7 PREDICTIVE MODEL BUILDING AND ACCURACY EVALUATION

For this case study, regression models were developed. Regression models are models that aim to
predict a response as a numerical value on a continuous scale. Regression models can be used in
industry to understand relationships within a process, evaluate trends in a process or to predict an
outcome in the process (Raschka 2015). Various regression models have been developed of which
some will be deployed for this case study. The following regression models have been attempted:

• Linear regression.

– Simple linear regression.

– Multiple linear regression.
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• Penalized linear regression.

– RANSAC regression

– Lasso regression

– Bayesian Ridge regression.

• Support vector machines regression.

• Decision trees.

– Simple decision tree regression.

– Random forest regression.

• Boost regression.

– AdaBoost regression.

– Gradient boost regression.

All the regression models have been evaluated for accuracy.

5.7.1 Linear regression

5.7.1.1 Simple linear regression

Simple linear regression is the most basic type of linear regression. Simple linear regression draws the
correlation between the response, or dependent variable, and a single factor, or independent variable,
from the data set. A simple linear regression model can be depicted as the best fitting straight line
through the training data. See Figure 5.31 and Section 3.6.1.1 for more information on simple linear
regression.
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Figure 5.31: Visual representation of a linear regression model (Raschka 2015)

In Section 5.6.3.2 the most important features were determined by random forest feature selection.
The different bead depths were generally the most important factors and therefore the average bead
depth was used as the independent variable to predict axial load resistance. Figure 5.32 shows a graph
of the scatter plot of axial load resistance vs. average bead depths.

Figure 5.32: Scatter plot of axial load resistance vs. average bead depth of 2-piece metal food cans
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The data was split between a test set and a train set at a ratio of 80% / 20%. The training
data was used to train the linear regression model and the output was a regressor intercept (w0) of
386.87533578833893 and a regressor coefficient (w1) of -325.22496362. The linear regression model
was used to predict the axial loads of the test data set, see Figure 5.33 for some of the predicted
values.

Figure 5.33: Linear regression model’s predictions of axial load resistance of 2-piece metal food cans

The accuracy of the linear regression model was determined by calculating the mean absolute error
(MAE) as well as the root mean squared error (RMSE) of the predicted axial load resistance when
compared to the actual axial load resistance.

The MAE was 6.8161940081813155 and the RMSE was 8.446413963663227 for the linear re-
gression model.

In Section 5.6.3.3 the most important features were determined by PCA. When the first component
was used to predict the axial load resistance by means of a linear regression model, the MAE was
6.612780912137475 and the RMSE was 8.240349335477788. The MAE is smaller as a standard
deviation of the normal curve of the specification range of axial load resistance as illustrated in Figure
5.2.

The PCA data accomplishes accuracy scores similar, but slightly better, than the feature selection
data for the linear regression model.
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5.7.1.2 Multiple linear regression

Most real world industrial problems will be much too complex to solve with a simple linear regression
model. Multiple linear regression replaces one factor with as many that are needed,

y = w0x0 + w1x1 + · · ·+ wmxm

where m = the number of factors.

When the multiple linear regression model only use 2 factors to predict the response the mode can
be represented as Figure 5.34 shows.

Figure 5.34: Visual representation of a 2-factor multiple linear regression model (Raschka 2015)

Visualization of a regression model beyond two factors are very difficult. See Section 3.6.1.2 for
more information on multiple linear regression.

A multiple linear regression model was built to predict axial load resistance with average bead
depth, front end mid-wall thickness, flange width as well as material supplier as independent variables.
The material supplier was added as whether Nippon was the supplier or not (if not Nippon, it has to be
Arcerol Mittal since there were only two suppliers as part of the catured data). Figure 5.35 shows the
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coefficients (w1, w2, w3, w4) for the multiple linear regression model to predict axial load resistance
in a 2-piece metal food can manufacturing line.

Figure 5.35: Coefficients for the multiple linear regression model to predict axial load resistance of a
2-piece metal food can

The multiple linear regression model was used to predict the axial loads of the test data set, see
Figure 5.36 for some of the predicted values.

Figure 5.36: Multiple linear regression model’s predictions of axial load resistance of 2-piece metal
food cans

The accuracy of the multiple regression model was determined by calculating the mean absolute
error (MAE) as well as the root mean squared error (RMSE) of the predicted axial load resistance
when compared to the actual axial load resistance.
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The MAE was 5.719408990796563 and the RMSE was 7.2522258832943685 for the linear re-
gression model. Both the MAE as well as the RMSE showed improvements for the multiple linear
regression model when compared to the linear regression model.

In Section 5.6.3.3 the most important features were determined by PCA. When the first four com-
ponents was used to predict the axial load resistance by means of a multiple linear regression model
The MAE was 5.653828690227282 and the RMSE was 7.099070162436459. The MAE is smaller as
a standard deviation of the normal curve of the specification range of axial load resistance as illustrated
in Figure 5.2.

The PCA data accomplishes accuracy scores similar, but slightly better, then the feature selection
data for the multiple linear regression model.

5.7.2 Penalized linear regression

Examples of ML models that use penalized linear regression algorithms are RANSAC regression,
Lasso regression and Bayesian ridge regression.

5.7.2.1 RANSAC regression

Linear regression methods can be affected by outliers. In section 5.6.3.1 some of the outliers were
removed from the data, but the effect of the outlying data on our current compacted data sets are not
known. Random sample consensus (RANSAC) regression can be used on data to negate the effect
that outlying data points may have on predictions (Raschka 2015). An algoritm such as RANSAC can
be used in a process that is prone to outliers, or where an outlier can negatively affect the accuracy of
a predictive models.

The data table described in Section 5.6.3.2, which was developed from random forest feature
regression was used to demonstrate RANSAC. Outliers were identified as those data points that were
more than 20 units from the regression line as depicted in Figure 5.37.
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Figure 5.37: RANSAC regression showing outliers in green and inliers in blue

The intercept of the RANSAC regression was 393.731, and the slope was -336.792. The linear
regression model had an intercept (w0) of 386.875 and a coefficient (w1) of -325.225, which was not
that different from the RANSAC regression model. Outliers were removed from the original data
set and since the removal of the remaining outlying data points did not change the outcome of the
regression model much, there was probably no need to use RANSAC as part of this case study’s
predictive analytical model.

5.7.2.2 LASSO regression

Least absolute shrinkage and selection operator (LASSO) regression and ridge regression are ex-
amples of penalized regression. Both these regression methods apply a penalty to the regression
coefficients to control over-fitting. Ridge regression places a penalty on the magnitude of the sum
of squares of the coefficients and LASSO regression places a penalty on the amount of coefficients
(Dangeti 2017).

LASSO regression has been used on the data table described in Section 5.6.3.2 which was devel-
oped from random forest feature selection. Lasso regression demonstrates how the data can still be
compacted further and still be representative in a regression model by setting the most unnecessary
variables’ coefficients to zero.

A LASSO regression model was built to predict axial load resistance with all the factors from the
feature selection data table as independent variables. The Lasso regression model was used to predict
the axial loads of the test data set, see Figure 5.38 for some of the predicted values and Figure 5.39
for a visual representation of the predicted values vs. the actual values.
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Figure 5.38: LASSO regression model’s predictions of axial load resistance of 2-piece metal food
cans

Figure 5.39: Graph depicting the measured values vs. the actual values of a LASSO regression model
for the axial load resistance of 2-piece metal food cans

The MAE was 5.442785424670416 and the RMSE was 6.934690410442931 for the Lasso regres-
sion model. Both the MAE as well as the RMSE showed improvements for the LASSO regression
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model when compared to both the linear regression models. The MAE is smaller as a standard de-
viation of the normal curve of the specification range of axial load resistance as illustrated in Figure
5.2.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the axial load resistance by means of a LASSO regression model, the MAE
was 8.455854475785497 and the RMSE was 10.187157364219175.

The PCA data accomplishes accuracy scores that were less accurate than the feature selection data
for both the linear regression and multiple linear regression model. The PCA accuracy scores were
also not as accurate as was accomplished for the LASSO regression when the feature selection data
was used.

5.7.2.3 Bayesian ridge regression

Bayesian ridge regression has been used on the data table described in Section 5.6.3.2 which was
developed from random forest feature selection. Bayesian ridge regression is a form of linear regres-
sion where the probability distribution of the data is used rather than individual points. Predictions
are estimated not as a single value but are rather a representation of a probability distribution for that
prediction.

A Bayesian ridge regression model was built to predict axial load resistance with all the factors
from the feature selection data table as independent variables. The Bayesian ridge regression model
was used to predict the axial loads of the test data set, see Figure 5.40 for some of the predicted values
vs. the actual values.
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Figure 5.40: Bayesian ridge regression model’s predictions of axial load resistance of 2-piece metal
food cans

The MAE was 5.353472187632018 and the RMSE was 6.847221857102071 for the Bayesian ridge
regression model. Both the MAE as well as the RMSE were similar for the Bayesian ridge regression
model when compared to the LASSO regression model. The MAE is smaller as a standard deviation
of the normal curve of the specification range of axial load resistance as illustrated in Figure 5.2.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 principal
components were used to predict the axial load resistance by means of a Bayesian ridge regression
model, the MAE was 8.45845371387966 and the RMSE was 10.187025779450783. The PCA data
accomplishes accuracy scores that were similar for the Bayesian ridge regression model when com-
pared to the LASSO regression model.

5.7.3 Support vector machines regression

SVM is better known as a classification regression model. SVM attempts to map hyper-planes be-
tween groups or classes of data in multidimensional spaces. SVM regression uses the same principle
as SVM, but instead of mapping the data into categories, it finds a regression function for that mapped
data.

An SVM regression model was built to predict axial load resistance with all the factors from the
feature selection data table as independent variables. The SVM regression model was used to predict
the axial loads of the test data set, see Figure 5.41 for some of the predicted values and Figure 5.42
for a visual representation of the predicted values vs. the actual values.
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Figure 5.41: SVM regression model’s predictions of axial load resistance of 2-piece metal food cans

Figure 5.42: Graph depicting the measured values vs. the actual values of a SVM regression model
for the axial load resistance of 2-piece metal food cans

The MAE was 5.231672218430161 and the RMSE was 6.780831566497392 for the SVM regres-
sion model. Both the MAE as well as the RMSE showed improvements for the SVM regression
model when compared to the linear regression as well as penalized regression models. The MAE is
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smaller as a standard deviation of the normal curve of the specification range of axial load resistance
as illustrated in Figure 5.2.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 com-
ponents were used to predict the axial load resistance by means of a SVM regression model, the
MAE was 6.713128889067907 and the RMSE was 8.50215938479019. The PCA data accomplishes
accuracy scores that were less accurate than the feature selection data for the SVM regression model.

5.7.4 Decision tree regression

Decision trees breaks data sets up in subsets that become smaller and smaller until a path of tree nodes
lead to a leaf node as predicted outcome.

5.7.4.1 Simple decision tree regression

A simple decision tree regression model was built to predict axial load resistance with all the factors
from the feature selection data table as independent variables. The decision tree regression model was
used to predict the axial loads of the test data set, see Figure 5.43 for some of the predicted values
and Figure 5.44 for a visual representation of the predicted values vs. the actual values.

Figure 5.43: Simple decision tree regression model’s predictions of axial load resistance of 2-piece
metal food cans
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Figure 5.44: Graph depicting the measured values vs. the actual values of a simple decision tree
regression model for the axial load resistance of 2-piece metal food cans

The MAE was 7.030943396226416 and the RMSE was 9.063330485911642 for the simple de-
cision tree regression model. Both the MAE as well as the RMSE were not better for the simple
decision tree regression model when compared to the simple linear regression models. The MAE is
smaller as a standard deviation of the normal curve of the specification range of axial load resistance
as illustrated in Figure 5.2.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 com-
ponents were used to predict the axial load resistance by means of a decision tree regression model,
the MAE was 8.623031446540882 and the RMSE was 11.144850727391958. The PCA data accom-
plishes accuracy scores that were less accurate then the feature selection data for the SVM regression
model.

5.7.4.2 Random forest regression

The random forest regression model is an example of an ensemble regression model. An ensemble
regression model is a method that runs many predictive models and then combining these models by
averaging out the predictions of these models (Bowles 2019). Bagging is when each of these separate
predictive models randomly uses different portions of the training data to ensure the uniqueness of
each model.

A random forest regression model was built to predict axial load resistance with all the factors
from the feature selection data table as independent variables. The random forest regression model
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was used to predict the axial loads of the test data set, see Figure 5.45 for some of the predicted values
and Figure 5.46 for a visual representation of the predicted values vs. the actual values.

Figure 5.45: Random forest regression model’s predictions of axial load resistance of 2-piece metal
food cans

Figure 5.46: Graph depicting the measured values vs. the actual values of a random forest regression
model for the axial load resistance of 2-piece metal food cans
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The MAE was 4.851662347085858 and the RMSE was 6.199777158860995 for the random forest
regression model. Both the MAE as well as the RMSE were better for the random forest regression
model when compared to the SVM regression model as well as the other regression models described
previously in this chapter. The MAE is smaller as a standard deviation of the normal curve of the
specification range of axial load resistance as illustrated in Figure 5.2.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the axial load resistance by means of a random forest regression model,
the MAE was 6.181527793192358 and the RMSE was 7.882959580158262. The PCA data accom-
plished accuracy scores that were less accurate then the feature selection data for the random forest
regression model.

5.7.5 Boosted regression

Boosted regression is an ensemble regression method which repeatedly fit many decision trees in a
sequential manner to ultimately obtain the most accurate solution.

5.7.5.1 Adaboost regression

An Adaboost regression model was built to predict axial load resistance with all the factors from the
feature selection data table as independent variables. The Adaboost regression model was used to
predict the axial load resistance of the test data set, see Figure 5.47 for some of the predicted values
and Figure 5.48 for a visual representation of the predicted values vs. the actual values.

Figure 5.47: Adaboost regression model’s predictions of axial load resistance of 2-piece metal food
cans
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Figure 5.48: Graph depicting the measured values vs. the actual values of an Adaboost regression
model for the axial load resistance of 2-piece metal food cans

The MAE was 5.332833876376473 and the RMSE was 6.86427645732993 for the Adaboost re-
gression model. Both the MAE as well as the RMSE were not as good for the Adaboost regression
model when compared to the random forest regression models. The MAE is smaller as a standard de-
viation of the normal curve of the specification range of axial load resistance as illustrated in Figure
5.2.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the axial load resistance by means of an Adaboost regression model, the
MAE was 7.018457695087433 and the RMSE was 8.865729847330092. The PCA data accomplishes
accuracy scores that were less accurate than the feature selection data for the Adaboost regression
model.

5.7.5.2 Gradient boost regression

A gradient boost regression model was built to predict axial load resistance with all the factors from
the feature selection data table as independent variables. The gradient boost regression model was
used to predict the axial loads of the test data set, see Figure 5.49 for some of the predicted values
and Figure 5.50 for a visual representation of the predicted values vs. the actual values.
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Figure 5.49: Gradient boost regression model’s predictions of axial load resistance of 2-piece metal
food cans

Figure 5.50: Graph depicting the measured values vs. the actual values of a gradient boost regression
model for the axial load resistance of 2-piece metal food cans

The MAE was 4.647176229088174 and the RMSE was 6.016645830209083 for the gradient boost
regression model. Both the MAE as well as the RMSE gave the best accuracy results for the gradient
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boost regression model when compared to the random forest regression models and all the other
models featured in this chapter. The MAE is smaller as a standard deviation of the normal curve of
the specification range of axial load resistance as illustrated in Figure 5.2.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the axial load resistance by means of an gradient boost boost regression
model, the MAE was 6.205096872359629 and the RMSE was 7.922144987449707. The PCA data
accomplishes accuracy scores that were less accurate than the feature selection data for the gradient
boost regression model.

5.8 EVALUATION AND DISCUSSION OF MODEL OUTCOMES

5.8.1 Insight from visual and statistical data analysis

In Section 5.6 and Section 5.7 available data from the process for manufacturing of 2-piece metal food
cans have been assessed and used to build various predictive models for their axial load resistance as
well as their panelling pressure resistance.

Data was obtained from various sub-sections of the process and combined in a data table. The data
table had 3179 rows and 47 columns. The data consisted of 2 response factors, 40 numerical factors
and 3 categorical factors. Various data visualisation tools and statistical tools were employed to show
relationships between factors and between factors and responses. The following correlations were
evident:

• The two response factors, panelling pressure resistance and axial load, resistance were inversely
correlated.

• Bead depths were strongly correlated with each other, but also positively correlated with the
panelling pressure resistance and inversely correlated with the axial load resistance.

• The factory finished can height was negatively correlated with bead depths, positively correlated
with axial load resistance and inversely correlated with panelling pressure resistance.

• The mid-wall thickness of the cans was positively correlated with axial load resistance.

• The panel depth was inversely correlated to panelling pressure resistance.

• ANOVA results indicated a statistical difference between raw material suppliers of the tinplate
from which the metal cans were manufactured in terms of the axial load resistance of the cans
that were produced from the raw materials.

See Figure 5.51 and Figure 5.52 for a visual representation of some of the measured factors referred
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to in this section.

Figure 5.51: Depiction of measurements on a 2-piece metal food can after the front end of the man-
ufacturing process
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Figure 5.52: Depiction of measurements on a 2-piece metal food can after the beading process of
manufacturing

From the initial visual and statistical analysis of the data, it seems that the factors that were most
likely to influence the axial load resistance and the panelling pressure resistance were bead depths,
factory finished can heights, mid-wall thickness of the cans, panel depths of the cans as well as the
raw material supplier.

The visual and statistical data analyses were performed with the aid of Python, but do not include
the applications of ML algorithms. The visual and statistical analysis is an important step to under-
stand relationships in the data better and to visualize the data before ML is employed. Section 5.8.2
and Section 5.8.3 describes insights from feature selection and extraction as well as insights gained
from the regression models. Both these methods were performed by using Python by applying ML
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algorithms.

5.8.2 Insight from feature selection and extraction

Feature selection of the process data was done using SFS feature selection as well as random forest
feature selection. Feature selection was done on the data table that transformed the categorical factors
into numerical factors such as the raw material suppliers, the beader mandrel heads and the production
teams. The data table consisted of 63 numerical factors as well as the response of either axial load
resistance or panelling pressure resistance. The following factors were determined to be the most
influential in predicting the outcome of axial load resistance or panelling pressure resistance:

• The bead depths.

• The mid-wall thickness.

• The beader mandrel heads.

• The flange widths.

• The roll bead position and diameter.

• The factory finished can height.

• The raw material supplier. There were three suppliers that were used during the time of data
capture during the case study, they were Nippon, BAO Steel and Arcerol Mittal. No measure-
ments related to the raw materials, such as chemical analyses, or yield strength were used as
factors for the ML models, but only the categorical factor of supplier were added. The Suppliers
were not compared to see which supplier gives the best response, but the supplier was simply
added as a factor in a model to predict the response of axial load resistance.

From the list above it can be seen that those factors that were correlated to the response variables of
axial load resistance and panel pressure resistance also, generally, were selected as the most important
features in feature selection. The random forest feature selection algorithm indicates the importance
of factors with a percentage value out of 100%, and the results showed that only the top 4 or 5 factors
had more than 5% influence to predict the response. These top predictors were limited to bead depths
and mid-wall thickness of the cans. Besides the average bead depth as a factor, there were specific
beads that were more important predictors. Bead number 18 and 7 were the two most significant
beads to predict the axial load resistance of the 2-piece food cans, and bead number 15, 16 and 17
were the most significant to predict panelling pressure resistance of the 2-piece food cans.

Feature extraction by means of LDA and PCA was performed on the data. With feature extraction,
specific factors are not highlighted as the most important, but rather new principal factors are built
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from the existing factors. These new factors are simply known as principal components or linear
discriminants.

5.8.3 Insight from regression models

Various regression models were used on the feature selected and feature extracted data, and their accu-
racies were evaluated by means of MAE and RMSE. The following tables summarize the accuracies
of the predictive ML models used in this case study for axial load resistance from either the feature
selected data or the feature extracted data.

Refer to Table 5.1 for a summary of the MAE and the RMSE of the regression models used to
predict the axial load resistance with data from the main factors as selected by random forest feature
selection.

Refer to Table 5.2 for a summary of the MAE and the RMSE of the regression models used to
predict the axial load resistance with data from the main factors as extracted by PCA.

Table 5.1: ML model accuracies to predict the axial load resistance of 2-piece metal food cans with
the random forest selected features

Regression Model MAE RMSE
Simple Linear Regression 6.8 8.4

Multiple Linear Regression 5.7 7.3
LASSO Regression 5.4 6.9

Bayesian Ridge Regression 5.4 6.8
Support Vector Machine Regression 5.2 6.8

Simple Decision Tree Regression 7.0 9.1
Random Forest Regression 4.9 6.2

AdaBoost Regression 5.3 6.9
Gradient Boost Regression 4.6 6.0
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Table 5.2: ML model accuracies to predict the axial load resistance of 2-piece metal food cans with
the PCA extracted features

Regression Model MAE RMSE
Simple Linear Regression 6.6 8.2

Multiple Linear Regression 5.7 7.1
LASSO Regression 8.5 10.2

Bayesian Ridge Regression 8.5 10.2
Support Vector Machine Regression 6.7 8.5

Simple Decision Tree Regression 8.6 11.1
Random Forest Regression 6.2 7.9

AdaBoost Regression 7.0 8.9
Gradient Boost Regression 6.2 7.9

From the summarized accuracy tables the following can be seen:

• The regression models that used the feature selected data were generally more accurate than the
regression models that used the feature extracted data.

• The ensemble regression models were generally more accurate than the penalized regression
models and the linear regression models.

• Referring to Appendix A.3 the models built to predict the axial load resistance, were generally
more accurate than the models built to predict panelling pressure resistance.

• The best regression model in terms of predicting a response was the gradient boost regression
model using the feature selected data from the random forest feature selection algorithm.

• The MAE was smaller as a standard deviation of the normal curve of the specification range
of axial load resistance as illustrated in Figure 5.2 for all the regression models that were
attempted.

• The most inaccurate regression model was still lower than a standard deviation on the normal
distribution of the specification range for axial load resistance of 2-piece metal food cans. For
this reason it might be possible to consider ease of implementation of a model together with
accuracy of the model when choosing which model to use.
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5.8.4 Ways to improve the regression models

Improvement of the regression models will be manifested in improvements in the accuracy scores.
The current best model can be further improved in various possible ways outlined as follows:

• The data volume could be increased.

• The various sub-sections all had separate data tables which could not be directly associated
with each other i.e. the mid-wall thickness measured at the front end of the process and the
axial load resistance measured at the end of the process will never be on the same can. The
three sub section data tables were combined by using average values after each test occasion of
the front end cans and the flanger cans with the actual values of the beaded cans. The model
can possibly become more accurate if the same cans’ measurements are used throughout the
process from front end to beader.

• The bead depths are clearly a very important predictor for the model’s responses of axial load
and panelling pressure resistance. The bead depth is a dimensional measurement on the food
can, but factors on the beading instrumentation is not built into the predictive model. Process
understanding and control could be improved if data on factors related to the beader e.g. settings
could be included in the model.

• Changing some parameters related to the various models for optimum performance can improve
the predictive accuracy of those models.

• Updating the model whenever there is a change in the process which has not been included in
the latest model e.g. a new raw material supplier, or a planned process change that would not
fall within the normal running of the process.

5.8.5 Possible business improvements

The rationale for implementing a framework for process improvement using ML was to be able to
predict quality characteristics of 2-piece metal food cans. Many quality or process problems in manu-
facturing is solved by an OFAT approach. OFAT, not only takes many resources and time, the solution
it offers cannot necessarily be used for the next problem. The development of a framework where
the product quality can be improved continuously in an iterative way by improving the ML predictive
model, not only can save a lot of time and effort for future problem solving, but can also be used as a
warning to predict when quality parameters are drifting too far away from nominal values.

The best current ML model has been proven to be gradient boost regression with random forest
feature selected factors. The case study was approved by the manufacturing plant for 2-piece metal
food cans because the potential for continuous process improvement using ML has been understood.
The true effect of the continuous improvement framework using Six Sigma and data science principals
will only be better understood after a metric, such as quality defects or process efficiency, is compared
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before and after deployment. The deployment of such a ML model has not been completed as the
model will still have to undergo some refining and deployment will require software engineering,
which still need to be procured.

A model has been established that is able to predict the response variable of axial load resistance.
The next step to reach the business objective of reducing the incoming tinplate thickness which will
reduce the manufacturing cost of the cans and ultimately lower prices for Nampak’s customers can be
to built a trial suppliers’ down gauged coil into the current model. The updated model will be able to
predict whether the axial load resistance of the thinner material will still be acceptable.

5.9 DEPLOYMENT

Once the ML model has been developed up to the point where the predictions it makes are acceptably
accurate and implementation was found to be financially viable, the model can be deployed. De-
ployment of the process improvement process is to integrate the ML model into the manufacturing
environment. To integrate the model into a manufacturing environment the following will be needed
from software engineering:

• Data will have to be accessed from the various manufacturing measuring devices. These mea-
suring devices are the devices that measure the factors and response variables that form part of
the ML algorithm.

• Data will have to be prepared to be in the correct format, scale and dimension to be used by the
ML model.

• The ML algorithm will have to make a prediction that will have to be communicated to relevant
people involved in the manufacturing process.

Heymann and Boza (n.d.) provides a guideline for the selection of suitable options for the deployment
of ML models in manufacturing. Heymann and Boza (n.d.) states that the application of ML models to
predict quality characteristics during the manufacturing process has a lot of potential. The deployment
of such a ML model can be challenging due to technological and organizational difficulties. Five
parameters are listed as can be seen in Figure 5.53.
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Figure 5.53: : Deployment design of predictive machine Learning models in manufacturing (Hey-
mann and Boza n.d.)

A batch approach to prediction from the ML model is when the model is based on the data that has
been used to develop the model. A real time prediction approach is when predictions are made from
the ML model with live data, therefore as new production data is fed into the ML model, the response
is predicted immediately. For the purpose of process improvement in manufacturing of 2-piece metal
food cans a real time prediction approach will be most suitable.

Syafrudin et al. (2018) proposes a real-time monitoring system that utilizes IoT (internet of Things)
based sensors in an automotive industry. IoT sensors can be placed at strategic points in the manufac-
turing plant. The measured data from these sensors are transmitted to a data processor where data is
processed. From the processor the data is stored and the processed data is sent through the ML model
to make predictions. The outcome of the model is then communicated to relevant persons to act on if
needed, see Figure 5.54.

136

Stellenbosch University https://scholar.sun.ac.za



Figure 5.54: : Real-time monitoring in a manufacturing assembly line (Syafrudin et al. 2018)

Web based apps are apps that are accessed from the web, whereas native apps are apps that were
developed for a specific platform. Native apps should first be installed by to be able to be used
(Heymann and Boza n.d.).

The basic steps needed to build a web based ML application is to build the predictive ML model,
create the web app by using a tool such as Flask or Django, and finally deploying the app on the web
using a platform such as Herokum or the Google App Engine.

The ML model can be embedded in the application or can be separate. According to Ajani, Imoize,
and Atayero (2021), there are trends in the merger of ML methods and embedded computing for ML
applications. Ajani, Imoize, and Atayero (2021) summarizes embedded computing architectures for
ML optimization, see Figure 5.55.
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Figure 5.55: : Machine learning methods and embedded computing for machine learning applications
(Ajani, Imoize, and Atayero 2021)

During the development stage of the ML modelling, the training of the model occurs offline. Once
the ML model is deployed, the ML model can be trained online, in order to update the model predic-
tions on a continuous basis. The online learning of a ML model can form part of an automated ML
pipeline that uses tools such as Kubernetes or Docker.

Hosting of the model and data can be either on servers of the company that employs the model,
or cloud hosting services such as Azure or Amazon can be used. Aspects to consider when deciding
whether hosting will be done on the cloud or not, is security, costs, volume of data and the complexity
of the model.
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5.10 CONCLUSION

In this chapter of the thesis the case study was described in detail. The background to the development
in the manufacturing plant that led up to the point where this case study’s description starts was given.
The case study was a validation of the application of ML to process improvement in the manufacturing
of metal packaging.

The chapter described the 12 steps of the DUMED framework as applied to the case study. The
objective of the project was established as the prediction of axial load resistance of 2-piece metal
food cans during the manufacturing process. The rationale for this objective was the potential to
establish a predictive model that will enable the manufacturer to maintain strength characteristics of
the manufactured cans even when process variables such as bead depths and material thicknesses
were changed. Such a model has the potential of financial benefits due to better quality control of
the product as well as due to cost savings in material down gauging. To understand the process the
manufacturing process flow for all the sub-sections of 2-piece can manufacturing was described in
detail.

The next section in the chapter described everything related to the data that was used. Data was
described; where the data was acquired from, how the data was cleaned and organized, and the basic
statistics related to the collected data were given. Data was assessed by identifying the data types and
searching for missing data. Data tables where combined into a single data table that was used in the
following data steps as described in this case study. Further assessing of the data included finding
the correlations in the data, performing ANOVA on the categorical data and visualizing the data in
various manners. Finally the data was prepared for machine learning modelling. The preparation of
the data entailed the scaling of data by standardization, as well as reduction of the dimensionality of
the data by feature selection and feature extraction methods.

The predictive modelling of the data was described in the next section of the case study. Firstly,
various data models that used different machine learning algorithms were developed. Both the feature
selected data and the feature extracted data were run through these models. Each of these models
were then assessed by using MAE and RMSE.

The results from the predictive models were evaluated. The best predictive model was the model
that used the feature selected data that was run through a gradient boost ML algorithm. Various ways
in which predictive capabilities of the model could be improved were discussed. Possible business
improvement was discussed, but since the final deployment phase of the case study has not been
completed yet, it was not possible to give definitive business improvements.

Finally, in this chapter, the deployment phase was discussed. Further improvements of the predic-
tive model, as well as a more complete understanding of business improvements will form part of the
next phase of the case study before the deployment phase will be completed.
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CHAPTER 6

CONCLUSION

6.1 INTRODUCTION

Due to increased competitiveness in manufacturing generally and specifically in the packaging in-
dustry, process improvement is important to give businesses an edge over their competition. This
dissertation specifically viewed the improvement of the manufacturing process of metal packaging
by developing a framework for process improvement incorporating principals of data science. The
contributions this study has, is to outline and demonstrate the use of a framework that uses machine
learning for process improvement on a 2-piece metal food can manufacturing line. The use of machine
learning on such a manufacturing line allows for an understanding of how variables can influence the
process and the end product. In the case study the knowledge of how factors in the process influence
the response can supply valuable information on the possible viability for light weighting of material.
A further benefit of being able to understand how factors in the process influence the response is en-
hanced capability to control quality parameters throughout the process and in the final manufactured
product.

6.2 METHODOLOGY

This thesis aimed to answer the research question of how ML can be applied to process improvement
in metal packaging manufacturing. The objectives were listed to how the research problem could
be solved which included a literature review, the design of a framework and the use of data from
a metal packaging manufacturing in a case study. The rationale of the research was given for the
development and demonstration of a process improvement framework at Nampak, Africa’s largest
packaging company. The research approach was given to how the stated objectives could be met.

The literature review chapters of Chapter 2 and Chapter 3, focused on metal packaging, process
improvement, framework development and ML. Packaging and specifically metal packaging was re-
viewed, that included the uses of packaging, the manufacturing processes related to metals generally
used in metal packaging, and the description of the process to manufacture tinplate cans. Process
improvement methodologies were reviewed. The Lean Six Sigma process was discussed in detail as
the process that contains the most complete approach towards process improvement. The main steps
of the Six Sigma DMAIC process were defined, their uses highlighted and various tools that can be
used for each step were described. Failures in the application of Six Sigma improvement projects in
manufacturing were discussed as well. Various frameworks that used Six Sigma, DoE and data sci-
ence were described and reviewed. The CRISP-DM framework used in data science and how it relates
to the DMAIC framework was also described. Various decision mechanisms in process improvement
was reviewed.

A review of ML was presented in a separate chapter. The ways in which the steps in the CRISP-DM
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framework can be executed during projects were reviewed. ML was described in detail by showing
the need for ML and listing and reviewing the various types of ML. The steps related to data and
modelling when using ML in process improvement was described. Data cleaning, data exploration,
data assessing and data preparation was described in detail. Various tools and the statistics involved
with these data related steps in ML was reviewed. Some of the ML algorithms that can be used in
predictive analytics was described.

After the literature reviews a framework was developed. The framework consisted of 5 main
phases that incorporated 12 steps. The 5 phases were; Define, Understand, Model, Evaluate and
Deploy (DUMED). The DUMED framework was based on the DMAIC steps that were used for the
Six Sigma process improvement methodology as well as the CRISP-DM steps that were used in data
science. The 12 steps of the DUMED framework were discussed and explanations were given to how
to apply each step.

The 12 steps of the DUMED framework were applied to a real world case study:

• The objective of the project was established as the prediction of axial load resistance of 2-piece
metal food cans during the manufacturing process.

• The rationale for this objective was the potential to establish a predictive model that will enable
the manufacturer to maintain strength characteristics of the manufactured cans even when pro-
cess variables such as bead depths and material thicknesses were changed. Such a model has
the potential of financial benefits due to better quality control of the product as well as due to
cost savings in material down gauging.

• The manufacturing process flow for all the sub-sections of 2-piece can manufacturing was de-
scribed in detail.

• Data was described by establishing where the data was acquired from, how the data was cleaned
and organized, and the basic statistics related to the collected data were given.

• Data was assessed by identifying the data types and showing missing data. Data tables where
combined into a single data table. Further assessing of the data included showing correlations
in the data by scatter plots, heat maps, correlation tables, performing ANOVA on the categorical
data and visualizing the data by box plots and parallel coordinate plots.

• Data was prepared for machine learning modelling. The preparation of the data included the
scaling of data by standardization. The reduction of the dimensionality of the data by feature
selection and feature extraction methods is employed before modelling , but machine learning
algorithms are used for feature selection and feature extraction. Feature selection methods used
included SFS and random forest feature selection. Feature extraction methods used included
LDA and PCA.
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• Various data models that used different machine learning algorithms were developed. Both the
feature selected data and the feature extracted data were run through these models. The regres-
sion algorithms used were, linear regression, penalized regression, support vector machines,
decision tree regression and ensemble regression methods.

• Each of these regression models were then assessed by using MAE and RMSE. The results
from the predictive models were evaluated to determine which model gave the most accurate
predictions.

• The outcomes of the predictive models were evaluated. Various ways in which predictive capa-
bilities of the model could be improved were discussed as well.

• Possible business improvements were discussed. The final deployment phase of the case study
has not been completed yet, therefore it was not possible to give definitive business improve-
ments.

• The deployment phase did not form part of this case study. Further improvements of the pre-
dictive model, as well as a more complete understanding of business improvements will form
part of the next phase of the case study before the deployment phase will be completed.

6.3 RESULTS

From research in process improvement methods and framework development a framework for process
improvement in metal packaging manufacturing was developed combining the Six Sigma and CRISP-
DM philosophies. The main steps in this framework were; define, understand, model, evaluate, and
deploy (DUMED).

The outcome of the case study can be described as follows:

• The framework steps were successfully applied in the case study, with the exception of the
deployment phase. The deployment phase will be dependent on further improvement of the
predictive model as well as the manufacturing plant’s decision whether the project should con-
tinue.

• ML were successfully used in the case study, including data preparation and modelling. Axial
load resistance as a response variable could be predicted within 2.3% of the actual values on
average. The best results were obtained from using feature selected data obtained from a random
forest feature selection algorithm. This data was modelled by using a gradient boost ensemble
regression model.
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6.4 BENEFITS OF THE CASE STUDY PROJECT FOR THE MANUFAC-
TURING PLANT

The case study successfully demonstrated the implementing of a framework for process improvement
using ML to predict quality characteristics of 2-piece metal food cans. The benefit of the development
of a framework is the continuous improvement of product quality iteratively. In this case study the
complex relationships between various factors in the process and the response variable of axial load
resistance of 2-piece food cans were described with predictive ML models. The benefits of such a
model in the manufacturing process are:

• The knowledge of how factors in the process influence the axial load resistance, which can
supply valuable information on the possible viability for down gauging of materials.

• Enhanced capability to control quality parameters throughout the process and in the final man-
ufactured product. As an example; the bead depth of a 2-piece metal food can has a strong
influence on the axial load resistance. The ML model can allow an operator to first predict the
associated axial load resistance with an adjustment in bead depth before actually changing the
bead depth settings.

In both the stated benefits listed above the ability to better understand the relationship between the
axial load resistance, and various factors in the manufacturing process for 2-piece metal food cans,
can have a financial benefit for the manufacturer.

The true effect of the continuous improvement framework using Six Sigma and data science prin-
cipals will only be better understood after a metric, such as quality defects or process efficiency, is
compared before and after deployment. The deployment of such a ML model will be completed in
the next phase of the project.

6.5 RECOMMENDATIONS AND FUTURE WORK

Recommendations for the improvement and completion of the case study project are:

• Even though the framework was successfully executed and it was demonstrated that quality
characteristics in the manufacturing process of 2-piece metal food cans can be predicted, any
further action will have a cost aspects associated with it. The current outcomes from the frame-
work for process improvement should be discussed amid the stakeholders and decisions should
be made to what the future actions with regards to the case study project should be.

• In the case study the evaluation phase of the framework has been completed. If it is decided that
the project should continue, since the process is iterative, some steps in the framework can be
revisited. Aspects related to data collection, data preparation, data modelling can be adjusted to
gain better predictive results for responses.
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• Once the predictive model is accepted by all the stakeholders, the model should be deployed.
Deployment can be approached in various ways, but the result of such a deployment should be
an output screen that can predict the desired quality characteristics of the product as a live feed
on which relevant personnel can act as appropriate.

Possible opportunities for further work on this research include the following:

• Deployment of the process improvement project the case study describes.

• Extending the data assessing, data preparation, and data modelling to other datasets in the 2-
piece metal food can manufacturing line at Nampak.

• Applying the DUMED framework on other suitable process improvement projects in metal
packaging manufacturing.

• Doing trial work with different thickness gauges of material or new tinplate suppliers, or trial
work related to process settings. Data from these trials could be used in the training of future
ML models to enhance predictive capabilities of these predictive models.

6.6 CONCLUDING SUMMARY

The framework for process improvement in the manufacturing of metal packaging can be used to
predict, and therefore also improve product quality. Aspects of the framework are iterative, which
makes adjustments to improve predictive results of ongoing projects possible. Results pertaining to
the case study could possibly be further improved with adjustments to data volumes and factors, as
well as to adjustments in ML regression algorithms.

A final summary of the results was the successful development of a framework for process im-
provement using ML to predict quality characteristics of 2-piece metal food cans.
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APPENDIX A

CASE STUDY FOR PREDICTING PANELLING PRESSURE
RESISTANCE

A.1 INTRODUCTION

The panelling pressure resistance is a dependent variable and the output is given as real numbers.
The panelling pressure resistance is measured in kPa, with a specified range of 155kPa to 205kPa.
Generally the panelling pressure resistance are within these specifications and generally there are no
problems in terms of process capabilities for this quality measurement. The objective is therefore not
focused on improving this response, but rather to understand how this response relate to other factors
in the process with the aim to that any changes made in process improvement will still deliver cans
with suitable panelling pressure resistance.
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A.2 DATA PRE-PROCESSING

A.2.1 Data pre-processing

Figure A.2: : Quentile-quentile plots for the beader of 2-piece metal food cans
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A.2.2 Data assessing

Figure A.3: : Scatter plot for beaded can axial load panelling pressure resistance

ANOVA was performed on beader mandrel numbers, production teams and raw material suppliers
as categories. The numerical factors used for the ANOVAs were the response factor of panelling
pressure resistance. random samples of 500 instances were drawn and the steps involved in ANOVA
were performed on the data and the hypotheses were accepted or rejected. The null hypotheses for
axial load resistance was rejected for both the beader mandrels as well as the raw material suppliers.
This indicated that

• all the different beader mandrels did not give statistically similar responses, therefore the null
hypothesis was rejected.

• all the different raw material suppliers did not give statistically similar responses, therefore the
null hypothesis was rejected.

• all the different production teams did give statistically similar responses, therefore the null
hypothesis was accepted.

The outputs of the Python code for the categorical variables related to the panelling pressure resistance
can be seen in Figure A.4.
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Figure A.4: : ANOVA results for beader mandrel numbers, raw material suppliers and production
teams in relation to panelling resistance

The null hypotheses were rejected for the raw material suppliers as well as the beader mandrels,
which suggested that these two categorical values should be incorporated as numerical categories in
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the data frame that will be used for predictive modelling.

A.2.3 Data preparation

Figure A.5 shows the performance of the top 20 factors to predict the panelling pressure resistance of
a 2-piece metal food can manufacturing line using SFS.

The top 10 factors that would maximize the performance of a predictive model to predict panelling
pressure resistance according to the SFS algorithm were:

• Bead depth average of the 19 beads on a beaded can

• Front end mid-wall thickness

• Nippon as raw material supplier of the tinplate

• The panel depth of the cans after the front end

• Mandrel head number 1 at the beader

• Mandrel head number 6 at the beader

• Mandrel head number 2 at the beader

• Mandrel head number 10 at the beader

• The flange width on the cans after the flanger

• Mandrel head number 7 at the beader
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Figure A.5: : Performance of the top 20 factors to predict the panelling pressure resistance of a
2-piece metal food can manufacturing line using SFS

Figure A.6 shows a snippet of an example of a random forest regression tree to determine the
most important factors to predict panelling pressure resistance of a 2-piece metal food can during
manufacturing.

Figure A.6: : An example of a section of a random forest regression tree to determine the most
important factors to predict panel pressure resistance

The top 10 factors that would maximize the performance of a predictive model to predict panelling
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pressure resistance according to the random forest algorithm and their relative importance can be seen
in Figure A.7

Figure A.7: : The top 10 factors that would maximize the performance of a predictive model to
predict panelling pressure resistance according to the random forest algorithm

From Figure A.7 it can be seen that, as was the case for the axial load resistance, only the top 9
most important factors have an importance of more than 1%.

A.2.4 Regression

A.2.4.1 Linear regression to predict panelling pressure

in Section 5.6.3.2 the most important features were determined by random forest feature selection.
The different bead depths were generally the most important factors and therefore the average bead
depth was used as the dependent variable to predict panelling pressure resistance. Figure A.8 shows
a graph of the scatter plot of panelling pressure resistance vs. average bead depths.
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Figure A.8: Scatter plot of panelling pressure resistance vs. average bead depth of 2-piece metal food
cans

The data was split between a test set and a train set at a ratio of 80% / 20%. The training data
was used to train the linear regression model and the output was a regressor intercept (w0) of -
48.84316990035731 and a regressor coefficient (w1) of 417.12182232. The linear regression model
was used to predict the panelling pressures of the test data set, see Figure A.9 for some of the pre-
dicted values.
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Figure A.9: Linear regression model’s predictions of panelling pressure resistance of 2-piece metal
food cans

The accuracy of the linear regression model was determined by calculating the mean absolute error
(MAE) as well as the root mean squared error (RMSE) of the predicted axial load resistance when
compared to the actual axial load Resistance.

The MAE was 6.957170909402181 and the RMSE was 8.799220359011098 for the linear regres-
sion model.

In Section 5.6.3.3 the most important features were determined by PCA. When the first component
was used to predict the panelling pressure resistance by means of a linear regression model The MAE
was 7.125483350031001 and the RMSE was 8.240349335477788.

The PCA data accomplished accuracy scores that were slightly poorer for linear regression when
compared to the data from the feature selection data table.

A.2.4.2 Multiple linear regression to predict panelling pressure

A multiple linear regression model was built to predict panelling pressure resistance with average bead
depth, front end mid-wall thickness, flange width as well as material supplier as independent variables.
Figure A.10 shows the coefficients (w1, w2, w3, w4) for the multiple linear regression model to predict
panelling pressure resistance in a 2-piece metal food can manufacturing line.
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Figure A.10: Coefficients for the multiple linear regression model to predict panelling pressure resis-
tance of a 2-piece metal food can

The multiple linear regression model was used to predict the panelling pressures of the test data
set, see Figure A.11 for some of the predicted values.

Figure A.11: Multiple regression model’s predictions of panelling pressure resistance of 2-piece
metal food cans

The accuracy of the multiple regression model was determined by calculating the mean absolute
error (MAE) as well as the root mean squared error (RMSE) of the predicted panelling pressure
resistance when compared to the actual axial load Resistance.

The MAE was 6.354400732891439 and the RMSE was 8.942662462123007 for the linear re-
gression model. Both the MAE as well as the RMSE showed improvements for the multiple linear
regression model when compared to the linear regression model.
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In Section 5.6.3.3 the most important features were determined by PCA. When the first four com-
ponents were used to predict the panelling pressure resistance by means of a multiple linear regression
model The MAE was 6.53379984006022 and the RMSE was 8.629284536419815.

The PCA data accomplished accuracy scores that were slightly better for multiple linear regression
when compared to the data from the feature selection data table.

A.2.4.3 LASSO regression to predict panelling pressure

A LASSO regression model was built to predict axial load resistance with all the factors from the
feature selection data table as described in Section 5.6.3.2 as independent variables. The LASSO
regression model was used to predict the panelling pressure resistance of the test data set, see Figure
A.12 for some of the predicted values and Figure A.13 for a visual representation of the predicted
values vs. the actual values.

Figure A.12: LASSO regression model’s predictions of panelling pressure resistance of 2-piece metal
food cans
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Figure A.13: Graph depicting the measured values vs. the actual values of a LASSO regression
model for the panelling pressure resistance of 2-piece metal food cans

The MAE was 6.172260183091495 and the RMSE was 8.147936174863549 for the LASSO re-
gression model. Both the MAE as well as the RMSE showed improvements for the LASSO regression
model when compared to both the linear regression models.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the panelling pressure resistance by means of a LASSO regression model,
the MAE was 8.95169665680212 and the RMSE was 11.217824383670393.

The PCA data accomplishes accuracy scores that were less accurate when compared with the
feature selection data for both the linear regression and multiple linear regression model. The PCA
accuracy scores were also less accurate as was accomplished for the LASSO regression when the
feature selection data was used.

A.2.4.4 Bayesian regression to predict panelling pressure

A Bayesian ridge regression model was built to predict panelling pressure resistance with all the
factors from the feature selection data table as described in Section 5.6.3.2 as independent variables.
The Bayesian ridge regression model was used to predict the panelling pressure resistance of the test
data set, see Figure A.14 for some of the predicted values vs. the actual values.
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Figure A.14: Bayesian ridge regression model’s predictions of panelling pressure resistance of 2-
piece metal food cans

The MAE was 6.162459793188117 and the RMSE was 8.129983182143098 for the Bayesian ridge
regression model. Both the MAE as well as the RMSE were similar for the Bayesian ridge regression
model when compared to the LASSO regression model.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 principal
components were used to predict the panelling pressure resistance by means of a Bayesian ridge
regression model, the MAE was 8.956691303856438 and the RMSE was 11.223675026074288. The
PCA data accomplishes accuracy scores that were similar for the Bayesian ridge regression model
when compared to the LASSO regression model.

A.2.4.5 SVM regression to predict panelling pressure

An SVM regression model was built to predict panelling pressure resistance with all the factors from
the feature selection data table as described in Section 5.6.3.2 as independent variables. The SVM
regression model was used to predict the panelling pressure resistance of the test data set, see Figure
A.15 for some of the predicted values and Figure A.16 for a visual representation of the predicted
values vs. the actual values.
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Figure A.15: SVM regression model’s predictions of panelling pressure resistance of 2-piece metal
food cans

Figure A.16: Graph depicting the measured values vs. the actual values of a SVM regression model
for the panelling pressure resistance of 2-piece metal food cans

The MAE was 6.064632993832985 and the RMSE was 8.175375732097228 for the SVM regres-
sion model. Both the MAE as well as the RMSE showed improvements for the SVM regression model
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when compared to the linear regression as well as penalized regression models.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the panelling pressure resistance by means of a SVM regression model,
the MAE was 7.1739485668706715 and the RMSE was 9.525022815748459. The PCA data accom-
plishes accuracy scores that were less accurate then the feature selection data for the SVM regression
model.

A.2.4.6 Decision tree regression to predict panelling pressure

A simple decision tree regression model was built to predict panelling pressure resistance with all the
factors from the feature selection data table as independent variables. The decision tree regression
model was used to predict the panelling pressures of the test data set, see Figure A.17 for some of
the predicted values and Figure A.18 for a visual representation of the predicted values vs. the actual
values.

Figure A.17: Simple decision tree regression model’s predictions of panelling pressure resistance of
2-piece metal food cans

164

Stellenbosch University https://scholar.sun.ac.za



Figure A.18: Graph depicting the measured values vs. the actual values of a simple decision tree
regression model for the panelling pressure resistance of 2-piece metal food cans

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 com-
ponents were used to predict the axial load resistance by means of a decision tree regression model,
the MAE was 8.964779874213836 and the RMSE was 11.571761334272258. The PCA data accom-
plishes accuracy scores that were less accurate then the feature selection data for the simple linear
regression model.

A random forest regression model was built to predict panelling pressure resistance with all the
factors from the feature selection data table as independent variables. See Figure A.19 for some of
the predicted values and Figure A.20 for a visual representation of the predicted values vs. the actual
values.
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Figure A.19: Random forest regression model’s predictions of panelling pressure resistance of 2-
piece metal food cans

Figure A.20: Graph depicting the measured values vs. the actual values of a random forest regression
model for the panelling pressure resistance of 2-piece metal food cans

The MAE was 5.717769072398814 and the RMSE was 7.835425256577493 for the random forest
regression model. Both the MAE as well as the RMSE were better for the random forest regression
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model when compared to the SVM regression model as well as the other regression models described
previously in this Appendix.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the panelling pressure resistance by means of a random forest regression
model, the MAE was 6.7978506126138685 and the RMSE was 9.02939112998814. The PCA data
accomplishes accuracy scores that were less accurate then the feature selection data for the random
forest regression model.

A.2.4.7 Boosting regression to predict panelling pressure

An Adaboost regression model was built to predict panelling pressure resistance with all the factors
from the feature selection data table as independent variables. The Adaboost regression model was
used to predict the panelling pressures of the test data set, see Figure A.21 for some of the predicted
values and Figure A.22 for a visual representation of the predicted values vs. the actual values.

Figure A.21: Adaboost regression model’s predictions of panelling pressure resistance of 2-piece
metal food cans
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Figure A.22: Graph depicting the measured values vs. the actual values of an Adaboost regression
model for the panelling pressure resistance of 2-piece metal food cans

The MAE was 7.705320179648336 and the RMSE was 9.655951641774411 for the Adaboost
regression model. Both the MAE as well as the RMSE were not as good for the Adaboost regression
model when compared to the random forest regression models.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 com-
ponents were used to predict the axial load resistance by means of an Adaboost regression model,
the MAE was 8.692522464454703 and the RMSE was 10.936918733291135. The PCA data ac-
complishes accuracy scores that were less accurate then the feature selection data for the Adaboost
regression model.

A gradient boost regression model was built to predict panelling pressure resistance with all the
factors from the feature selection data table as independent variables. The gradient boost regression
model was used to predict the panelling pressure of the test data set, see Figure A.23 for some of the
predicted values and Figure A.24 for a visual representation of the predicted values vs. the actual
values.

168

Stellenbosch University https://scholar.sun.ac.za



Figure A.23: Gradient boost regression model’s predictions of panel pressure resistance of 2-piece
metal food cans

Figure A.24: Graph depicting the measured values vs. the actual values of a gradient boost regression
model for the panelling pressure resistance of 2-piece metal food cans

The MAE was 5.3916932722462345 and the RMSE was 7.53399859800151 for the gradient boost
regression model. Both the MAE as well as the RMSE gave the best accuracy results for the gradient
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boost regression model when compared to the random forest regression models and all the other
models featured in this chapter.

In Section 5.6.3.3 the most important features were determined by PCA. When the first 8 compo-
nents were used to predict the axial load resistance by means of an gradient boost boost regression
model, the MAE was 6.610877840515401 and the RMSE was 8.799394842215872. The PCA data
accomplishes accuracy scores that were less accurate then the feature selection data for the gradient
boost regression model.

A.3 REGRESSION MODEL COMPARISONS

Various regression models were used on the feature selected and feature extracted data, and their accu-
racies were evaluated by means of MAE and RMSE. The following tables summarize the accuracies
of the predictive ML models used in this case study for panelling pressure resistance from either the
feature selected data or the feature extracted data.

Refer to Table A.1 for a summary of the MAE and the RMSE of the regression models used to
predict the panelling pressure resistance with data from the main factors as selected by random forest
feature selection.

Table A.1: ML model accuracy to predict the panelling pressure resistance of 2-piece metal food cans
with the random forest selected features

Regression Model MAE RMSE
Simple Linear Regression 7.0 8.8

Multiple Linear Regression 6.4 8.9
LASSO Regression 6.2 8.1

Bayesian Ridge Regression 6.2 8.1
Support Vector Machine Regression 6.1 8.2

Simple Decision Tree Regression
Random Forest Regression 5.7 7.8

AdaBoost Regression 7.7 9.7
Gradient Boost Regression 5.4 7.5

Refer to Table A.2 for a summary of the MAE and the RMSE of the regression models used to
predict the panelling pressure resistance with data from the main factors as extracted by PCA.
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Table A.2: ML model accuracies to predict the panelling pressure resistance of 2-piece metal food
cans with the PCA extracted features

Regression Model MAE RMSE
Simple Linear Regression 7.1 8.2

Multiple Linear Regression 6.5 8.6
LASSO Regression 9.0 11.2

Bayesian Ridge Regression 9.0 11.2
Support Vector Machine Regression 7.2 9.5

Simple Decision Tree Regression 9.0 11.6
Random Forest Regression 6.8 9.0

AdaBoost Regression 8.7 10.9
Gradient Boost Regression 6.6 8.8
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APPENDIX B

EXAMPLES OF PYTHON CODE USED FOR CASE STUDY

B.1 DATA DESCRIPTION

Figure B.1: Python code associated with the description of data
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B.2 DATA ASSESSING

Figure B.2: Python code associated with the assessing of data related to data types, combination of
data, correlations in the data and data visualization
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Figure B.3: Python code associated with the assessing of data related to ANOVA
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B.3 DATA PREPARATION

Figure B.4: Python code associated with the preparing of data related to feature selection by using
SFS
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Figure B.5: Python code associated with the preparing of data related to feature selection by using
random forest
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Figure B.6: Python code associated with the preparing of data related to feature extraction by using
LDA and PCA
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B.4 DATA MODELLING

Figure B.7: Python code associated with the modelling of data using gradient boost regression
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