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Abstract

Traditional scheduling approaches used in manufacturing systems address scheduling problems before production commences, which poses possible problems when the system is interrupted by unexpected events. Managers must then react in a timely fashion, by developing a new or revised schedule to mitigate the effects of the interruptions on the productivity of the system. This can be done by a real-time scheduling system, which is used in conjunction with the actual manufacturing system. Technological advances, including cloud-based computing, the omnipresence of mobile devices, and the improved capabilities of sensor networks, have opened up the opportunity to design a real-time scheduling system, as well as create software architectures to support such a system.

The purpose of this research project is therefore to develop a prototype of a real-time simulation scheduling system, which will serve as a decision support tool for real-time rescheduling of machine steps in a job shop. The prototype incorporates a cloud-based information system for the storage of data and a cloud-based simulation scheduler that generates schedules. It also includes web pages for logging data changes and selecting a new schedule and sensors that keep track of the movement of jobs through the job shop.

The preliminary test results of the developed simulation scheduler suggest that metaheuristics should be considered to generate schedules, due to the metaheuristics outperforming the common dispatching rules. The model was then expanded from the single-objective to the multi-objective domain, which is a better representation of the real-world job shop environment. Several metaheuristics were adapted to solve the bi-objective job shop scheduling problem, after which comparison tests were conducted. The tests revealed that the NSGAII performed best of all the metaheuristics and it was selected for further implementation.

The final phase of this research project was to implement a newly developed ranking and selection procedure for discrete stochastic simulation problems, called MMY. The MMY procedure finds the minimum number of simulation
replications for each solution, while guaranteeing that the probability of correct selection of the best solutions exceeds a desired value. In this study, MMY finds the best simulated schedules while the probability of correct selection is guaranteed.
Opsomming

Tradisionele skeduleringsbenaderings wat gebruik word in vervaardigingstelsels spreek skeduleringsprobleme, voordat produksie begin, aan. Dit kan moontlike probleme veroorsaak wanneer die stelsel onderbreek word deur onverwagte gebeurtenisse. Bestuurders moet dan betyds reageer deur 'n nuwe of hersiene skedule te ontwikkels omdoende die uitwerking van die onderbrekings op die produktiwiteit van die stelsel te versag. Dit kan gedoen word deur 'n reële tyd skeduleringsstelsel, wat gebruik word in samewerking met die werklike vervaardigingstelsel. Baie tegnologiese vooruitgange, insluitende wolkgebaseerde rekenaars, die alomteenwoordigheid van mobiele toestelle en die verbetterde vermoëns van sensornetwerke, het die geleentheid gebied om die reële tyd skeduleringsstelsel te ontwerp, asook die geleentheid vir die skep van sagtewareargitekture om hierdie skeduleringsstelsels te ondersteun.

Die doel van hierdie navoringsprojek is dus om 'n prototipe van 'n reële tyd simulasi skeduleringsstelsel te ontwikkel, wat sal dien as 'n besluit hulpmiddel vir die reële tyd herskedulering van masjienstappe in 'n werkwinkel. Die prototipe bevat 'n wolkgebaseerde inligtingstelsel vir die stoor van data asook 'n wolkgebaseerde simulasi-skeduleerder wat skedules genereer. Dit sluit ook webbladsye in om dataveranderinge aan te teken en sensors wat die beweging van werk deur die werkwinkel volg.

Die voorlopige toetsuitslae van die ontwikkelde simulasi-skeduleerder stel voor dat metaheuristieke oorweg moet word om skedules te genereer, weens die metaheuristieke wat beter as die algemene versendingsreëls presteer. Die model kan dan uitgebrei word van die enkel-doelwit tot die multi-doelwit domein, wat 'n beter voorstelling van die werklike werkwinkelomgewing is. Verskeie metaheuristieke is aangepas om die bi-doelwit werkwinkel skeduleringsprobleem op te los, waarna vergelykingstoteste uitgevoer kon word. Die uitkoms van die toetses het getoon dat die NSGAII die beste presteer het van al die metaheuristieke en daarom is dit gekies vir verdere implementering.

Die finale fase van hierdie navoringsprojek was om 'n nuut ontwikkelde rangskik-en-kies procedure vir diskrete stogastiese simulasi-probleme, genaamd MMY, te implementeer. Die MMY procedure vind die minimum aantal simulasi-replikasies vir elke oplossing, terwyl dit die waarskynlikheid van korrekte keuse
waarborg. In hierdie studie vind die MMY prosedure die beste gesimuleerde skedules terwyl die waarskynlikheid van korrekte keuse waarborg word.
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<td>-------------</td>
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<tr>
<td>$n$</td>
<td>Total number of jobs</td>
</tr>
<tr>
<td>$n_0$</td>
<td>The number of simulation replications at the first stage</td>
</tr>
<tr>
<td>$O$</td>
<td>The set of operations</td>
</tr>
<tr>
<td>$o_{i,j}$</td>
<td>Operation $j$ of job $i$</td>
</tr>
<tr>
<td>$P^*$</td>
<td>The minimum required value for $P(CS)$</td>
</tr>
<tr>
<td>$p_{ijk}$</td>
<td>Processing time of operation $o_{i,j}$ on machine $k$</td>
</tr>
<tr>
<td>$Q$</td>
<td>The true Pareto set based on $\mu_{ib} (i \in S$ and $b \in B)$</td>
</tr>
<tr>
<td>$Q_c$</td>
<td>The true non-Pareto set based on $\mu_{ib} (i \in S$ and $b \in B)$</td>
</tr>
<tr>
<td>$Q_R$</td>
<td>The true relaxed Pareto set</td>
</tr>
<tr>
<td>$Q_{IZ}$</td>
<td>The true Pareto set with IZ</td>
</tr>
<tr>
<td>$Q_{IZ}^c$</td>
<td>The true non-Pareto set with IZ</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Release time of job $i$</td>
</tr>
<tr>
<td>$S_p$</td>
<td>The observed Pareto set based on $\overline{X}_{ib}(N_i) (i \in S$ and $b \in B)$</td>
</tr>
<tr>
<td>$S_{IC}$</td>
<td>The observed non-Pareto set based on $\overline{X}_{ib}(N_i) (i \in S$ and $b \in B)$</td>
</tr>
<tr>
<td>$s_{ij}$</td>
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</tr>
<tr>
<td>$S_{IZ}^c$</td>
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</tr>
<tr>
<td>$T_i$</td>
<td>Tardiness of job $i$</td>
</tr>
<tr>
<td>$T_{\text{count}}$</td>
<td>Total number of tardy jobs</td>
</tr>
<tr>
<td>$W_i$</td>
<td>Queuing/waiting time of job $i$</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

This chapter provides a description of the project background, a problem statement, and the objectives that need to be accomplished to successfully complete the project. The project scope and proposed research methodology will also be discussed.

1.1 Project background

Manufacturing is described by Groover (2013), as “the transformation of materials into items of greater value by means of one or more processing and/or assembly operations”. The processes to accomplish the transformation involve a combination of machinery, tools, power, and manual labour. From Groover’s definition of manufacturing, the process can be considered a complex engineering endeavour, where the coordination of people, material, equipment, and information to accomplish a manufacturing goal demands considerable time and effort.

According to Mitsuishi et al. (2008), the manufacturing system life cycle can be divided into the design, planning, implementation, operation and termination phases. The coordination challenges that are faced in the design and implementation phases can be overcome by careful planning; however such challenges continue to persist over the operational phase. For many manufacturing systems, scheduling is such a challenge, which can be attributed to the complex, dynamic and stochastic environments exhibited by these systems.

Traditional approaches used to address the scheduling problems involve creating and evaluating schedules prior to commencing production. However, according to Suwa and Sandoh (2012), uncertainties that are not expected or taken into account at the planning phase will possibly cause delays on these schedules. Common uncertainties that occur in a manufacturing system include machine operator absence, material shortage, machine failure and new orders. In such scenarios, the manager must react quickly by selecting a new or revised schedule to ensure that production continues, while still maintaining the required performance level. On-line scheduling, which is a real-time decision-making process, attempts to address the shortcomings of the traditional approaches, by performing scheduling concurrently with the production process. Computer simulation is often used to assist with scheduling, especially of complex, discrete, dynamic, stochastic processes and this is generally known as simulation-based real-time scheduling.

Stankovic et al. (2012) state that “typically, a real-time system consists of a controlling system and a controlled system”. In an automated factory, the controlled system is the
1.2 Problem statement

Traditional scheduling approaches used in manufacturing systems address scheduling problems before production commences, which poses possible problems when the system is interrupted by unexpected events. Managers must then react in a timely fashion, by developing a new or revised schedule to mitigate the effects of the interruptions on the productivity of the system. This can be done by a real-time scheduling system, that is used in conjunction with the operational manufacturing system.

The purpose of this research is therefore to design and develop a prototype of a real-time cloud-based simulation scheduling system of a sensorised job shop with mobile device access, to serve as a decision support tool for rescheduling machine steps in a job shop. The machines in the job shop are monitored, and the progress of orders can be captured in real time as the machine steps of each order are executed.

1.3 Objectives

To achieve the stated purpose of the research, the following objectives were set:

1. Development of an operational simulation scheduler which will act as a digital twin of the real-world environment and that generates new production schedules for the job shop according to common dispatching rules.

2. Creating web pages for the capturing and displaying of data.

3. Establish a virtual job shop that captures the movement of jobs through the shop in real time.
4. Configure a cloud-based server to host the web pages, simulation scheduler and information system.

5. Develop a simulation scheduler using a single objective for scheduling, then expand it to the multi-objective optimisation domain.

6. Implement a newly developed ranking and selection procedure, called Procedure MMY to select the best simulated schedules while the probability of correct selecting is guaranteed.

1.4 Contributions

The contributions of this research project can be described as:

- The research documents a complete high-level architecture, that can be used by future researchers to replicate the system, and to make improvements.
- The research documents the integration of typical modern technologies into a single operational system.
- The research documents the use of uncommon scheduling objectives that are strongly conflicting.
- The research documents the first implementation of Procedure MMY (Yoon, 2018) to a simulated job shop scheduling problem.

Furthermore, the author will be designing a real-time stochastic scheduling system for a job shop environment. This system will include (i) a simulation model in the cloud, to alter the schedule; (ii) an information system that will provide relevant data to the simulation model; and (iii) functioning sensors that are able to capture operation status changes in the information system. The overall system will be accessible from a mobile device.

1.5 Scope

The study assumes a job shop that processes orders of different kinds, with few to many operations per job. Orders are most of the time unique, *i.e.* a few instances of a one-of-a-kind product are manufactured by the job shop. The data required for the thesis will be gathered using the developed sensors and web pages, after which the data will be stored in the information system. A fictitious job shop will be created where machines may fail and operators may be absent, which will dictate the availability/unavailability of resources. The size of the job shop is limited to ten machines and no more than two of a type. There
1.6 Research methodology

This section describes the proposed research methodology in order to fulfil the stated objectives and desired purpose of the thesis. As stated in Section 1.2, the purpose of the research is to design and develop a prototype scheduling system; therefore, the research can be classified as a design project. The research methodology that will be used for this research project is the Engineering Design Process, which is graphically illustrated in Figure 1.1.

The first step of the methodology is Ask, where the need and constraints of the research project are identified. The need and constraints of the research project were defined in Sections 1.1 to 1.5, which document the problem background, problem statement, objectives, contributions and the scope of the research project. The next step is Research, where the defined problem must be researched. This step will be addressed in Chapter 2, by conducting an extensive literature review. The review will be conducted to gain knowledge

Figure 1.1: Engineering Design Process steps (Teach Engineering, 2016).
of simulation-based real-time scheduling systems as well as scheduling of job shops. The review will focus on defining real-time scheduling systems, while also providing characteristics of such systems. Literature regarding job shops will be used to identify performance indicators and techniques used in the rescheduling process. Methods and mathematical models for solving the job shop scheduling problem and the use of simulation with these methods will also be investigated.

The third step of the methodology is Imagine, where possible solutions are developed. This step will be addressed in Chapters 3 and 4, where the required functionality of the possible solutions are defined and different functional and quality scenarios are identified. Business goals and drivers are also identified and documented which serve as motivation for commercial implementation. The fourth step is Plan, where a promising solution is selected. This step will be addressed in Chapter 4, where an architecture of the promising solution is defined. The architecture is constructed with the Object Process Methodology that generates a graphical as well as semantic representation of the architecture. The system architecture defines the overall systems structure-behaviour combination, which enables it to attain its function while embodying the architect’s concept.

The fifth step of the methodology is Create, where a prototype of the promising solution is developed. This step will be addressed in Chapter 5, which documents the development of all the different components of the proposed system, as well as describing how each component will be integrated.

The sixth step of the methodology is Test, where the prototype is analysed and evaluated. This step will be addressed and the results will be provided in Appendix B and C, where verification and operational tests will be conducted. The verification tests will be used to determine whether the scheduler generates the correct schedules according to each dispatching rule; while the operational test will be used to determine whether the scheduler will be able to adapt the schedules when a disruption occurs. The last step of the methodology is Improve, where the prototype will go through a redesign phase if needed. This step will be addressed in Chapters 6 and 7, where shortcomings of the prototype will be identified and improvements introduced. One of the improvements that will be addressed is the expansion of the simulation scheduler from the single-objective to multi-objective optimisation domain, which will provide a realistic and more useful representation of a real-world job shop environment.

Together with the Engineering Design Process research methodology, there are eight technical processes that support design methodologies, as shown in Table 1.1. The different technical processes, their purpose and where each process is addressed, are illustrated.
Table 1.1: Technical processes required when conducting a design project (Evbuomwan et al., 1996).

<table>
<thead>
<tr>
<th>Technical process</th>
<th>Purpose</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stakeholder requirements definition</td>
<td>Define the requirements for a system that can provide the services needed by users and other stakeholders in a defined environment</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Requirements analysis</td>
<td>Transform the stakeholder, requirement-driven view of desired services into a technical view of a required product that could deliver those services</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Architectural design</td>
<td>Synthesise a solution that satisfies system requirements</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Implementation</td>
<td>Realise the system elements</td>
<td>Chapter 5</td>
</tr>
<tr>
<td>Integration</td>
<td>Assemble a system that is consistent with the architectural design</td>
<td>Chapter 5</td>
</tr>
<tr>
<td>Verification</td>
<td>Confirm that the specified design requirements are fulfilled by the system</td>
<td>Chapter 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chapter 7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Appendix B</td>
</tr>
<tr>
<td>Transition</td>
<td>Establish a capability to provide services specified by stakeholders’ requirements in the operational environment</td>
<td>Appendix C</td>
</tr>
<tr>
<td>Validation</td>
<td>Provide objective evidence that the services provided by a system when in use comply with stakeholders’ requirements, achieving its intended use in its intended operational environment</td>
<td>N/A</td>
</tr>
</tbody>
</table>

1.7 Deliverables envisaged

At the completion of the study, the following deliverables will be available:

- A simulation model of a fictitious *job shop*, accessible only through the web.
- An information system used for storing the progress of jobs in real time.
- Functioning sensors used to capture operation status changes.
1.8 Structure of the document

A demonstrator integrating the above.

1.8 Structure of the document

A brief summary of each of the chapters in the thesis is provided next.

Chapter 1 Introduction
This chapter provides the background to the thesis. Included in the chapter is the project background, problem statement, project scope and the proposed research methodology to achieve the stated objectives and successfully complete the thesis.

Chapter 2 Literature review
This chapter starts by investigating job shop scheduling, to identify appropriate scheduling methods as well as performance indicators for job shops. Following this, the mathematical models for minimising the performance indicators, as well as the methods for solving JSPs, will be discussed. Thereafter, stochastic scheduling will be introduced and characteristics of such scheduling problems will be defined. Finally, real-time scheduling systems and the use of simulation as a real-time scheduling method will be investigated along with the basic principles.

Chapter 3 Architectural Design
This chapter defines the architectural design process and concepts that are required for the successful development of an architecture. The chapter also makes reference to the framework required for the level of detail that should be considered by the developer in the development process.

Chapter 4 Implementation of architectural design
This chapter provides the implementation of the architectural design literature, where the appropriate stakeholders, viewpoints and perspective are selected. Furthermore, business goals and drivers, as well as the scope of the proposed system, will be defined. Finally, a software development method will be chosen to guide the development of the proposed system.

Chapter 5 Development of proposed system
This chapter documents the development process of the proposed system. The components that were developed for the system include an information system where all required data
will be stored, the web pages used for logging data changes, a simulation model that mimics
the behaviour of a job shop, and finally, sensors for logging real-time data.

Chapter 6 Incorporation of metaheuristics in simulation scheduler
This chapter describes the incorporation of metaheuristics in the simulation scheduler. The
metaheuristics that were implemented are simulated annealing and a variation of the 2-opt
algorithm. Detailed analysis and comparison of metaheuristics and dispatching rules are
also provided.

Chapter 7 Formulation and testing of bi-objective simulation scheduler
This chapter will document the expansion of the simulation scheduler from the single-
objective to the multi-objective optimisation domain. The chapter will start off with the
selection and discussion of the objectives that will be used in the scheduler. Thereafter,
the metaheuristics that are going to be incorporated into the simulation scheduler will be
discussed. Comparison tests of the performance of each metaheuristic will then follow.
Finally, the chapter will document the implementation of a newly developed ranking and
selection technique, MMY, to determine the approximate Pareto set and guarantee proba-
bility of correct selection of the best simulated schedules.

Chapter 8 Project conclusion
This chapter describes the conclusion of the research project. It will contain a summary
of the work that was covered in the project, as well as the research contributions of this
project. Future research opportunities will also be discussed. This chapter will end off with
a self-assessment and reflection of the project.

1.9 Chapter summary

This chapter serves as an introduction to the thesis and contains a project background,
problem statement, project scope and the proposed research methodology to successfully
complete the project. The structure of the thesis is also provided. The succeeding chapter
will contain a literature review on real-time scheduling systems, as well as scheduling of
jobs in the job shop environment.
Chapter 2

Literature review

This chapter starts by investigating job shop scheduling, to identify appropriate scheduling methods as well as performance indicators for job shops. Following this, the mathematical models for minimising the performance indicators, as well as the methods for solving JSPs, will be discussed. Thereafter, stochastic scheduling will be introduced and characteristics of such scheduling problems will be defined. Finally, real-time scheduling systems and the use of simulation as a real-time scheduling method will be investigated along with the basic principles.

2.1 Job shop scheduling

According to Murthy (2005), the organisation of manufacturing systems, as well as the planning and control of production greatly depends on the type of production. Aspects of production management in fulfilling specific requirements of a plant and the management approach to problems of inventory, machine selection, machine setting, tooling, routing, scheduling, loading, follow-up and general control will differ depending on the type of production system (Murthy, 2005).

Miltenburg (2005), Papadopoulos et al. (2009) and Murthy (2005) refer to three types of production systems:

1 Job shop or job production: In this system, products are manufactured to meet the requirements of a specific order. The manufacturing of the product will take place as per the specifications given by the customer.

2 Batch production: In this system, a number of identical products are manufactured either to meet the specific order or to satisfy the demand. When the production of plant and equipment is terminated, the plant and equipment can be used for producing similar products.

3 Continuous production: This system is the specialised manufacture of identical products on which machinery and equipment are fully engaged. Continuous production is normally associated with large quantities and high rate of demand.

Figure 2.1 illustrates the characteristics of intermittent (job and batch production) and continuous (mass and flow production) production systems. As observed in Figure 2.1, job production has major differences in product variety but very low product volumes; batch
production has large product variety but low product volumes; and continuous production has little product variation but high product volumes.

Figure 2.1: Characteristics of production systems (Murthy, 2005).

2.1.1 Identifying dispatching rules and performance indicators

According to Wisner (2016), scheduling jobs in a process-focused facility or job shop involves a number of factors:

- If more work is accepted per day than the organisation can complete per day, then the overall work in progress (WIP) inventories will increase, causing shop congestion, an erosion of the firm’s output rate, and a lengthening of job completion times.
- If completion times or dates are promised to customers, then estimates of lead times for each job must be determined, and jobs must be started far enough in advance to complete the job by the promised date.
- Facilities can finish more jobs per period and satisfy more customers if they work on the shortest jobs first. However, longer jobs will ultimately be completed late or behind schedule.
- More highly valued customers may require earlier completion dates which will then be given processing priority in the shop. This will in turn make it more difficult to estimate accurate completion dates for other jobs.
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- Interruptions such as machine breakdowns, employee absence, poor raw-material quality, and processing errors, can cause unforeseen delays in processing.

The job scheduling process therefore includes machine-level controlling measures, such as sequencing, dispatching rules and performance indicators. The dispatch rules guide the production sequence of the jobs within the shop, and ensure that operators know what job to process next when the machine becomes available. Dispatch rules, as mentioned by Dominic et al. (2004) and Wisner (2016), include:

1) shortest process time,
2) earliest due date,
3) minimum slack time per operation,
4) critical ratio,
5) first-come-first-served (FCFS), and
6) most-important-job-first (MIJF).

Table 2.1 provides a description for each of the dispatch rules.

<table>
<thead>
<tr>
<th>Dispatch rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortest process time</td>
<td>The job with the shortest process time is processed first.</td>
</tr>
<tr>
<td>Earliest due date</td>
<td>The job with the earliest due date is processed first.</td>
</tr>
<tr>
<td>Minimum slack time</td>
<td>The job with the minimum slack time per remaining operation is processed first.</td>
</tr>
<tr>
<td>Critical ratio</td>
<td>The job with the smallest critical ratio is processed first. The critical ratio can be calculated using $\frac{\text{Time until due date}}{\text{Remaining process time}}$.</td>
</tr>
<tr>
<td>FCFS</td>
<td>The job arriving first at a workstation is processed first.</td>
</tr>
<tr>
<td>MIJF</td>
<td>Jobs are prioritised based on the importance of the customer.</td>
</tr>
</tbody>
</table>

According to Pezzella et al. (2008), one of the most difficult problems in the area of job shop scheduling problems (JSP), where a set of jobs must be processed on a set of machines, is the decision as to how to sequence the operations on the machines.
decision is dictated by the job shop performance indicators that need to be optimised. Table 2.2 provides common job shop performance indicators.

Table 2.2: Common job shop performance indicators (Dominic et al., 2004; Wisner, 2016).

<table>
<thead>
<tr>
<th>Performance indicator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average flow time</td>
<td>The flow time begins when a job arrives at the shop, and ends when it leaves. This flow time is averaged over a number of jobs.</td>
</tr>
<tr>
<td>Average queue time</td>
<td>The queue time is the total flow time minus the process time of the job. The queue time is then averaged over a number of jobs.</td>
</tr>
<tr>
<td>Average job lateness</td>
<td>Lateness is the difference between the completion date and the due date. The lateness is averaged over a number of jobs.</td>
</tr>
<tr>
<td>Average job tardiness</td>
<td>Tardiness is the amount of time a job finishes beyond the due date. Tardiness is averaged over a number of jobs.</td>
</tr>
<tr>
<td>Makespan</td>
<td>Makespan is the total elapsed time to complete a number of jobs.</td>
</tr>
</tbody>
</table>

2.2 Mathematical models of job shop scheduling

This section serves to discuss mathematical models for the minimisation of job shop performance indicators, as seen in Table 2.2. The JSP is referred to in literature as an NP-hard problem (Ganesh, 2012; Pardalos, 2013; Xhafa and Abraham, 2008), when more than three resources/machines are present. French (1982); Gen et al. (2009); Jensen (2001); Kuhpfahl (2015); Zhang et al. (2008) define the environment of the JSP as follows:

- There is a set $J$ of $n$ jobs $\{J_1, J_2, \ldots, J_n\}$ that needs to be processed on a set $M$ of $m$ machines $\{M_1, M_2, \ldots, M_m\}$.
- Each job $i$ consists of a finite and predetermined sequence of $j$ operations $O_i = \{o_{i,1}, o_{i,2}, \ldots, o_{i,j_i}\}$, where the operation order is fixed.
- An operation may only be assigned to an available machine forming part of the set $M$.
- A machine can process at most one operation at a time, and no preemption can take place.
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- Each operation \( o_{i,j} \) has a fixed processing time \( p_{i,j} \).
- The aim is to find a schedule for processing these \( n \) jobs on the \( m \) machines.

According to Sadeh (1991), job shop scheduling must be considered as a \textit{Constraint Satisfaction Problem} (CSP) or a \textit{Constraint Optimisation Problem} (COP). The constraints applicable in the JSP are the \textit{precedence constraints} specified by the process routings, and \textit{capacity constraints} that prevent resources from being allocated to more operations than they can process at one time.

Figure 2.2 illustrates a JSP where there are four jobs on five machines. Each node in the figure represents an operation and is labelled with the name of the operation \( (o_{i,j}) \), where \( i \) is the job index and \( j \) is the operation index; the \( k \)-th resource/machine required to process the operation is indicated by \( M_k \). The processing time \( (p_{ijk}) \) of each operation is shown as a number in each node. The arrows in the figure represent the precedence constraints and the broken lines represent the capacity constraints. In this example it is assumed that each machine can only process one operation at a time, hence the use of a capacity constraint. Therefore, if more than one operation is competing for a machine, all but one must wait, as they cannot be processed at the same time.

An example of the precedence constraints in Figure 2.2 is the precedence between \( o_{3,1} \), \( o_{3,2} \) and \( o_{3,3} \). The precedence between these operations ensure that \( o_{3,1} \) is processed before \( o_{3,2} \) and \( o_{3,3} \). Furthermore, operations \( o_{1,2} \), \( o_{2,2} \), \( o_{3,3} \) and \( o_{4,2} \), all need to be processed on machine \( M_2 \), hence the capacity constraint.

An optimal schedule for a job shop can be generated by solving the mathematical representation of the job shop. The purpose of the mathematical model of the job shop
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is to minimise the performance indicators (as described in Table 2.2) in order to obtain an optimal schedule. This is achieved by determining best values for job shop scheduling decision variables, which include $Y_{ij't'}$ that generate the sequence between operations $o_{i,j}$ and $o_{i',j'}$, as well as $X_{ijk}$ for machine selection for operation $o_{i,j}$.

Mathematical models for the minimisation of the performance indicators are discussed in this section. The notation used throughout the section and thesis to describe the mathematical models are:

- $d_i$: Due date of job $i$.
- $i$: The job index.
- $j$: The operation index.
- $k$: The machine index.
- $m$: Total number of machines.
- $n$: Total number of jobs.
- $o_{i,j}$: Operation $j$ of job $i$.
- $p_{ijk}$: Processing time of operation $o_{i,j}$ on machine $k$.
- $r_i$: Release time of job $i$.
- $s_{ij}$: Starting time of operation $o_{i,j}$.
- $A$: Set of precedence constraints $(i,j) \rightarrow (i,h)$.
- $C_{ij}$: Completion time of operation $o_{i,j}$.
- $C_{\text{max}}$: Maximum makespan.
- $H_0$: A large positive number.
- $J$: Set of jobs $\{J_1, J_2, \ldots, J_n\}$.
- $L_i$: Lateness of job $i$.
- $L$: Average lateness of jobs.
- $M$: Set of machines $\{M_1, M_2, \ldots, M_m\}$.
- $O$: The set of operations.
- $T_i$: Tardiness of job $i$.
- $T$: Average tardiness of jobs.
- $T_{\text{count}}$: Total number of tardy jobs.
- $W_i$: Queuing/waiting time of job $i$.
- $\bar{W}$: Average queuing/waiting time of jobs in the job shop.

$$X_{ijk} = \begin{cases} 1, & \text{if operation } o_{i,j} \text{ is processed on machine } k \\ 0, & \text{otherwise.} \end{cases}$$

$$Y_{ij't'} = \begin{cases} 1, & \text{if operation } o_{i,j} \text{ precedes operation } o_{i',j'} \text{ on machine } k \\ 0, & \text{otherwise.} \end{cases}$$
Average flow time

Nasr and Elsayed (1990) introduced a model to minimise the average flow time in a job shop. This model can be structured as

\[
\text{Minimise } \sum_i \frac{C_{ij}}{n}
\]

subject to

\[\sum_k X_{ijk} = 1, \quad \forall i = 1, \ldots, n, \quad (2.1)\]

\[C_{i'j'} - C_{ij} + H_0(1 - Y_{iji'j'k}) + H_0(1 - X_{ijk}) + H_0(1 - X_{i'j'k}) \geq p_{i'j'k}\]

\[\forall i, i', = 1, \ldots, n, \text{ and } k = 1, \ldots, m, \quad (2.2)\]

\[C_{ij} - C_{i'j'} + H_0 Y_{iji'j'k} + H_0(1 - X_{ijk}) + H_0(1 - X_{i'j'k}) \geq p_{ijk}\]

\[\forall i, i', = 1, \ldots, n, \text{ and } k = 1, \ldots, m, \quad (2.3)\]

\[s_{ih} - s_{ij} \geq \sum_k (X_{ijk}p_{ijk}), \quad \text{for all } (i, h) \rightarrow (i, j) \in A,\]

\[k = 1, \ldots, m, \quad (2.4)\]

where \(C_{ij}, p_{ijk} \geq 0\), \(n\) is the number of jobs over which the average is determined, and \(X_{ijk}, Y_{iji'j'k} = 0 \text{ or } 1\). Constraint (2.1) ensures that only one machine is assigned to each operation, while constraints (2.2) and (2.3) ensure that a machine cannot simultaneously process more than one job at any time. Constraint (2.4) ensures the precedence given to the operations of each job is not violated.

The rescheduling process when minimising the average flow time will now be discussed using an example from a study by Satake et al. (1999). The example makes use of data presented in Table 2.3. The table describes the allocation of the operations of each job to a specific machine. There are three operations per job, which can be assigned to three different machines.

<table>
<thead>
<tr>
<th>Job</th>
<th>Operation 1</th>
<th>Operation 2</th>
<th>Operation 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2.3: Sample 3-job/3-machine job shop problem (reproduced from Satake et al. (1999)).
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The example will be described by minimising the average flow time over jobs one \((J_1)\) and three \((J_3)\). A non-optimal schedule can be seen in Figure 2.3. The flow time of \(J_1\) and \(J_3\) are 19 and 22 time units respectively, which results in an average flow time of 20.5 time units.

\[
\begin{array}{ccc}
M1 & 1,1 & 2,1 & 3,2 \\
M2 & 3,1 & 1,2 & 2,3 \\
M3 & 2,2 & 1,3 & 3,3 \\
\end{array}
\]

**Figure 2.3:** An example of a non-optimal schedule for the minimisation of average flow time

\[
Flow \ time \ of \ J_1 = 19 \\
Flow \ time \ of \ J_3 = 22
\]

To decrease the average flow time of these two jobs, both jobs must have higher priority than job two \((J_2)\), and therefore be scheduled prior to \(J_2\). The sequence of operations on each machine can therefore change from that shown in Figure 2.3 to the sequence seen in Figure 2.4. This will ensure that both \(J_1\) and \(J_3\) will be processed prior to \(J_2\), and therefore minimise the waiting time of operations from \(J_1\) and \(J_3\). In Figure 2.4, it can be seen that the flow time of \(J_1\) and \(J_3\) changed to 21 and 15 time units, respectively. The flow time of \(J_1\) may have increased, but the average flow time decreased from 20.5 time units to 18 time units. Therefore, Figure 2.4 shows an example of a better average flow time schedule.
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Average queue time

Wisner (2016) defines the calculation of the average queue time, also known as the average waiting time, as

\[ W_i = \sum_j (C_{ij} - \sum_k (p_{ijk})), \quad i = 1, \ldots, n, \]  

(2.5)

Minimise \( \bar{W} = \frac{\sum_{i=1}^n W_j}{n} \)

\[ = \frac{\sum_{i=1}^n \sum_j (C_{ij} - \sum_k (p_{ijk}))}{n}, \]  

(2.6)

subject to

\[ s_{ih} - s_{ij} \geq \sum_k (X_{ijk}p_{ijk}), \quad \text{for all } (i, h) \rightarrow (i, j) \in A, \quad k = 1, \ldots, m, \]  

(2.7)

where \( \bar{W} \) represents the average queueing time, and \( n \) represents the number of jobs over which the average queue time is calculated. (2.5) calculates the waiting time experienced by each job, which is then averaged in (2.6) to calculate the average waiting time of the jobs. Constraint (2.7) ensures the precedence given to the operations of each job is not violated.

The rescheduling process when minimising the average queue time will now be discussed with reference to the example described in Table 2.3. If the objective of the rescheduling is to minimise the average queue time of \( J_1 \) and \( J_2 \), the rescheduling process must start by
identifying the waiting time of both jobs. An example of a non-optimal schedule regarding the average waiting time of $J_1$ and $J_2$ is illustrated in Figure 2.5.

In Figure 2.5, it can be seen that the queuing time of $J_1$ and $J_2$ are 4 and 16 time units, respectively. This results in an average queuing time of 10 time units. To decrease the average queuing time, the schedule must be altered by providing $J_1$ and $J_3$ with higher priorities than $J_3$. This will ensure that $J_1$ and $J_2$ are processed prior to $J_3$ and ultimately decrease the queuing time of $J_1$ and $J_2$ caused by $J_3$.

With the priorities of both $J_1$ and $J_2$ set higher than $J_3$, the sequence of each machine will change to the sequence as seen in Figure 2.6. In the figure, it can be seen that all the operations of $J_1$ and $J_2$ will be processed prior to the operations of $J_3$, except when the operations of $J_3$ are the only operations available for processing. As seen in Figure 2.6, the new schedule decreased the waiting time of $J_1$ and $J_2$ to 3 and 5 time units, respectively.
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This then equates to an average waiting time of 4 time units, which has decreased from the previous schedule. Therefore, Figure 2.6 illustrates an example of a better schedule with regard to average queuing time of $J_1$ and $J_2$.

**Average job tardiness**

Esposito (2005) introduces a mathematical model to minimise the average tardiness of jobs in a job shop, as well as a model to minimise the total number of tardy jobs in the job shop. The model for minimising the average tardiness of jobs within the job shop can be structured as

Minimise $T = \frac{1}{n} \sum_{i=1}^{n} T_i, \quad i = 1, \ldots, n, \quad (2.8)$

subject to

$s_{ih} - s_{ij} \geq \sum_{k} (X_{ijk} p_{ijk}), \quad \text{for all } (i, h) \rightarrow (i, j) \in A, \quad k = 1, \ldots, m, \quad (2.9)$

where

$T_i = \max\{0, \sum_{j} (C_{ij}) - d_i\}, \quad i = 1, \ldots, n. \quad (2.10)$

The model for minimising the total number of tardy jobs within the job shop is then

Minimise $T_{\text{count}} = \sum_{i=1}^{n} u_i, \quad (2.11)$

subject to

$s_{ih} - s_{ij} \geq \sum_{k} (X_{ijk} p_{ijk}), \quad \text{for all } (i, h) \rightarrow (i, j) \in A, \quad k = 1, \ldots, m, \quad (2.12)$

where

$u_j = \begin{cases} 
1, & \text{if } T_i \geq 0, \\
0, & \text{otherwise.}
\end{cases}$

(2.8) is used to determine and minimise the average tardiness of jobs, while (2.10) is used to determine the tardiness of each. (2.10) also ensures that the tardiness will never be negative. (2.11) is used to determine the total number of tardy jobs due to the sequence of the schedule. Constraints (2.9) and (2.12) ensure the precedence given to the operations of each job is not violated.
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The rescheduling process when minimising the average job tardiness will now be discussed with reference to the example described in Table 2.3. To describe the rescheduling process, due dates for each job are required. Therefore, for the explanation, due date for $J_1$, $J_2$ and $J_3$ were chosen to be 15, 17, and 20 respectively. Figure 2.7 illustrates a non-optimal schedule for the minimisation of the average job tardiness.

![Non-optimal Schedule for Average Job Tardiness](image)

In Figure 2.7, both $J_2$ and $J_3$ are completed before their due dates, and therefore, both jobs have no tardiness. On the other hand, $J_1$ was completed 14 time units late, and therefore has a tardiness of 14. The average tardiness of the three jobs can then be calculated as 4.67 time units. The average tardiness of this schedule can be decreased by processing $J_1$ earlier and moving $J_2$ and $J_3$ later, because $J_2$ and $J_3$ have slack time available. The sequence of the jobs on each machine can therefore change to the sequence seen in Figure 2.8. The tardiness of $J_1$, $J_2$ and $J_3$ changed to 4, 0 and 2 respectively. The average tardiness of the three jobs has therefore decreased from 4.67 time units to 2 time units. Figure 2.8 shows an improved schedule regarding the average tardiness of all three jobs.
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![Diagram showing job shop scheduling](image)

Figure 2.8: An example of an improved average tardiness schedule

**Average job lateness**

Jensen (2001) describes the improved robustness and flexibility of minimising the lateness of a job, rather than minimising the tardiness of a job. Due to the fact that $T_i = \max\{L_i, 0\}$, minimising $L_i$ will also minimise $T_i$. The difference between these performance indicators can be observed in the minimising process. When $T_i$ is minimised, the minimisation process will stop when $T_i = 0$ is reached, while when $L_i$ is minimised, the minimisation process will continue even if $L_i \leq 0$, which means that $J_i$ is actually early.

The model for minimising the average lateness of jobs within the job shop can be structured as

\[
\text{Minimise } \bar{L} = \frac{1}{n} \sum_{i=1}^{n} L_i, \quad i = 1, \ldots, n, \tag{2.13}
\]

subject to

\[
s_{ih} - s_{ij} \geq \sum_k (X_{ijk}p_{ijk}), \text{ for all } (i, h) \rightarrow (i, j) \in A, \quad k = 1, \ldots, m, \tag{2.14}
\]

where

\[
L_i = \sum_j (C_{ij}) - d_i, \quad i = 1, \ldots, n. \tag{2.15}
\]

The average lateness of a number of jobs can be calculated using (2.13), while the individual lateness of each job is calculated using (2.15), which allows the lateness to be negative. Constraint (2.14) ensures the precedence given to the operations of each job is not violated.
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The rescheduling process when minimising the average job lateness will now be discussed with reference to the example described in Table 2.3. To describe the rescheduling process, due dates for each job are also required as described in the average job tardiness rescheduling process. These two processes are similar, except that $L_i \leq 0$. Figure 2.9 illustrates a non-optimal schedule for the minimisation of average job lateness. The due dates used in the example are the same as those used in the rescheduling process of the average job tardiness (i.e. 15 for $J_1$, 17 for $J_2$, and 20 for $J_3$).

From Figure 2.9, it can be seen that the lateness of $J_1$, $J_2$ and $J_3$ are 6, 10, and -5 respectively. The average job lateness can therefore be calculated as 3.67 time units. The average lateness of this schedule can be decreased when decreasing the lateness of $J_1$ and $J_2$. The sequence of operations on each machine can therefore be changed to the sequence shown in Figure 2.10. The new schedule decreased the lateness of $J_1$ and $J_2$ from 6 and 10 time units to 4 and -2 time units, respectively. The lateness of $J_3$ has however increased from -5 to 2 time units. The average job lateness of the new schedule is therefore calculated to be 1.67 time units. Figure 2.10 is therefore an example of an improved schedule with regards to the minimisation of the average job lateness.

Figure 2.9: An example of a non-optimal schedule for the minimisation of average job lateness.
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Figure 2.10: An example of an improved average job lateness schedule

Makespan

Kuhpfahl (2015) and Chakraborty (2009) formulated a mathematical model for the minimisation of the makespan of a job shop problem. This model is structured as

Minimise $C_{\text{max}}$

subject to

\[ s_{ih} - s_{ij} \geq \sum_k (X_{ijk}P_{ijk}), \quad \text{for all } (i, h) \rightarrow (i, j) \in A, \ k = 1, \ldots, m, \ (2.16) \]

\[ C_{\text{max}} - s_{ij} \geq \sum_k (X_{ijk}P_{ijk}), \quad \text{for all } (i, j) \in O, \ k = 1, \ldots, m, \ (2.17) \]

\[ s_{ij} \geq r_j, \quad \text{for all } (i, j) \in O. \quad (2.18) \]

Constraint (2.16) ensures the precedence given to the operations of each job is not violated, while constraint (2.17) ensures that the starting and processing times of a job do not exceed the maximum makespan. Lastly, constraint (2.18) ensures that a job cannot start before its release time. In the objective function, the makespan has to be minimised.

Satake et al. (1999) described the rescheduling process for minimising the makespan. A rescheduling example of a three-job four-machine job shop problem, was used in the study and is shown in Table 2.3.

A non-optimal schedule for the described problem can be seen in Figure 2.11. In this schedule, operation three of $J_1$ $(o_{1,3})$ gives the maximum completion time (i.e. makespan), which is found to be $C_{\text{max}} = 29$. In order to generate a better schedule, it is essential to
2.2 Mathematical models of job shop scheduling

complete $J_1$ earlier to decrease the makespan. The rescheduling process starts by moving the start time of all operations to as late as possible, without changing the operation sequence on the machines and the makespan (as seen in Figure 2.12). Thereafter, the operations sequence on each machine is changed in order to complete $J_1$ earlier, as seen in Figure 2.13. If the precedence or machine processing constraints are violated, the new schedule is not adopted by the scheduler; otherwise the scheduler can move each operation earlier without delaying any other operations, which results in a better schedule. Figure 2.14 illustrates an example of an improved schedule.

![Figure 2.11: An example of a non-optimal schedule for the minimisation of makespan](image1)

$C_{\text{max}} = 29$

![Figure 2.12: An example non-optimal schedule with the start times as late as possible](image2)

$C_{\text{max}} = 29$
2.3 Methods for job shop scheduling

Due to the advances of powerful computer capacity, several mathematical programming based scheduling methods have been researched. These methods can be divided into two categories, i.e. exact methods and metaheuristics. These categories will now be described in further detail.

2.3.1 Exact Methods

Exact/integer-based methods for solving the JSP include mixed binary integer programming problems (MBIPP), as well as the branch-and-bound method. The MBIPP refers to a problem where only some of the variables are required to be binary (Winston and Goldberg,
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Conway et al. (2012); Nasr and Elsayed (1990); Ruiz et al. (2009) and Rey et al. (2015) introduce the formulation of a MBIPP to solve the JSP. The introduced formulation contains several binary variables, i.e. a sequence variable, as well as a machine selection variable. The sequence variable $Y_{ij'j'}$ generates the sequence between operations $o_{i,j}$ and $o_{i',j'}$, while the machine selection variable $X_{ijk}$ is used to select a machine for operation $o_{i,j}$.

This formulation is used by Trentesaux et al. (2013) in the data preparation phase of their study, to develop a benchmark system based on a real production system. This benchmark allows the evaluation of static optimisation performances using traditional operation research tools and the evaluation of the control system’s robustness faced with unexpected events. Nasr and Elsayed (1990) also use this problem formulation to investigate the minimisation of the mean flow time in a general job shop machining system. Finally, Pan and Chen (2005) describe the development of MBIPP formulations for the re-entrant JSP, where they developed two-layer division procedures in order to improve the solution speed of the MBIPP formulations.

The other exact method used to solve the JSP is the branch-and-bound method. Brucker et al. (1994) describe the branch-and-bound algorithm for the job shop scheduling problem, which is represented by a search tree. Initially, the search tree contains only one node, which is the root and represents all the feasible solutions of the problem. The successors of the root are calculated by fixing disjunctions, which are the links between every pair of operations that need to be processed on the same machine (as displayed in Figure 2.15). Each successor is recursively handled in the same way, and the examination of the search tree node stops if it represents only one solution, or the node does not contain an optimal solution.

Figure 2.15 shows an example of a disjunctive graph of a problem with three jobs and two machines. The problem starts at source “0” and ends at sink “•”. The figure also displays the disjunctions between the operations that need to be processed on the same machine, e.g. between $O_{11}$, $O_{21}$ and $O_{31}$, as well as between $O_{12}$ and $O_{32}$.

Baker (2014) developed a branch-and-bound algorithm to find optimal solutions to the single-machine stochastic scheduling problem, with the objective of minimising the total expected earliness and tardiness costs. The branch-and-bound method was also used in a study by Mascis and Pacciarelli (2002), where the JSP with blocking and/or no-wait constraints, is examined. Mascis and Pacciarelli used a depth-first search strategy in the branch-and-bound method, where the exploration progresses node by node down a branch. However, if the previous node fathomed the branch, the search retreats up the branch until it encounters a node that has not been fully explored.
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Voß et al. (2012) state that “a metaheuristic is an iterative master process that guides and modifies the operations of subordinate heuristics to efficiently produce high-quality solutions”. Furthermore, the family of metaheuristics includes, but is not limited to, tabu search, ant systems, greedy randomised adaptive search, genetic algorithms, neutral networks and simulated annealing. Due to NP-hard and computationally challenging nature of JSPs with larger dimensions, it is still considered to be beyond the reach of today’s exact methods (Gonçalves et al., 2005). Therefore, over the last two decades, metaheuristic procedures have been presented to solve the JSP. According to Della Croce et al. (1995); Geyik and Dosdogru (2012); Gonçalves et al. (2005); Pezzella et al. (2008); Suresh and Mohanasundaram (2006); Wang and Zheng (2002); Zhang et al. (2008), and Wang et al. (2013), the three most commonly used metaheuristics to solve the JSP, include:

- genetic algorithm,
- simulated annealing, and
- tabu search.

These algorithms are the most popular, because they are generic optimisation algorithms, and therefore they can be used for a wide range of optimisation problems. These three metaheuristics will now be discussed in detail, where the algorithm of each metaheuristic will be presented, as well as previous implementations. There are other metaheuristics that have also been used for solving JSPs, but due to the metaheuristics mentioned above being more commonly used, these other metaheuristics will only be mentioned.

Figure 2.15: A disjunctive graph of a problem with three jobs and two machines

2.3.2 Metaheuristics
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Genetic algorithm (GA)
The term genetic algorithm was first used by Holland (1975), and is motivated by the theory of evolution, with the survival of the fittest being a fundamental property. GAs have been designed as general search strategies and optimisation methods. Bekker (2016b) describes the analogy when applying the GA to an optimisation problem as: a population of possible solutions is created from the problem’s solution space by varying the values of the decision variables. Each individual/chromosome in the population is an encoding of a solution. Some of the individuals (referred to as parents) combine with each other to form new individuals or offspring. The combination phase is called the crossover phase, and good individuals are more likely to be selected for the phase. This phase is also subjected to random variation (referred to as mutation) where some part of the chromosome is randomly changed. The new generation of chromosomes replaces some or all of the previous generation, thus causing the population of solutions to improve over time.

The basic GA is outlined by Bekker (2016b) in Algorithm 1. There are many variations on this algorithm, but the principles are similar.

**Algorithm 1** Basic Genetic Algorithm
1: Generate an initial random population and evaluate members. Set \( t = 1 \).
2: repeat
3: \hspace{1em} if the cross-over probability is satisfied then
4: \hspace{2em} Randomly select two individuals to reproduce
5: \hspace{2em} Do cross-over between the members
6: \hspace{1em} else
7: \hspace{2em} Choose any of the parents to be the offspring
8: \hspace{2em} Replace the worst individual in population by new offspring
9: \hspace{2em} For each gene in the offspring
10: \hspace{3em} if mutation probability is satisfied then
11: \hspace{4em} Flip value of gene
12: \hspace{3em} end if
13: \hspace{2em} end if
14: \hspace{1em} end if
15: \hspace{1em} Evaluate offspring with the objective function
16: \hspace{1em} if offspring is better than the least fit member in the population then
17: \hspace{2em} Replace the least fit member with the offspring
18: \hspace{1em} end if
19: \hspace{1em} end if
20: \hspace{1em} \( t \leftarrow t + 1 \)
21: until Termination condition
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The implementation of Algorithm 1 will now be described with reference to a study conducted by Vilcot and Billaut (2008). The study investigated the general JSP with multiple constraints. Although the study aimed to optimise two conflicting objectives simultaneously, the explanation that follows deals with the encoding of the problem and not the result obtained. The steps followed in the encoding of the problem are as follows:

Step 1 Initial population selection
The initial population of the study was obtained by a two-step procedure. Firstly, an assignment is determined for each operation, and secondly, a job shop schedule problem is obtained. The initial assignment is determined by using a heuristic that aims to balance the resource workload, which is explained by Dauzère-Pérès and Paulli (1997). After the first step, the JSP was created, which they solved by a greedy algorithm based on a slack rule. A set of candidate operations is denoted by \( S \), which contains all the operations without predecessors, at the start. The candidate operations are sorted in non-decreasing order of their release time. The release time of operation \( o_{i,j} \) is the maximum between the time its resource is free for processing operation \( o_{i,j} \) plus the set-up time, and the maximum completion time of all predecessors of \( o_{i,j} \). The first candidate operation is then scheduled, after which release times are updated and \( S \) is updated. The process then iterates while \( S \neq \emptyset \).

Step 2 Encoding of an individual
Each individual is coded by a matrix \( C \) with \( m \) rows (one per resource), where \( C_{\ell,k} \) indicates the operation in position \( k \) on resource \( M_\ell \) (where \( 1 \leq \ell \leq m \)). The value of \( k \) is between one and the maximum number of operations assigned to a resource. The matrix

\[
C = \begin{bmatrix}
o_{2,2} & o_{3,2} & - & - \\
o_{2,1} & o_{1,2} & o_{2,3} & o_{3,3} \\
o_{3,1} & o_{1,1} & o_{1,3} & -
\end{bmatrix},
\]

represents the coding of a solution where three jobs, having linear routes, are sequenced as \( (o_{2,2}, o_{3,2}) \) on resource \( M_1 \), \( (o_{2,1}, o_{1,2}, o_{2,3}, o_{3,3}) \) on \( M_2 \) and \( (o_{3,1}, o_{1,1}, o_{1,3}) \) on \( M_3 \), as illustrated in Figure 2.16.

Step 3 Crossover operation
In the crossover operation, two individuals \( (a) \) and \( (b) \) (as seen in Figure 2.17) are selected according to a binary tournament selection operator. Thereafter, a matrix \( B \) of Booleans with the same profile as \( (a) \) is randomly generated, where each element has equal probability to be ‘0’ or ‘1’. The encoding of \( (a) \), \( (b) \) and the random
2.3 Methods for job shop scheduling

Figure 2.16: Encoding of a solution for the JSP (reproduced from Vilcot and Billaut (2008)).

Boolean matrices are

\[
(a) = \begin{bmatrix}
o_{2,2} & o_{3,2} & - & - \\
o_{2,1} & o_{1,2} & o_{2,3} & o_{3,3} \\
o_{3,1} & o_{1,1} & o_{1,3} & -
\end{bmatrix}, \quad (b) = \begin{bmatrix}
o_{1,1} & o_{1,2} & o_{2,3} \\
o_{3,1} & o_{1,3} & o_{3,3} \\
o_{2,1} & o_{2,2} & o_{3,2}
\end{bmatrix},
\]

\[
\mathcal{B} = \begin{bmatrix}0 & 1 & - & - \\1 & 1 & 0 & 0 \\1 & 0 & 1 & -\end{bmatrix}.
\]

The ‘1’ in \(\mathcal{B}\), means that the corresponding operation in (a) will keep the same position in the child, which can be seen in the first step of the child matrix. The operations of (a) that are kept in the child, are then deleted in (b). The final child is then completed by filling the holes with the remaining operations, as seen in the final child matrix. If no slots are available to set an operation, the operation is put at the end of the sequence on the same resource as in (b). However, if there are slots remaining at a given resource, the sub-sequences are shifted to the left.

Child first step = \[
\begin{bmatrix}
- & o_{3,2} & - & - \\
o_{2,1} & o_{1,2} & - & - \\
o_{3,1} & - & o_{1,3} & -
\end{bmatrix}
\]

Remaining operations in \(b\) = \[
\begin{bmatrix}
o_{1,1} & o_{1,2} & o_{2,3} \\
o_{3,1} & o_{1,3} & o_{3,3} \\
o_{2,1} & o_{2,2} & o_{3,2}
\end{bmatrix}.
\]

Final child = \[
\begin{bmatrix}
o_{1,1} & o_{3,2} & o_{2,3} \\
o_{2,1} & o_{1,2} & o_{3,3} \\
o_{3,1} & o_{2,2} & o_{1,3}
\end{bmatrix}
\]

After the crossover operation, the final child may not be feasible, due to the possible generation of a cycle. In this case, the operation belonging to the cycle and having a ‘0’ in matrix \(\mathcal{B}\), must be identified. Thereafter, the value of this element is changed to ‘1’ in matrix \(\mathcal{B}\) and a new child is generated. There is, however, a worst case, where all the values in the Boolean matrix \(\mathcal{B}\) are equal to ‘1’, which then generates a final child that is a clone of matrix (a) which is feasible.
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Step 4 Mutation operation The mutation operator is used on an individual. The operator, used in the study, is based on a local search incorporating individual neighbours. A neighbour is obtained by moving a critical operation. In the conjunctive graph, moving an operation $x$ between operations $y$ and $z$, means deleting and adding arcs corresponding to resource constraints. This can be described by:

- deleting arc $(v, x)$ and $(x, w)$, where $v$ is the predecessor and $w$ the successor of operation $x$ on the related resource,
- adding an arc $(v, w),$
- deleting the arc $(y, z),$
- adding arcs $(y, x)$ and $(x, z).$

The assignment and sequence can therefore be modified when using this technique. A feasible move is one in which operation $x$ is assigned to a resource where it can be processed and such that no circuit is generated in the graph. During the mutation operation, one of the individual neighbours is randomly chosen as a new individual.

Other studies regarding the application of GAs on the JSP include the development of a new GA for a flexible JSP, by Pezzella et al. (2008). This new algorithm integrates
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different strategies for the generation of initial populations, as well as selecting individuals for reproduction. The results from this study proved that the integrating of more strategies in the generic framework leads to better results with respect to other GAs. Chen et al. (2008) applied the GA to a JSP to achieve lower tardiness, machine idle time, and makespan. In another study, Lei (2012) addressed the stochastic JSP that is subject to breakdown. In the study, Lei proposes an efficient GA with the objective of minimising the makespan. The GA was then tested on 22 benchmark problems and then compared with a simulated annealing and particle swarm optimisation algorithm. In another study, Rebai et al. (2012) developed a new metaheuristic which combines GA, local search, and the branch-and-bound algorithm, which resulted in a small deviation of the metaheuristic solution from the optimal solution. The effectiveness of metaheuristics as new approaches for solving hard scheduling problems, was therefore confirmed. There are at least 18 other implementations of GAs on the JSP in Çalış and Bulkan (2015).

Simulated annealing (SA)

Simulated annealing was first introduced by Kirkpatrick et al. (1983), and is motivated by the annealing process of slowly cooling metals to increase strength. The annealing process provides a framework for optimisation of the properties of large and complex systems. Furthermore, Rardin (1998) states that SA algorithms control cycling by accepting non-improving moves according to probabilities tested with computer-generated random numbers.

The analogy when applying the SA to an optimisation problem, can be described as: the move selection at each iteration begins with a random choice of feasible move, ignoring the impact it has on the objective function. Thereafter, the objective function improvement (ΔObj) is computed for the chosen move. The ΔObj can be non-positive if the move is non-improving. The move is always accepted if it improves the objective function value (ΔObj > 0), otherwise the probability of accepting the move is $e^{-\Delta Obj}$q. The parameter q is known as the temperature, which controls the randomness of the search. If the q-value is large, the exponent in the acceptance probability approaches zero, which implies that the probability of accepting a non-improving move is approximately $e^{0} = 1$. On the other hand, if the q-value is small, the probability of accepting a non-improving move decreases dramatically. The SA algorithm normally starts with a larger q-value which decreases when a sufficient number of iterations has passed since the last temperature change. The algorithm, as with other searches allowing non-improving moves, maintains an incumbent solution $\hat{x}$, which keeps track of the best feasible solution found thus far. Lastly, the search terminates when the termination conditions of either a predetermined number of iterations
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Algorithm 2 Simulated Annealing

1: Choose any starting feasible solution \( x^{(0)} \), an iteration limit \( t_{\text{max}} \), and a large initial temperature \( q > 0 \)
2: Set incumbent solution \( \hat{x} \leftarrow x^{(0)} \), and \( t \leftarrow 0 \)
3: repeat
   4: Randomly choose a feasible move \( \Delta x \) in move set \( M \) as \( \Delta x^{(t+1)} \)
   5: Calculate objective function improvement for the movement of \( \Delta x^{(t+1)} \)
   6: if Objective function improves or acceptance probability is satisfied then
      7: Accept the move \( \Delta x^{(t+1)} \)
      8: Update \( x^{(t+1)} \leftarrow x^{(t)} + \Delta x^{(t+1)} \)
   9: if Objective function of \( x^{(t+1)} \) is superior to incumbent solution then
      10: \( \hat{x} \leftarrow x^{(t+1)} \)
   end if
12: end if
13: if Temperature change condition is satisfied then
   14: Reduce temperature \( q \)
15: end if
16: \( t \leftarrow t + 1 \)
17: until Termination condition
18: Output incumbent solution \( \hat{x} \) as an approximate optimal solution

\((t_{\text{max}})\) is reached, or if some solution has no feasible solution in its neighbourhood. When the search terminates, the incumbent solution \( \hat{x} \) is output as an approximately optimal solution. The SA algorithm is outlined by Rardin (1998) in Algorithm 2.

The implementation of Algorithm 2 will now be discussed with reference to a study by Aydin and Fogarty (2004). The study presents an implementation of the modular SA algorithm for classical job shop scheduling.

The algorithm used in the study evolves the population of solutions with a modular SA operator up to a predefined number of iterations. The algorithm starts with a population of solutions that are randomly initialised, which is followed by choosing the number of iterations. Thereafter, a solution is randomly selected to be operated by the modular SA operator. The starting temperature is chosen to be 100, which modifies the randomly selected solution by using the neighbouring function. It is also used to judge whether the yielded solution will be promoted to the next iteration. The algorithm then applies a cooling process to the temperature with the use of a cooling coefficient of 0.955, at the end of each iteration. When the process cools to a temperature of 0.01, the modular SA
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**Algorithm 3** SA for the JSP proposed by Aydin and Fogarty (2004)

1: Begin
2: Initialise the population
3: repeat
4: Pick one feasible solution (old)
5: Set the temperature (100)
6: repeat
7: Select a particular task
8: Conduct a move by neighbourhood function
9: Repair the new solution (new)
10: if \((new - old) < 0\) then
11: Replace old with new
12: else
13: Generate a random number \(r\)
14: if \(e^{\frac{(new - old)}{temperature}} > r\) then
15: Replace old with new
16: end if
17: end if
18: until temperature < 0.01
19: Put the solution back into population subject to replacement rule
20: until Pre-defined number of iterations
21: End

operator releases the solution. The solution obtained through this process is then put back into the population subject to a replacement rule. If the replacement rule is satisfied, the new solution is replaced with the old one. That is the end of one iteration, and the process repeats until the total number of iterations is completed. The algorithm used in the study is presented in Algorithm 3.

Other implementations of the SA algorithm include a study by Ogbu and Smith (1990), where the objective of minimising the makespan in a flow shop was addressed. At the time when the study was executed, scheduling problems have received less attention in the literature than other combinatorial problems. In the study, Ogbu and Smith propose a modification to the Metropolis scheme which is simpler to use and whose results provide near-optimal schedules in reasonable computation time. In another study, Suresh and Mohanasundaram (2006) investigated a multi-objective JSP with the objectives of minimising the makespan and the mean flow time of jobs. The study proposed the Pareto archived SA algorithm to discover non-dominated solution sets for the JSPs. A segment-random
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insertion scheme was used to generate a set of neighbourhood solutions to the current solution. The performance of the proposed algorithm was also evaluated by solving benchmark JSPs.

Roshanaei et al. (2013) performed a study, where they proposed a hybrid metaheuristic for solving the flexible JSP. The study was motivated by the NP-hard nature of the flexible JSP, which renders mixed integer linear programming models inefficient in generating schedules with the desired quality for industrial-scale problems. The objective function that the metaheuristic solved was the minimisation of the makespan of jobs in the flexible JSP. Zhang et al. (2008) developed a heuristic search approach that combines the SA and Tabu search strategy. This approach makes use of SA to find the elite solutions, while using tabu search to reintensify the search from the promising solutions. The approach was also used to solve the objective of minimising the makespan of jobs. In another study Andresen et al. (2008) investigated the SA algorithm, where several neighbourhoods were suggested and tested together with the control parameters of the algorithm. The study also included extensive computational results for problems with up to 50 jobs and 50 machines. Lastly, a study by Zhang and Wu (2010) was performed, where a hybrid SA algorithm based on a novel immune mechanism is proposed for the JSP. The objective of this problem was to minimise total weighted tardiness of jobs. The study is motivated by bottleneck jobs, which require more intensive optimisation. Therefore, the bottleneck level (also known as the criticality) for each job is evaluated, to quantitatively describe the bottleneck job distribution.

**Tabu search (TS)**

The TS algorithm was first proposed by Glover (1986), who describes the metaheuristic as an approach that strives to exceed local optimality by a strategy of forbidding certain moves. The purpose of forbidding certain moves, or making the moves “tabu”, is mainly to prevent cycling. Moves that are classified tabu are generally a small fraction of those available, and a move loses its tabu classification after a relatively short time to become accessible again.

Rardin (1998) describes that the TS algorithm makes use of a *tabu list* that records forbidden moves. At each iteration, a non-tabu feasible move is chosen for the next iteration, while all the moves returning immediately to the previous point are added to the tabu list. The moves on the tabu list are not allowed for a few iterations, but are eventually removed from the tabu list. Since the moves may either improve or degrade the objective function value, an *incumbent solution* $\hat{x}$ is maintained throughout the search. The $\hat{x}$ tracks the best feasible solution found thus far, and is reported as an approximate optimum when
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**Algorithm 4 Tabu Search**

1: **Begin**

2: Choose any starting feasible solution $x(0)$, an iteration limit $t_{\text{max}}$

3: Set incumbent solution $\hat{x} \leftarrow x(0)$, and $t \leftarrow 0$

4: No moves are tabu

5: **repeat**

6: Choose a non-tabu feasible move $\Delta x$ in move set $\mathcal{M}$ as $\Delta x(t+1)$

7: Update $x(t+1) \leftarrow x(t) + \Delta x(t+1)$

8: Calculate objective function value of $x(t+1)$

9: if Objective function of $x(t+1)$ is superior to incumbent solution **then**

10: Replace $\hat{x} \leftarrow x(t+1)$

11: **end if**

12: Remove forbidden moves from tabu list

13: Add moves that immediately return to previous point to tabu list

14: $t \leftarrow t + 1$

15: **until** Termination condition

16: Output incumbent solution $\hat{x}$ as an approximately optimal solution

the search stops when a termination condition is satisfied. The termination condition is satisfied when there are no non-tabu moves that lead to a feasible neighbour of the current solution, or at a predefined iteration limit ($t_{\text{max}}$). This generic TS algorithm is presented by both Glover (1989) and Rardin (1998), as seen in Algorithm 4.

The implementation of Algorithm 4 will now be described with reference to a study conducted by Vilcot and Billaut (2008). The study investigated the general JSP with multiple constraints. As stated previously, the study aimed to optimise two conflicting objectives simultaneously, but the explanation that follows deals with the coding and the setup of a tabu list for the problem. The algorithm used in the study was structured as:
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Figure 2.18: Coding of a solution for the TS algorithm (reproduced from Vilcot and Billaut (2008)).

Step 1. **Coding of a solution**

The coding of a solution for the JSP can be described with reference to Figure 2.18, where three jobs are processed on three machines with a sequence of \((o_{2,2}, o_{3,2})\) on resource \(M_1\), \((o_{2,1}, o_{1,2}, o_{2,3}, o_{3,3})\) on \(M_2\) and \((o_{3,1}, o_{1,1}, o_{1,3})\) on \(M_3\). There is an arc between:

- the source and all the initial operations of each job;
- operation \(o_{i,j}\) and operation \(o_{i',j'}\), if a routing constraint imposes that \(o_{i,j}\) precedes \(o_{i',j'}\) on resource \(M_k\);
- operation \(o_{i,j}\) and operation \(o_{i,j+1}\) that ensures that the operation of a job is completed in the correct sequence/order.

Step 2. **Initial solution**

The initial solution is obtained using the same two-step procedure as described in Step 1 of the GA implementation of Vilcot and Billaut (2008).

Step 3. **Neighbourhood**

A neighbour of the current solution is obtained by moving a critical operation. Therefore, moving an operation \(x\) between operations \(y\) and \(z\) means deleting and adding arcs corresponding to resource constraints. This can be described by:

- deleting arc \((v, x)\) and \((x, w)\), where \(v\) is the predecessor and \(w\) the successor of operation \(x\) on the related resource,
- adding an arc \((v, w)\),
- deleting the arc \((y, z)\),
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- adding arcs \((y, x)\) and \((x, z)\).

The assignment and sequence can therefore be modified when using this technique. A feasible move is one in which operation \(x\) is assigned to a resource where it can be processed and such that no cycle is generated in the graph. For the TS algorithm, the best neighbour is the neighbour that is not in the tabu list and improves the objective function.

Step 4. Tabu list

The tabu list is used to prevent the search from cycling between solutions. In the study, the authors applied a fixed tabu list size. This means that when the list is full, the oldest tabu solution in the list is replaced with a new tabu solution. The oldest tabu solution then changes to a non-tabu solution and can be applied once more. The tabu list used in the study worked as follows: after moving \(x\) between \(y\) and \(z\), \((x, y)\) is added to the tabu list. That same move is therefore now forbidden, because it belongs to the tabu list.

Other studies that implemented the TS algorithm to solve the JSP include a study by Saidi-Mehrabad and Fattahi (2007). The proposed TS algorithm consisted of two parts: a procedure that searches for the best sequence of job operations, and a procedure that finds the best choice of machine alternatives. The initial feasible solution of jobs and operations sequence is first generated and then the algorithm searches for the best choice of the machine alternatives for these jobs and operations sequence. In another study by Li et al. (2010a), a hybrid TS algorithm was proposed to solve three minimisation objectives (i.e. makespan, total workload of machines, and the workload of critical machines) simultaneously. The hybrid TS algorithm was tested on sets of well-known benchmark instances, and the performance of the proposed algorithm was found to be superior to several existing algorithms.

Li et al. (2011), in another study, proposed a novel hybrid TS algorithm with a fast public critical block neighbourhood structure. This algorithm was used to solve the flexible JSP with the objective of minimising the makespan of jobs. The study concluded by comparing the performance of the proposed algorithm to several algorithms, where the proposed algorithm achieved superiority in terms of solution quality, convergence ability and efficiency. Pezzella and Merelli (2000) presents a computationally effective heuristic method for solving the minimum makespan problem of job shop scheduling. The proposed heuristic is based on the TS, as well as the shifting bottleneck procedure used to generate the initial solution and to refine the next solutions. There are more implementations of the TS algorithm to the JSP, and the reader is therefore referred to studies by Dauzère-Pérès
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and Paulli (1997); Dell’Amico and Trubian (1993); Hurink et al. (1994); Zhang et al. (2008) and Barnes and Chambers (1995).

This concludes the detailed discussion of the most popular metaheuristics used in job shop scheduling. Other metaheuristics are briefly mentioned in the next subsection.

Other metaheuristics

Other metaheuristics used to solve the JSP, as described in a study by Çalış and Bulkan (2015), include Agent based systems (ABS), Ant colony optimisation (ACO), Neural networks (NN), Particle swarm optimisation (PSO), Variable neighbourhood search (VNS) and Fuzzy logic (FL).

Agent-based systems (ABS)

The term “agent” was first used in a study by Holland and Miller (1991), which then evolved into the metaheuristic. An example where the ABS metaheuristic was used to solve a JSP, is in a study by Usher (2003). The objective of the study was to minimise the number of tardy jobs. The study included an experimental approach for performance analysis of a multi-agent system for job routing in the job shop environment. In another study by Aydin and Öztemel (2000), ABS were used to solve the objective of minimising the mean tardiness in the JSP. In the study, an intelligent agent-based dynamic scheduling system was proposed. From the results of these studies, conclusions could be drawn that ABS provide encouraging solutions and the performance of the agent will be improved by enriching the environment as well as the skills of the agent. Due to the success of ABS in scheduling, both studies also concluded that the use of ABS is not limited to manufacturing control, but can also be applied to manufacturing design and planning.

Ant colony optimisation (ACO)

The study of Goss et al. (1989) on the collective behaviour of Argentine ants, provided the idea of ACO algorithms, which was developed and introduced by Dorigo and Di Caro (1999). Examples where the ACO algorithm was used to solve the JSP include a study by Huang and Liao (2008), where a hybrid algorithm combining ACO and TS is proposed. This algorithm was used with the objective of minimising the makespan of jobs in a job shop. In another study by Surekha and Sumathi (2010), an ACO is presented for solving the minimisation of the makespan in a JSP. These studies concluded by testing the algorithms on benchmark instances and compared the results with other algorithms. The proposed algorithms yielded similar or slightly improved solutions to that of the best-performing algorithms for the JSP. The proposed algorithms did however obtain these results by using...
higher computation times than recorded for the other algorithms.

 Neural networks (NN)
The history of NN dates back to a study by McCulloch and Pitts (1943), when simple types of NN were shown to be able to learn logical functions. In a study by Weckman et al. (2008), a NN scheduler was successfully developed, which provided a close approximation to the performance of a GA scheduler for JSPs. The objective of the study was to minimise the makespan of jobs. In another study by Fonseca and Navaresse (2002), the use of NN as a valid alternative to the traditional job shop simulation approach, was explored. The study concluded that NN-based simulations were able to fairly capture the underlying relationship between the machine sequences of jobs and their resulting average flow times.

 Particle swarm optimisation (PSO)
The PSO algorithm was first developed and used by Kennedy and Eberhart (1995). Studies that applied the PSO algorithm to the JSP include a study by Zhang et al. (2009), where an effective hybrid PSO algorithm was proposed to solve the multi-objective JSP. The objectives that were addressed in this study were the makespan, maximal machine workload, and the total workload of machines. In another study by Li et al. (2010b), a hybrid algorithm combining PSO and TS was proposed to solve the flexible JSP with the criterion of minimising the makespan. Both studies concluded that the proposed hybrid PSO algorithms are effective in solving the variations of the JSP, and that they provide better results than the GA. The higher computation time of these hybrid algorithms still poses problems, and therefore future work proposed in these studies refer to decreasing the computation times of the algorithms.

 Variable neighbourhood search (VNS)
VNS was first proposed in a study by Mladenović and Hansen (1997), as a metaheuristic for solving combinatorial and global optimisation problems. Roshanaei et al. (2009) proposed a VNS algorithm to solve the JSP, where the set-up times were sequence dependent on each processor to minimise the makespan. In another study, Yazdani et al. (2010) proposed a parallel VNS algorithm to solve the flexible JSP, by minimising the makespan time. The studies concluded by testing the performance of the proposed algorithms on benchmark instances. The computational results showed the competent performance of the proposed algorithms, and verified that the VNS had lower computational time than other well-known algorithms.
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Fuzzy logic (FL)

Zadeh (1965) conceived the concept of FL, which is a method that incorporates uncertainty into a decision model. Examples of the implementation of FL to the JSP, include a study by Bilkay et al. (2004). The study consists of two stages, \textit{i.e.} assigning priorities to part types with the use of a FL-based algorithm, and an operation-machine allocation and scheduling stage. In another study, Sakawa and Kubota (2000) introduced job shop scheduling with fuzzy processing times and fuzzy due-dates. The fuzzy JSP is then solved with the help of a GA. The study concluded with simulations for both 6x6 and 10x10 multi-objective fuzzy job shop scheduling problems. The computational results illustrated that the combination of the fuzzy JSP and the GA provided better results in all trials compared to the SA algorithm.
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Vredeveld (2012) states that ‘in standard deterministic scheduling all relevant data to the problem is known beforehand’, but in a real-world problem, this assumption is not always realistic. In many scenarios, a good schedule needs to be found when data is incomplete and decisions with wide-ranging implications need to be made. An approach that can be used to cope with the uncertainty, is \textit{stochastic scheduling}.

The attributes of the stochastic scheduling problem, including \textit{processing times}, \textit{due dates}, \textit{unexpected releases of high-priority jobs}, and \textit{machine up/downtimes}, may be considered as variables. Furthermore, \textit{probability distributions} are used to describe the variables, and ultimately help to determine a schedule in a stochastic environment (Cai et al., 2014; Pinedo, 2016). While the values of random variables for the problem attributes are unknown before they are observed, their probability distributions are assumed to be known. Hence a schedule can be established based on these probability distributions. A solution to a stochastic scheduling problem can be determined by using the probability distributions and then minimising the expected values of the original deterministic performance measures, according to Baker (2014).

A fundamental complication of a scheduling problem, is to determine an optimal strategy to complete a set of jobs by one or more machines. Cai et al. (2014) describes four aspects for a model of such a problem:

1. \textit{Jobs:} A job in a scheduling problem can have a wide sense. It may be a simple task in manufacturing; a computing program; a journey from one place to another; or a set of tasks in a complex project.
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2. Machine: A machine represents a facility to process the jobs, hence also referred to as a processor.

3. Policy: A policy is a strategy to determine how jobs are to be processed, such as the order in which jobs are processed, or which job is to be processed at a given point in time.

4. Performance measures: Each scheduling problem has a performance measure as a basis to compare the outcomes of different scheduling strategies and determine the optimal solution to the problem.

2.4.1 Mathematical representation of stochastic scheduling

In this section, a stochastic programming model, formulated by Gu et al. (2010), minimising the expected makespan is discussed, to solve a stochastic job shop scheduling problem. The probability distributions of the processing times are assumed to be known, while the actual outcome of the random processing time only becomes known at the completion of the processing. Furthermore, the assumptions of the mathematical model include:

(1) All machines are always available.

(2) A machine can process only one job at a time, and a job is not allowed to visit the same machine twice.

(3) Set-up and removal times are included in processing times.

(4) The transportation times between machines are negligible.

(5) There is no limit to a queue/buffer for a machine.

(6) There is no priority among jobs.

The notation used for the stochastic expected makespan model include:

\( H_0 \): A large positive number used for a penalty factor.

\( \xi_{p_{ijk}} \): The stochastic processing time of operation \( o_{i,j} \) on machine \( k \), subjected to independent normal distributions.

\( \xi_{s_{ij}} \): The stochastic starting time of operation \( o_{i,j} \).

\( \xi_{C_{ij}} \): The stochastic completion time of operation \( o_{i,j} \).

\( \xi_{C_{max}} \): The stochastic makespan.

\( Y_{ij'j'k} \) = \begin{cases} 
1, & \text{if operation } o_{i,j} \text{ precedes operation } o_{i'j'} \text{ on machine } k \\
0, & \text{otherwise}
\end{cases}

\( 1 \leq i \leq n, \ 1 \leq i' \leq n, \ 1 \leq k \leq m. \)
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\[ a_{ijk,h} = \begin{cases} 
1, & \text{if operation } o_{i,j} \text{ processed on machine } k \text{ is preferential to that on machine } h \\
0, & \text{otherwise} 
\end{cases} \]

\[ 1 \leq i \leq n, \ 1 \leq k \leq m, \ 1 \leq h \leq m. \]

\[ X_{ijk} = \begin{cases} 
1, & \text{if operation } o_{i,j} \text{ is processed on machine } k \\
0, & \text{otherwise}. 
\end{cases} \]

The makespan is the maximum completion time of the jobs and the objective is therefore to minimise the expected makespan. The mathematical model for the stochastic job shop scheduling problem can finally be formulated as

\[ \xi C_{\max} = \max_{1 \leq i \leq m} \{ \max_{1 \leq j \leq n} \xi C_{ij} \} \]

Minimise \( E(\xi C_{\max}) \)

subject to

\[ E(\xi C_{ij} - \sum_{k} (X_{ijk} \xi p_{ijk}) + H_0(1 - a_{ijk,h})) \geq E(\xi C_{ij}), \]

\[ i = 1, 2, \ldots, n; \ h, k = 1, 2, \ldots, m, \quad (2.19) \]

\[ E(\xi C_{ij} - \sum_{k} (X_{ijk} \xi p_{ijk}) + H_0(1 - Y_{iji'j'k})) \geq E(\xi C_{ij}), \]

\[ k = 1, 2, \ldots, m; \ i, i' = 1, 2, \ldots, n, \quad (2.20) \]

\[ \xi C_{ij} \geq 0, \ \forall(i, j). \quad (2.21) \]

Constraint (2.19) is a machine sequence constraint which ensures that operations of job \( j \) follow its machine list. Constraint (2.20) on the other hand, ensures that each machine processes no more than one job at any given time. Finally, constraint (2.21) ensures that there are no negative completion times for any jobs.

2.4.2 Defining real-time systems

Laplante and Ovaska (2011) define a real-time system as “one whose logical correctness is based on both the correctness of the outputs and their timeliness”. The traditional model of a real-time system can be decomposed into a set of subsystems, i.e. the controlled object, the real-time computer system and the human operator, as observed in Figure 2.19. The real-time computer system must react to stimuli from the controlled object or the operator, within time intervals dictated by its environment.
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Figure 2.19: Representation of a traditional real-time system (Juvva, 1998).

Kopetz (2011) calls the instant at which a result must be produced a ‘deadline’. Buttazz et al. (2005), Laplante and Ovaska (2011) and Kopetz (2011) refer to the different types of real-time systems as, soft, firm, and hard.

- **Soft real-time systems**: A soft real-time system is one in which the performance of a system is degraded but not destroyed by failure to meet response-time constraints.

- **Firm real-time systems**: A firm real-time system is one in which an arbitrary number of missed deadlines will not lead to total failure, but missing more than the permissible number of deadlines may lead to complete or catastrophic system failure.

- **Hard real-time systems**: A hard real-time system is one in which failure to meet even a single deadline may lead to complete or catastrophic system failure.

According to Laplante and Ovaska (2011), the study of real-time systems is a multidimensional subdiscipline of computer systems engineering that is strongly influenced by control theory, operations research, and software engineering. Figure 2.20 depicts several disciplines that affect the design and analysis of a real-time system.
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Figure 2.20: Disciplines that affect real-time systems engineering (Laplante and Ovaska, 2011).

2.4.3 Investigating real-time scheduling systems

Figure 2.21 presents the classification of real-time scheduling algorithms. Figure 2.21 illustrates that any real-time scheduling system can be classified as dynamic or static. Furthermore, Kopetz (2011) and Benítez-Pérez and Miguel (2005) refer to two types of schedulers, i.e. dynamic and static. A dynamic scheduler defines its scheduling decisions at run-time, selecting one out of the current set of ready tasks. Dynamic schedulers are flexible and adapt to an evolving task scenario. They consider only the current task requests. The run-time effort involved in finding a schedule can be substantial. A static scheduler defines its scheduling decisions during the off-line process. It generates a dispatching table for the run-time dispatcher off-line. For this purpose it needs complete prior knowledge about the task-set characteristics, e.g. maximum execution times, precedence constraints, mutual exclusion constraints, and deadlines. This dispatching table contains all information the dispatcher needs at run-time to decide at every point of a discrete time-base, which task is to be scheduled next. The run-time overhead of the dispatcher is small.

From Figure 2.21 it is observed that real-time scheduling algorithms can be further classified as preemptive and non-preemptive scheduling. Dhamdhere (2006) and Kopetz (2011) state that in non-preemptive scheduling, the currently executed task will not be interrupted until the task is completed. However, preemptive scheduling allows a higher priority task to replace a currently running task, even if the task is not completed (Ramesh, 2010).
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Figure 2.21: Classification of real-time scheduling algorithms (Kopetz, 2011).

2.4.4 Use of simulation as scheduling method

Kádár et al. (2004), Frantzén et al. (2011), and Banks et al. (2010) define simulation as a powerful tool used to design and analyse complex systems, where decisions are made about these systems. Furthermore, Banks et al. (2010) also refer to another purpose that simulation is appropriate for, i.e. the use of simulation for the observation of the effects that are caused due to informational, organisational, and environmental changes.

Simulation has many advantages and some drawbacks, as described by Bekker (2016a). The advantages include:

- System may be analysed before the implementation of a new procedure, avoiding and/or minimising cost.
- Simulation can provide optimal or near-optimal solutions to many problems.
- Simulation can be used for tactical and strategic planning.
- Changes to a system can be investigated without disrupting the operations of the system.
- Long processes are studied in a relatively short time.
- Critical parameters in a system can be identified and studied.
- Alternative solutions can be evaluated against each other.

The drawbacks of simulation include:

- The developer of a simulation model requires good training and experience.
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- Simulation studies may be expensive in some cases.
- Simulation studies can be time-consuming if the simulation is properly executed.
- A simulation study could be too costly for a given problem.
- There are other analysis techniques that are more appropriate for certain problems.
- The interpretation of simulation results requires a sound statistical background.

Simulation modelling can be divided into two approaches due to the difference in how state changes occur. These state changes can either be ‘discrete’ or ‘continuous’. According to Schriber et al. (2015), ‘a discrete-event simulation is one in which the state of the model changes only at a discrete, but possibly random, set of simulated time points, called event times’. On the other hand, a continuous system simulation is applicable to systems where the variables are continuous in nature (Bandyopadhyay and Bhattacharya, 2014). The focus of the discussion will now change to simulation-based scheduling in reference to the topic of this thesis. Further information regarding the understanding of simulation can be found in Law (2007) and Banks (1998).

Herrmann (2006) and Sabuncuoglu and Bayız (2000) describe the use of simulation as part of the production control approach, where three uses of simulation are identified (i.e. simulation-based generation, refinement, and optimisation). Simulation-based schedule generation and refinement use simulation directly in order to determine initial schedules (generation) and to improve existing schedules (refinement). In addition, simulation-based optimisation applies simulation repeatedly in order to estimate a certain objective function value and improve it.

*Simulation-based schedule generation* refers to the use of simulation to generate an initial schedule, where dispatching rules, already part of the simulation engine, are used to allocate jobs to machines (Puente and Nemes, 2014). The sequencing of jobs observed in the simulation is then used to produce a schedule. According to Herrmann (2006), the components of a simulation-based scheduling system include:

1. a simulation engine that contains the required dispatching rules for job selection,
2. a graphical user interface that produces Gantt charts based on the results from the simulation,
3. an interface to the information systems on the shop floor that develops a dispatch list from the Gantt charts.

The simulation model should however represent the base process and the base system in an appropriate manner.
2.4 Introduction to real-time stochastic scheduling

Stamatis (2012) and Ward (2000) refer to schedule refinement as a ‘necessary rework, redefinition, or modification of the schedule logic or data developed during planning’. During simulation-based schedule refinement, the schedule generated in the generation phase can be refined in order to achieve better estimates of system performance. This can be accomplished by evaluating the schedule with the performance measures of the system, as described in Section 2.1.1.

Finally, simulation-based schedule optimisation originates from the difficult situations faced to evaluate an objective function. Wang et al. (2011) states that optimisation of operation sequencing is typically performed using metaheuristics, e.g. genetic algorithms, tabu search or simulated annealing. These methods tend to be computationally costly, and therefore the level of detail for the simulation model is important in simulation-based optimisation (Herrmann, 2006). The simulation-based optimisation therefore also requires a simulation model.

There are many examples of simulation-based scheduling available in literature, over a long time span (Kim and Kim (1994), Bengü (1994), Calvet et al. (2016), Aurich et al. (2016)). Most recent work will be highlighted in this section.

Frazzon et al. (2018) proposed and applied a data-driven adaptive planning and control approach that uses simulation-based optimisation to determine the most suitable dispatching rules in real-time under varying conditions. The developed approach was evaluated considering the job shop production of a Brazilian producer of mechanical parts. Calvet et al. (2016) conducted a study that combined simulation with metaheuristics in distributed scheduling problems with stochastic processing times. The study focused on a scenario in which a company or a set of companies conforming to a supply network, had to deliver a complex product composed of several components to be processed on a set of parallel flow shops with a common deadline. The objectives that the study desired to minimise included the maximum completion time (makespan), as well as the accumulated deviations with respect to the deadline. A series of computational experiments were also performed in the study. In a study by Aurich et al. (2016), three approaches (i.e. an integrated simulation-based optimisation algorithm, SA and TS) are compared to solve a hybrid flow shop scheduling problem. The study concludes that all the approaches produce improvements in terms of producing more jobs on time while minimising the makespan, but the integrated simulation-based optimisation algorithm delivers the results much faster than the two metaheuristics. The two metaheuristics do however produce slightly better results than the integrated simulation-based optimisation algorithm in terms of total tardiness.

Thiesing and Pegden (2016) describe the application of the Simio simulation software package in scheduling. The study also refers to the powerful role simulation can play in
scheduling, by predicting and improving the short-term performance of a system. Birch et al. (2015) conducted a study where simulation and modelling were used for efficient and effective scheduling of offshore supply vessels. In a study by Walker et al. (2015), a simulation-based methodology was developed for planning the schedules of providers and the appointments of patients at outpatient clinics. The simulation model was used in the study to find the best balance between new and existing patients arriving at each appointment time period during the day.

Rose et al. (2015) performed a study, where a simulation-based segmentation procedure divides the flexible JSP into several small sub-problems, after which a branch and bound method is used to solve the sub-problems. In another study, Xu et al. (2015) considered a dynamic customer order scheduling problem in a stochastic setting. The objective of the study was to determine the optimal workload assignment policy that minimises the long-run expected order cycle time. A simulation-based GA was proposed to solve the problem. In a study by Bergmann et al. (2015), the suitability of various data mining and supervised machine learning methods were investigated, to emulate job scheduling decisions with data obtained from production data acquisition.

Kádár et al. (2004) indicated that features provided on the newer generation of simulation software facilitated the integration of simulation models with the production planning and scheduling systems. Furthermore, if the simulation system is combined with the production database of the enterprise, it is possible to instantly update the parameters in the model. This combination refers to a real-time system, that is able to update the simulation model in real time. The simulation model can be used parallel to the real manufacturing system to support and/or reinforce the decisions on the shop floor. Further literature regarding the use of simulation in scheduling systems, can be found on the website of the Winter Simulation Conference (http://www.informs-sim.org/).

2.5 Synthesis of literature review

This section provides a reflection of the literature that was discussed, as well as relating the literature to the thesis. Firstly, due to the popularity of the GA, SA, and TS algorithms for solving JSPs, the thesis will make use of one of these metaheuristics. The GA is a strong candidate, due to the literature that is converging to the use of the GA to solve JSPs, however this view might be distorted due to many researchers following each other and using the GA. Therefore, the desired metaheuristic will only be selected in the chapters to come. Furthermore, the thesis will first focus on single-objective optimisation, where each of the models minimising the performance indicators (as presented in Section 2.2) will
be considered. The models will however be adapted to use the stochastic variables $\xi_{p_{ijk}}$, $\xi_{s_{ij}}$, $\xi_{C_{ij}}$, and $\xi_{C_{\text{max}}}$. After the successful implementation of single-objective optimisation in the simulation scheduler, it will be expanded to the multi-objective domain, which is a more realistic representation of the real-world job shop environment.

Through the literature review, it was determined that there are three types of real-time systems, i.e. soft, firm and hard. The real-time system that will be created for this thesis, will be a hard real-time system. This was decided upon due to the hard real-time system’s uncompromising nature, which ensures that the new schedule must be followed, otherwise the system will fail. As described in the environment of the JSP, the real-time system will use non-preemptive scheduling, where the currently executed task will not be interrupted until the task is completed. Lastly, discrete-event simulation will be used to model the system and to perform the rescheduling process. The reason for this can be attributed to the system interruptions, which change the state of the system, are only at discrete, and possibly random, simulated time points.

2.6 Chapter summary

This chapter started by investigating job shop scheduling, to identify appropriate scheduling methods as well as performance indicators for job shops. This was followed by the discussion of the mathematical models for minimising the performance indicators, as well as the methods for solving JSPs. Thereafter, stochastic scheduling was introduced and characteristics of such scheduling problems were defined. Finally, real-time scheduling systems and the use of simulation as a real-time scheduling method was investigated along with the basic principles. The succeeding chapter will describe the architectural design of the real-time scheduling system, and provide a description of the logical links between components of the system.
Chapter 3
Proposing the system with an architectural design

This chapter defines the architectural design process and concepts that are required for the successful development of an architecture. The chapter also makes reference to the framework required for the level of detail that should be considered by the developer in the development process.

3.1 Software architecture concepts

This section serves to introduce software architecture concepts essential for the successful development of large software systems. The main task of this thesis is the development of software to realise some of the objectives. Therefore, it is appropriate and essential that software architecture be studied and used prior to system development. The core information of this section is reproduced from Rozanski and Woods (2005), who provide the industry standards regarding architectural design of software systems. This section will discuss stakeholders, viewpoints and perspectives.

3.1.1 Stakeholders

The purpose for the development of software is dictated by the needs of the stakeholders of the software, and therefore it is necessary to clearly identify these stakeholders. Stakeholders are defined by Kessler and Sweitzer (2007) as “the people who affect the success of your software product, and are affected by it”. Traditionally, software developers used similar definitions of stakeholders and identified end users and developers as the stakeholders of a software product. This interpretation of the definition is, however, too narrow if the software product is created to satisfy everyone affected by it. To ensure this, the software architect must clearly identify all stakeholders, understand their concerns, balance the potential conflicting priorities, and design an architecture that addresses their requirements as effectively as possible.

When selecting stakeholders, it is better to identify a wider stakeholder community, which will better the architect’s chances of delivering a successful system. Stakeholder
attributes can assist the process of selecting stakeholders. Most literature regarding stakeholder attributes refers to the three attributes defined by Mitchell et al. (1997), which include:

- The stakeholder’s power to influence the system.
- The legitimacy of the stakeholder’s relationship to the system.
- The urgency of the stakeholder’s claim on the system.

Furthermore, the software architect can also identify stakeholders by ensuring the selected stakeholders are informed, committed, authorised and representative. Informed stakeholders have all the required information, experience and understanding needed to make the correct decisions. Committed stakeholders are willing and able to participate in the process and they are prepared to make potentially difficult decisions. The decisions made by authorised stakeholders will not be reversed later on. Finally, representative stakeholders refers to stakeholders as a group rather than a person, and ensures that the chosen representatives are suitable.

Table 3.1 classifies stakeholders according to their roles and concerns. Most system development projects tend to include most if not all these types of stakeholders. There is, however, a trade-off when widening the set of stakeholders used in system development. The larger the stakeholder set, the more difficult it will be to reach a consensus.
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#### 3.1.1 Stakeholder roles

Table 3.1: Stakeholder roles *(Rozanski and Woods, 2005)*.

<table>
<thead>
<tr>
<th>Stakeholder Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquirers</td>
<td>Oversee the procurement of the system or product</td>
</tr>
<tr>
<td>Assessors</td>
<td>Oversee the system’s conformance to standards and legal regulation</td>
</tr>
<tr>
<td>Communicators</td>
<td>Explain the system to other stakeholders via its documentation and training materials</td>
</tr>
<tr>
<td>Developers</td>
<td>Construct and deploy the system from specifications (or lead the teams that do this)</td>
</tr>
<tr>
<td>Maintainers</td>
<td>Manage the evolution of the system once it is operational</td>
</tr>
<tr>
<td>Suppliers</td>
<td>Build and/or supply the hardware, software, or infrastructure on which the system will run</td>
</tr>
<tr>
<td>Support staff</td>
<td>Provide support to users for the product or system when it is running</td>
</tr>
<tr>
<td>System administrators</td>
<td>Run the system once it has been deployed</td>
</tr>
<tr>
<td>Testers</td>
<td>Test the system to ensure that it is suitable for use</td>
</tr>
<tr>
<td>Users</td>
<td>Define the system’s functionality and ultimately make use of it</td>
</tr>
</tbody>
</table>

#### 3.1.2 Viewpoints and views

A common temptation of software architect, when designing an architecture for their system, is to create a single, overloaded, comprehensive model. This, however, results in a model that is hard to understand and does not clearly identify the architecture’s most important features. Therefore, according to Woods (2004), Hilliard *et al.* (2012) and Purhonen *et al.* (2004), a more appropriate method of designing an architecture is to separate the system into smaller subsets and represent the architecture via a number of related models (also known as *views*). Rozanski and Woods (2005) define the view as “a representation of one or more structural aspects of an architecture that illustrates how the architecture addresses one or more concerns held by one or more of its stakeholders”.

The use of multiple views for describing an architecture was widely accepted when Krüchten (1995) published *Architectural Blueprints: The 4+1 View Model of Software Architecture*. The article provides a description of a software architecture making use of five views, each of which addresses a subset of concerns. The design decisions are captured in four views, while the fifth view is used to illustrate and validate the other four views.
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The next challenge that software architects face, is to find the right level of detail to be designed into the views. If too much detail is provided, the audience may be overwhelmed, while too little detail may cause the audience to make assumptions that are not valid. A strategy to overcome this challenge, is to only include the details that further the objectives of the architectural description. This includes those details that help explain the architecture to stakeholders or demonstrate that stakeholder concerns are being met.

The development of views can however become tedious when the developer must use first principles each time a view is defined. To simplify and guide the creation of views, *architectural viewpoints* can be used. A viewpoint can be defined as a collection of patterns, templates, and conventions for constructing one type of view. This is done by defining the stakeholders, guidelines, principles, and template models for constructing its views.

### 3.1.2.1 Classification of viewpoints

*Rozanski and Woods (2011)* define seven core viewpoints for information systems, *i.e.* context, functional, information, concurrency, development, deployment and operational viewpoints. These core viewpoints can be grouped as shown in Figure 3.1.

The context, functional, information and concurrency viewpoints characterise the fundamental organisation of the system, after which the development viewpoint supports the construction of the system. Lastly, the deployment and operational viewpoints characterise the system once it enters its live environment. Each of the viewpoints can be described as follows:

![Diagram of viewpoint classification](https://scholar.sun.ac.za)

Figure 3.1: Classification of viewpoints *(Rozanski and Woods, 2005).*
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**Context viewpoint** Describes the interaction, relationships and dependencies between the system and its environment. It includes the runtime context of the system, as well as its scope and requirements. The context viewpoint can be illustrated with the use of a context diagram.

**Functional viewpoint** Describes the functional elements and their responsibilities, interfaces and primary interactions of the system. This viewpoint is the cornerstone of the architectural description, which stakeholders tend to read first. It drives the other system structures (*i.e.* information structure, concurrency structure, *etc.*), while also having a significant impact on the quality properties of the system.

**Information viewpoint** Describes the way the architecture stores, manipulates, manages and distributes information. This viewpoint develops a high-level view of static data structure and information flow.

**Concurrency viewpoint** Describes the concurrency structure of the system, while also clearly identifying parts of the system that can execute concurrently and how this is coordinated and controlled.

**Development viewpoint** Describes the architecture of the system development process. The development views help to communicate the aspects of system development to the stakeholders involved in building, testing, maintaining and enhancing the system.

**Deployment viewpoint** Describes the environment into which the system will be deployed. This view captures the hardware environment that the system requires, the technical environment requirements for each element, and the mapping of software elements to the runtime environment that will execute them.

**Operational viewpoint** Describes how the system will be operated, administered, and supported once the system is in its live environment. The aim of the operational viewpoint is to identify system-wide strategies for addressing operational concerns of stakeholders, while also identifying solutions to address the concerns.

### 3.1.2.2 Benefits of views and viewpoints

Benefits of using views and viewpoints to describe the architecture of a system include:

- *Separation of concerns:* Describing many aspects of a system in a single overloaded model can cloud communication. Therefore, separating different models of a system into distinct descriptions helps the design, analysis, and communication processes by allowing one to focus on each aspect separately.
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- **Communication with stakeholder groups:** The viewpoint-oriented approach can help guide stakeholder groups to different parts of the architectural description, based on their particular concerns. Each view can then be presented using language and notation appropriate to the knowledge, expertise and concerns of the group.

- **Management of complexity:** Creating a single overloaded model can lead to overwhelming complexity. Therefore, by separating each aspect of a system, the architect can focus on each aspect individually, resulting in less complexity.

- **Improved developer focus:** The architecture of a particular system is important for the developers of the system, because they use it as a foundation for the system design. By separating the system aspects into different views, the system developers can identify the important aspects and build the correct system.

3.1.2.3 Pitfalls when applying views and viewpoints

There are also pitfalls when using views and viewpoints, which do not allow an architect to solve all of the software architecture problems. These pitfalls include:

- **Inconsistency:** The use of multiple views to describe a system will inevitably lead to consistency problems. Achieving consistency throughout the architectural views can theoretically be made possible by using machine-checkable architecture description languages, but currently there are no such languages in widespread use. It is therefore a manual process that needs to be done by the software architect.

- **Selection of the wrong set of views:** It is not always evident which set of views is suitable for describing a particular system. Factors influencing this include the nature and complexity of the architecture, the skills and experience of the stakeholders and architect, and the available time to produce the architectural description.

- **Fragmentation:** When too many views are created, it can lead to the architecture being described by many independent models, each in a separate view, making it difficult to follow. To avoid fragmentation, all the views that do not address the important concerns of the system should be eliminated. Views can also be combined to form hybrid views.

3.1.3 Architectural perspectives

An architectural perspective can be defined as a collection of activities, tactics, and guidelines that are used to ensure that a system exhibits a particular set of quality properties. These properties may be required across several architectural views.
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The perspectives are not used by themselves, but rather together with each architectural view to analyse and validate the qualities of the system’s architecture and to drive further architectural decision-making. Table 3.2 contains quality properties that are addressed by the use of architectural perspectives.

Table 3.2: Quality properties addressed by architectural perspectives (Rozanski and Woods, 2005).

<table>
<thead>
<tr>
<th>Quality properties</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>The ability of the system to be used by people with disabilities</td>
</tr>
<tr>
<td>Availability</td>
<td>The ability of the system to be fully or partly operational when required, as well as to effectively handle failures affecting the system availability</td>
</tr>
<tr>
<td>Development resources</td>
<td>The ability of the system to be designed, build, deployed, and operated within the known constraints of people, budget, time, etc.</td>
</tr>
<tr>
<td>Evolution</td>
<td>The ability of the system to be flexible when changes to the system eventually occur</td>
</tr>
<tr>
<td>Internationalisation</td>
<td>The ability of the system to be independent from any language, country, or cultural group</td>
</tr>
<tr>
<td>Location</td>
<td>The ability of the system to overcome problems caused by the location of its elements and the distance between them</td>
</tr>
<tr>
<td>Performance</td>
<td>The ability of the system to predictably execute within the accepted performance profile and to handle increased processing volumes</td>
</tr>
<tr>
<td>Regulation</td>
<td>The ability of the system to conform to local and international laws, company policies, as well as other rules and standards</td>
</tr>
<tr>
<td>Security</td>
<td>The ability of the system to reliably control, monitor and audit who can perform actions on the system, as well as to detect and recover from failures in security mechanisms</td>
</tr>
<tr>
<td>Usability</td>
<td>The ability of the system to be easy to work with, and to allow people who interact with the system to work effectively</td>
</tr>
</tbody>
</table>

The key objective when applying the architectural perspectives to the architectural views, is to apply each relevant perspective to some or all of the views. This is done to ensure that each perspective’s system-wide quality property concerns are addressed. In an
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ideal scenario, each perspective can be applied to every view, but in reality, this scenario is not possible due to time constraints. Therefore, only some of the perspectives are usually applied to some of the views. Figure 3.2 illustrates how perspectives are applied to the views. Another illustration of the link between each perspective and the views is shown in Figure 3.3.

![Diagram of software architecture perspectives](https://scholar.sun.ac.za)

Figure 3.2: Applying architectural perspectives to architectural views (Rozanski and Woods, 2011).

Each rectangle in the grid of Figure 3.3 represents the application of a perspective to a view, and the contents of the rectangle define the important qualities and concerns of that intersection. The intersection between the security perspective and the information view, for example, guides the design of the architecture so that it includes appropriate data access control and data ownership. The intersection between the evolution perspective and the functional view guides the design of the architecture so that the types of changes that will be required are considered, and that the right level of flexibility is built in.
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Perspectives

<table>
<thead>
<tr>
<th>Security</th>
<th>Performance</th>
<th>Availability</th>
<th>Evolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Functional</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.3: Examples of applying perspectives to views

3.1.3.1 Benefits of applying architectural perspectives

Benefits of applying architectural perspectives to views include:

- The perspectives provide common conventions, measurements, and a notation or language that describes the qualities of the system.
- The perspectives define the concerns that guide architectural decision making to help ensure that the resulting architecture will exhibit the quality properties considered by the specific perspective.
- The perspectives describe the method of validating the architecture to demonstrate that it meets the requirements across each of its views.
- The perspectives may offer solutions to common problems, thus helping to share knowledge between architects.
- The perspectives help the architect to work in a systematic way, to ensure that the concerns of the system are addressed.
3.1.3.2 Pitfalls when applying architectural perspectives

Potential pitfalls of applying architectural perspectives to views include:

- Each perspective addresses a single set of quality property concerns. This can therefore result in conflicting solutions suggested by different perspectives. It is the architect’s responsibility to ensure that there is a balance between such competing needs.
- The stakeholder concerns and priorities are different for every system, so the degree to which the architect should consider each perspective varies considerably.
- The perspectives contain established and general advice for ensuring a system exhibits the correct quality properties. Every situation is different, and it is therefore important that the relevance of each perspective and its contents are considered and applied appropriately.

This concludes the introduction of software architecture concepts essential for the successful development of large software systems. The next section will describe the architecture definition process and highlight some development approaches used for software development.

3.2 Architecture definition in the software development methods

This section serves to describe how the architecture definition fits into the common approaches to designing and building systems. This section makes reference to three types of software development methods, i.e. waterfall/linear approaches, iterative approaches and agile methods.

3.2.1 Waterfall approaches

The waterfall approach views software development as a linear sequence of tasks, with each task using the outputs of the previous task as its inputs, as shown in Figure 3.4. An example would be the requirement definition stage provides the inputs to the design stage, which then provides the inputs to the build stage.
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![Architecture Definition Diagram](image)

Figure 3.4: Waterfall Approach (Rozanski and Woods, 2005).

When changes are required, they feed back up to the preceding stage and possibly up the waterfall. This approach is however not ideal when designing and developing large systems. The architectural definition is integrated early in the linear approach, encompassing both the scope and requirement definitions, as shown in Figure 3.4.

### 3.2.2 Iterative approaches

Iterative approaches are implemented to reduce risk by means of early delivery of partial functionality, as shown in Figure 3.5. The classic iterative approach starts with an analysis phase, after which the design phase starts. After the design phase, it moves on to the build and test phase, and ends at the evaluation phase. After the evaluation phase, the current iteration is complete, and the next iteration starts at the analysis phase again.

Each iteration focuses on a single area that presents the highest risk due to its complex nature or unclear requirements. The architecture design would typically form part of the analysis phase of the approach, or it could alternatively run alongside other tasks as an ongoing activity.
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3.2.3 Agile methods

Agile methods are relatively recent developments in software engineering. These methods focus on rapid and continuous delivery of software to end users, encouraging constant interaction between customers and software developers, as well as attempting to minimise the management overheads of the development process. The technical practices of agile modelling help create simple and reliable software that can easily be changed. The architecture definition fits in above the construction increments, while setting the context for the iterations and helping to maintain the coherence and technical integrity across the system. Two of the best known agile methods are *Extreme Programming* and *Scrum*.

3.2.3.1 Extreme Programming

According to Lindstrom and Jeffries (2004) and Kendall and Kendall (2013), Extreme Programming is a discipline of software development based on four values, *i.e.* simplicity, feedback, courage and communication, as shown in Figure 3.6.

**Simplicity:** The first inclination of a developer, when working on a software development project, is to become overwhelmed by the complexity of the task. However, one cannot start with the development of complex tasks, without understanding the simple tasks first. Therefore, the simplicity value of software development requires the developer to start with the simplest thing that can be done.

**Feedback:** Feedback are test cases that compare the goal of the plan to the progress that has been made. It helps programmers make adjustments and lets the business
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Figure 3.6: Values of Extreme Programming (Kendall and Kendall, 2013).

start experiencing what the functionality of the system will be like once it is fully functional.

**Courage:** Courage refers to the level of trust and comfort that must exist in a development team. This means that the whole team trusts each other and the customers enough to act in ways that will continuously improve what is being done on the project.

**Communication:** Communication is essential in a development team environment where the project requires constant updating and technical design. Practices like pair programming, task estimation, and unit testing rely heavily on good communication. When there is good communication within a team, problems are fixed rapidly and weak thinking is quickly strengthened.

Together with the values, there are certain principles that are essential to create the context for collaboration among developers and customers. The fundamental principles were first introduced by Beck (2000), and have evolved ever since. The principles are described as:

1. **Rapid feedback:**
   The time between an action and its feedback is critical to learning. Rapid feedback refers to getting feedback regarding the project, interpreting it, and implementing what was learned in the project as quickly as possible.
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2. \textit{Assume simplicity:}
   This principle states that each problem must be treated as if it can be solved with ridiculous simplicity. This is one of the hardest principles for developers to follow due to the notion that a developer must plan for the future and design for reuse. However, Extreme Programming instructs developers to do a good job of solving today’s problems and to trust their ability to add complexity in the future where it is needed.

3. \textit{Incremental change:}
   It is difficult to solve a problem by making big changes all at once. This principle therefore instructs the developers to solve problems by making a series of small changes.

4. \textit{Embracing change:}
   This principle states that the best strategy is the one that preserves the most options while solving the most pressing problem.

5. \textit{Quality work:}
   Quality is one of the four project development variables (\textit{i.e.} scope, time, cost and quality), and it is therefore essential to take it into consideration. To develop a high-quality product or system, the developing team is required to deliver quality work.

3.2.3.2 Scrum

\textit{Kendall and Kendall} (2013) state that \textit{scrum} is another agile approach, which originated from the starting position in rugby where rugby teams form a huddle and fight for possession of the ball. It is therefore centred around teamwork.

When applying the scrum approach, development teams start a project with a high-level plan that can be changed with ease as the development progresses. Each member of the team must realise that their individual success is secondary to the success of the project. Furthermore, the project leader has limited influence on the detail of the project, and the development team must work within a strict time frame. Some components of the scrum methodology can be described as:

1. Product backlog, in which a list is derived from product specifications.
2. Sprint backlog, a dynamically changing list of tasks to be completed in the next sprint.
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3. Sprint, a 30-day period in which a development team transforms the backlog into software that can be demonstrated.

4. Daily scrum, a brief meeting in which communication has the highest priority. Team members must discuss what they completed since the last meeting, the obstacles they faced, and what they plan to do before the next scrum.

5. Demo, working software that can be demonstrated to the customer.

This concludes the discussion of common approaches for designing and building software systems, as well as how the architecture definition fits into these approaches. The next section will cover the scope, concerns, principles and constraints of the architecture definition.

3.3 Scope, concerns, principles, and constraints of the architecture definition

When the boundaries of a software development project are unknown, the development can become endless. A framework is therefore required to indicate through a high level of detail, what the developer should consider, which aspects to ignore and which aspects are irrelevant. Therefore, one of the earliest and most important tasks of the developer is to determine what the limits and constraints of the project are, and to clarify them with the stakeholders. To accomplish the stated task, the developer must incorporate:

- **Business goals and drivers**: the set of fundamental issues and problems that prompted the stakeholders to initiate the project.

- **Architectural scope**: a definition of what is included and what is excluded in the architecture.

- **Architectural concerns**: the requirements, objectives, intentions, and aspirations the stakeholders have for the architecture.

- **Architectural principles**: principles that shape, inform, or limit the architectural design choices.

- **Other architectural constraints**: standards, policies, and guidelines that also limit the project.

These components will now be discussed in more detail.
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3.3.1 Business goals and drivers

The business goals and drivers set the context for the project and are the fundamental reason why the project exists. A business goal is a specific aim of the organisation, while a business driver is some force acting on the organisation that requires it to behave in a particular way, in order to protect and grow its business. It is essential to gain a good understanding of the business goals and drivers, otherwise if the software fails to meet these challenges, it would not have met the needs of its key stakeholders.

According to Clements and Bass (2010), business goal scenarios are required to ensure that business goals are expressed clearly, in a consistent fashion, and contain sufficient information. Furthermore, Clements & Bass define the six parts of a business goal scenario as:

- **Goal-subject**: This is the stakeholder that owns the goal. The stakeholder may be an individual, or an individual forming part of a specific organisation, or an organisation.
- **Goal-object**: This is the entity to which the goal applies or that will benefit from the successful completion of the goal.
- **Environment**: This is the context of the goal and acts as a rationale for the goal.
- **Goal**: This is the thing that needs to be accomplished.
- **Goal-measure**: This provides a measurement to determine whether the stated goal has been achieved.
- **Pedigree and value**: This indicates the degree of confidence in the goal, the goal’s volatility, and the value of achieving the goal.

Figure 3.7 illustrates an example of a business goal scenario, and how each part fits into the scenario.

![Figure 3.7: Business goal scenario example](https://scholar.sun.ac.za)

**Maintenance manager** has the goal that the system achieves high availability of spare parts and will be satisfied if 99% of failures can be attended to without delays due to shortage of spare parts.
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3.3.2 Architectural scope

The definition of the system scope is an early milestone of any system development project. The scope must be defined based on the input from the stakeholders. Furthermore, the scope definition should contain information regarding the broad functional areas provided by the system, the external interfaces of the system and the external systems that communicate via these interfaces, decommissioning of a system, and any data to be migrated into the new system.

The scope definition forms the starting point of the architectural analysis and if the scope is not adequately defined, the project has a high probability of failure. An adequate tool for the scope definition process is the context diagram. The context diagram presents a high-level picture of the system boundaries and the adjacent external entities. Once the context diagram is created, it should be kept up-to-date with all the high-level changes.

3.3.3 Architectural concerns

As mentioned previously, the stakeholders of the software development project are the main source of information that shapes the architecture through their concerns. It is however not possible for an architect to be an expert in everything, and therefore the architect may be required to rely on specific business or technical expertise from subject matter experts, technology specialists or other architects. The architect must extract all the relevant information from these stakeholders, critically appraise it, consolidate it, and incorporate what is needed into the architectural definition.

The stakeholder concerns can be broadly classified as architectural goals, functional requirements, or architectural requirements. This information was already discussed in more detail in Sections 3.1.2 and 3.1.3, but will be briefly repeated. These classifications are described as:

1. **Architectural goals**

   Architectural goals refer to the vague concerns from the stakeholders. They tend to be expressed using imprecise language, due to stakeholders not being clear about what they mean. Architectural goals are unlikely to be measurable/quantifiable, and therefore there are no objective criteria for judging whether the goal has been met. Lastly, the goals have strong business focus, and it is often unclear how this might translate into an architectural solution.

   Architectural goals cannot be avoided, because they define the fundamental nature of the architecture and what must be achieved. Several tactics for dealing with these goals include trying to turn them into requirements by adding suitable objective
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criteria, developing architectural principles that translate the goals into physical features and qualities of the architecture, or by managing the stakeholders’ expectations of success, especially when goals are vague or unachievable.

2. Functional requirements
These requirements help define what the system is required to do. It is unusual for architects to get involved in the specification of detailed functional requirements. This can be attributed to the scope statement provided to the architect, which should contain the main functional areas of the system. It is however uncommon for detailed functional requirements to significantly impact the architectural solution, therefore there is no need to capture any further detail for the purpose of the architectural definition.

3. Architectural requirements
Architectural requirements, also referred to as non-functional requirements, do not directly mandate functionality but still have significant impact on the architecture. These requirements typically include system qualities such as performance, availability or scalability.

There are several areas such as internationalisation, usability and accessibility, where there is little consensus as to how such requirements can be translated or expressed into system features. Determining the architectural requirements may require hard work and good communication between the architect and the stakeholders; however, it can be accomplished by means of architectural perspectives.

3.3.4 Architectural principles
An architectural principle can formally be defined as a fundamental statement of belief, approach, or intent that guides the definition of an architecture. It can refer to the current state or to a desired future state.

These principles can be used to establish a baseline or framework for the architecture definition. They also expose the underlying assumptions of the stakeholders and make them more explicit.

Characteristics of a good principle include:

- **Constructive**: Highlights issues, drives architectural decisions, and establishes the correct architectural framework.

- **Reasoned**: Strongly motivated by business drivers, goals, and other principles.
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- **Well articulated:** Well understood by all stakeholders and not open to misinterpretation.
- **Testable:** Must be able to objectively test whether the principle is being adhered to.
- **Significant:** If the statement opposing the principle is still meaningful, then the principle is significant.

### 3.3.5 Other architectural constraints

Other architectural constraints include standards, guidelines, strategies and policies that may limit the architectural decisions.

**Standards** address either technology or business problems, and adopting standards eases the design and development process while also simplifying the integration process with other systems. It is essential that the compliance with standards can be tested in some way. Some standards are accompanied by test suites that will determine the compliance of a system, however if such tests are not available, the developers and testers need to be consulted to ensure that such tests are put in place.

**Guidelines and strategies** are less formal than standards and take the form of advice or recommended practice. It is not necessary to comply with the guidelines or strategies, and it is up to the architect and stakeholders to determine the need for compliance.

**Policies** start to define processes to be followed in order to meet stakeholder needs. It may be required to comply with pre-existing policies, or alternatively introduce new policies.

### 3.4 Chapter summary

This chapter defined the architectural design process and concepts that are required for the successful development of an architecture. The chapter also made reference to the framework required for the level of detail that should be considered by the developer in the development process. The succeeding chapter will describe the implementation and construction processes of the architecture of the real-time scheduling system.
Chapter 4

Implementation of architectural design

This chapter provides the implementation of the architectural design literature, where the appropriate stakeholders, viewpoints and perspective are selected. Furthermore, business goals and drivers, as well as the scope of the proposed system will be defined. Finally, a software development method will be chosen to guide the development of the proposed system.

4.1 Defining stakeholders

As mentioned in Section 3.1.1, stakeholders can be classified according to their roles and concerns. Table 3.1 refers to ten stakeholder classes that can be included in a development project. This section serves to identify and define the stakeholders that form part of the architectural definition.

First, the classes that are applicable to the architecture, as well as the stakeholders forming part of those classes will be discussed. Table 4.1 contains a list of applicable stakeholder classes.

As observed in Table 4.1, not all the stakeholder classes are incorporated into the proposed system’s architectural definition process. The absent stakeholder classes include:

- Communicators: No training material will be created for the purpose of this research project, and therefore there is no need for a communicator stakeholder in the architectural definition process.

- Maintainers: The research will conclude when the proposed system is operational, and therefore the evolution of the system once it is operational does not form part of the research. Maintainers are not required for the purposes of this research.

- Suppliers: The proposed system will be created on the infrastructure of Stellenbosch University, but the research will conclude before the system is implemented. Therefore, no suppliers will be used for the purpose of the research.

- Support staff: The research will conclude before the proposed system is implemented, and therefore no support staff are required for the architectural definition process.
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Table 4.1: Applicable stakeholders

<table>
<thead>
<tr>
<th>Stakeholder class</th>
<th>Stakeholder</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquirers</td>
<td>Study leader</td>
<td>The study leader will oversee the procurement of the proposed system.</td>
</tr>
<tr>
<td>Assessors</td>
<td>Study leader</td>
<td>The study leader will oversee and assess the proposed systems conformance to standards.</td>
</tr>
<tr>
<td>Developers</td>
<td>The researcher of the study</td>
<td>The researcher is responsible for the development of the proposed system, from the specifications provided by the users.</td>
</tr>
<tr>
<td>System administrator</td>
<td>Study leader or a designated person</td>
<td>The study leader will serve as system administrator after the project is finished, and will keep the system active.</td>
</tr>
<tr>
<td>Testers</td>
<td>The researcher and study leader</td>
<td>Both the study leader and researcher are responsible for testing the proposed system, to ensure that it is suitable for use.</td>
</tr>
<tr>
<td>Users</td>
<td>Study leader and future students</td>
<td>The study leader will make use of the system, and serve as a proxy stakeholder. Future students will therefore gain access to the system through the study leader.</td>
</tr>
</tbody>
</table>

After the stakeholders are defined, the next step would be to describe each viewpoint applicable to the proposed system’s architectural definition. The following section will include descriptions of the viewpoints, as well as the stakeholders and concerns linked to each viewpoint.

4.2 Describing viewpoints

A viewpoint is a collection of patterns, templates, and conventions for constructing one type of view. Of the seven core viewpoints defined by Rozanski and Woods (2011), only four are applicable to the proposed system’s architectural definition. These four viewpoints include the context, functional, information and deployment viewpoints. The development
viewpoint is not required for the architecture of the proposed system due to there being only one developer, the researcher, while the operational viewpoint is not included because the research will conclude before the system is implemented. The concurrency viewpoint is also not necessary for the purposes of the research, due to there being only one user of the system, who will be the shop-floor manager.

As mentioned in Section 3.1.2.1, the context viewpoint describes the interaction, relationships, and dependencies between the system and its environment, and it can be illustrated by means of a context diagram. The context viewpoint will therefore be discussed in a section to follow, which describes the scope of the proposed system. Each of the three remaining viewpoints will now be discussed, referring to their concerns, pitfalls, models and required stakeholders.

![Applicable viewpoints](image-url)

**Figure 4.1: Applicable viewpoints**

1. **Functional viewpoint:**

   **Concerns:** Stakeholder concerns regarding the functional viewpoint include the system’s functional capabilities, external interfaces, internal structure, and design philosophy.

   **Pitfalls:** Pitfalls that frequently occur in the functional viewpoint include poorly defined interfaces, poorly understood responsibilities, an overloaded view, inappropriate level of detail, and too many dependencies.

   **Models:** A functional structure model will be used to clearly define the interfaces that are required for the proposed system, as well as to describe the functional capabilities of the system.
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*Stakeholders:* The stakeholders that will possibly exhibit concerns regarding the functional viewpoint include the acquirers, assessors, developers, testers and users.

2. Information viewpoint:

*Concerns:* Stakeholder concerns regarding the information viewpoint include the information structure and content, information flow, data ownership, timeliness, data quality, data volumes, as well as archives and data retention.

*Pitfalls:* Problems and pitfalls that frequently occur in the information viewpoint include poor data quality, data incompatibilities, interface complexity, key matching deficiencies and inadequate volumetrics.

*Models:* Static data structure models will be used to overcome the pitfalls of the viewpoint as well as the concerns of the stakeholders. The models will prevent poor data quality, data incompatibilities and key matching deficiencies by incorporating primary keys for each entry and by linking data entries through these keys. It is also assumed that the volume of data entering the system in a given time period will not exceed the capabilities of the system, which prevents inadequate volumetrics.

*Stakeholders:* The stakeholders that will possibly exhibit concerns regarding the information viewpoint include the acquirers, assessors, developers and users.

3. Deployment viewpoint:

*Concerns:* Types of hardware required, specification and quantity of hardware required, third-party software requirements, technology compatibility, network requirements, network capacity required and physical constraints.

*Pitfalls:* Pitfalls of the deployment viewpoint include a lack of specialist technical knowledge and late consideration of the deployment environment.

*Models:* Deployment structure models will be used to illustrate the structure of the prototype, as well as the technology capabilities and network requirements needed. While developing the prototype, the researcher will continuously consult experts in the applications that are used in the development process. Furthermore, the hardware required for the project is provided by the University.

*Stakeholders:* The stakeholders that will possibly exhibit concerns regarding the deployment viewpoint include the assessors, developers and testers.

This concludes the discussion of the applicable viewpoints. The next section will identify the required perspectives and apply them to the selected viewpoints.
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A perspective is a collection of activities, tactics, and guidelines that are used to ensure that a system exhibits a particular set of quality properties. Table 3.2 refers to ten different quality properties that can be addressed by using perspectives. Of these ten quality properties, only the availability, performance and usability properties are essential for the proposed system.

The quality properties that will not be addressed or incorporated into the architectural definition of the proposed system include:

- **Accessibility:** The proposed system will not be implemented as part of the research, and therefore no person with disabilities will access the system and the system will not be affected if the accessibility property is not met.

- **Development resources:** The proposed system will not reach the implementation or operational phases in this research, and there are no real constraints applicable to the designing and building phases of the proposed system.

- **Evolution:** The implementation of the proposed system does not form part of this research, and therefore no changes can occur. Flexibility to change is therefore not required by the system.

- **Internationalisation:** The initial design of the proposed system will be for the South African environment, and it is therefore assumed that English is sufficient for the language capabilities. English is considered to be a global language in business and education.

- **Location:** The proposed system will be designed to be on the cloud, and therefore there is no need to address the location property because there is no physical distance to overcome.

- **Regulation:** The proposed system will be designed to conform to company policies, but will not be severely affected by the inclusion of regulations, and therefore this property is not included in the architectural design.

- **Security:** The security concerns of the proposed system are limited, due to the lack of sensitive data being processed by the system.

When applying the chosen quality properties to the viewpoints, a grid resembling Figure 3.3, can be used. The new grid is illustrated by Figure 4.2, and the descriptions of the intersections between each viewpoint and perspective are given by the number at the specific intersection.
4.3 Applying perspectives to viewpoints

<table>
<thead>
<tr>
<th>Perspectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

Figure 4.2: Applying the selected perspectives to viewpoints

**Intersection 1:** To ensure high availability of the proposed system, fault-tolerant hardware supplied by the University will be used. Sufficient network capacity will be used to ensure the availability of the system. The system will also make use of cloud-based servers that are maintained by the cloud-service provider, which will ensure that the system retains high availability.

**Intersection 2:** Proven simulation and database technologies will be used to ensure the system performs as intended. All these technologies must be compatible with one another to ensure the successful exchange of data as well as the performance of the system.

**Intersection 3:** N/A

**Intersection 4:** There will be processes in place that will ensure the backup of all of the system data. The data will be recorded on a database in the cloud for easy backup and recovery when required. It will also provide easy access for the user of the system.

**Intersection 5:** Shared resources, together with persistent storage will be used to ensure the retention of data, even when the connection and power is shut off from the storage device. The data will be retained in a database located in the cloud.

**Intersection 6:** Processes will be put in place to ensure the clear, accurate, complete and unbiased manner in which the information and results are presented to the user.
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Furthermore, through discussion with the stakeholders, it will be determined what information is useful to the system’s users, and only that information will be made available.

**Intersection 7:** The system will have an availability of 99%, which will be accomplished by using robust code that will mitigate the risk of the system failing, causing the system to be unavailable.

**Intersection 8:** The system runs a single code thread and execution is expected to be sufficiently fast. Scheduling and simulation may take longer, but code will be optimised where possible.

**Intersection 9:** Usability will be designed into the functional model, to ensure that the required interfaces are created for easy use of the system.

### 4.4 Identifying scenarios

Rozanski and Woods (2005) define a scenario as a crisp, concise description of a situation that a system is likely to face in its operational environment, along with a definition of the response required of the system. Furthermore, Rozanski and Woods identified the use of scenarios as one of the most powerful techniques that can be used to illustrate how a system will work in practice. The scenarios can be divided into two groups, *i.e.* functional scenarios and system quality scenarios.

- **Functional scenarios:** a sequence of external events that the system must respond to in a particular way.
- **System quality scenarios:** how the system should react to changes in its environment in order to exhibit one or more quality properties.

Next, expected functional and quality scenarios will be identified for the proposed system. Each functional scenario will include a scenario reference, overview, system state, system environment, external stimulus and a required system response; while every quality scenario will include a scenario reference, overview, system environment, environment changes and required system behaviour.
### 4.4.1 Functional scenarios

Following are functional scenarios identified for the proposed system.

<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc_1.1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
<td>The scenario refers to a new order entering the job shop.</td>
</tr>
<tr>
<td><strong>System State</strong></td>
<td>The job shop is running according to the current schedule, with the information system in an undisturbed state.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>System is in normal operation.</td>
</tr>
<tr>
<td><strong>External Stimulus</strong></td>
<td>The new order creates a disruption for the system and changes the state of the information system to disturbed.</td>
</tr>
<tr>
<td><strong>Required System Response</strong></td>
<td>When the information system enters a disturbed state, a notification must be triggered and sent to the floor manager. This notification should prompt a response from the manager to either initiate the rescheduling process or not.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc_1.2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
<td>The scenario refers to an operator calling in absent.</td>
</tr>
<tr>
<td><strong>System State</strong></td>
<td>All machines are operational and the job shop is capable of completing all the current jobs.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>System is in normal operation.</td>
</tr>
<tr>
<td><strong>External Stimulus</strong></td>
<td>An operator calls in absent.</td>
</tr>
<tr>
<td><strong>Required System Response</strong></td>
<td>The absent operator changes the state of the information system to disturbed, which triggers a notification that must be sent to the floor manager. This notification should prompt a response from the manager to either initiate the rescheduling process or not. Furthermore, the state of the machine used by this operator should change from operational to operator absent.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc_1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overview</td>
<td>How the system deals with logging a failed machine.</td>
</tr>
<tr>
<td><strong>System State</strong></td>
<td>The job shop seems to be running according to the current schedule, with the information system in an undisturbed state.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>System is in normal operation.</td>
</tr>
<tr>
<td><strong>External Stimulus</strong></td>
<td>A machine breaks down which causes a disruption for the system and changes the state of the information system to <em>disturbed</em>.</td>
</tr>
<tr>
<td><strong>Required System Response</strong></td>
<td>When the information system enters a disturbed state, a notification must be triggered and sent to the floor manager. This notification should prompt a response from the manager to either initiate the rescheduling process or not. Furthermore, the state of the machine should change from <em>operational</em> to <em>broken</em>.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc_1.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overview</td>
<td>How the system deals with a new schedule that has been generated.</td>
</tr>
<tr>
<td><strong>System State</strong></td>
<td>The information system is in a disturbed state, and the manager must consider whether rescheduling is needed.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>System is in normal operation.</td>
</tr>
<tr>
<td><strong>External Stimulus</strong></td>
<td>The manager requests the system to generate a new schedule.</td>
</tr>
<tr>
<td><strong>Required System Response</strong></td>
<td>The cloud-based simulation model is prompted by the manager to reschedule, and consumes information from the information system. A new schedule is generated as the output of the rescheduling process, which can be viewed by the manager on the web application. The manager can then select a schedule to be implemented.</td>
</tr>
</tbody>
</table>
### Scenario Reference: Sc_1.5

<table>
<thead>
<tr>
<th>Overview</th>
<th>How the system deals with the acceptance of a new schedule.</th>
</tr>
</thead>
<tbody>
<tr>
<td>System State</td>
<td>The information system is in a disturbed state, and the manager initiated the rescheduling process.</td>
</tr>
<tr>
<td>System Environment</td>
<td>System is in normal operation.</td>
</tr>
<tr>
<td>External Stimulus</td>
<td>The rescheduling process generated a new schedule, and the manager decided the new schedule should be implemented.</td>
</tr>
<tr>
<td>Required System Response</td>
<td>Firstly, the state of the information system will change from disturbed to undisturbed. Then the schedule that the sensored shop floor follows will be replaced by the newly generated schedule.</td>
</tr>
</tbody>
</table>

### Scenario Reference: Sc_1.6

<table>
<thead>
<tr>
<th>Overview</th>
<th>How the system deals with the rejection of a new schedule.</th>
</tr>
</thead>
<tbody>
<tr>
<td>System State</td>
<td>The information system is in a disturbed state, and the manager initiated the rescheduling process.</td>
</tr>
<tr>
<td>System Environment</td>
<td>System is in normal operation.</td>
</tr>
<tr>
<td>External Stimulus</td>
<td>The rescheduling process generated a new schedule, and the manager decided the new schedule should not be implemented.</td>
</tr>
<tr>
<td>Required System Response</td>
<td>The state of the information system will change from disturbed to undisturbed. The newly generated schedule will have no effect on the current schedule that the sensored shop floor follows. The processing of jobs will continue as if no disruption occurred.</td>
</tr>
</tbody>
</table>
## 4.4 Identifying scenarios

### 4.4.2 Quality scenarios

Following are quality scenarios identified for the proposed system.

<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc_2.1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
<td>The scenario where the connectivity of the system to the cloud is broken.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>The system is in normal operation.</td>
</tr>
<tr>
<td><strong>Environment Changes</strong></td>
<td>A disruption occurred in the factory; however, the system is not able to connect to the cloud-based information system to record the disruption.</td>
</tr>
<tr>
<td><strong>Required System Behaviour</strong></td>
<td>The system should continuously ping the cloud-based information system until the connection is reestablished.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc_2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
<td>The scenario where the optimisation of the schedule takes more than an hour.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>The system is in normal operation.</td>
</tr>
<tr>
<td><strong>Environment Changes</strong></td>
<td>The rescheduling process was initiated by the manager but the process takes more than an hour to complete.</td>
</tr>
<tr>
<td><strong>Required System Behaviour</strong></td>
<td>The production in the factory should continue, and therefore the current schedule should be used. After an hour, reject the new schedule due to it being too far behind real time.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc.2.3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
<td>The scenario where a sensor at a machine fails.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>The system is in normal operation.</td>
</tr>
<tr>
<td><strong>Environment Changes</strong></td>
<td>A sensor on one of the machines failed, and therefore the cloud-based information system will not receive any real-time data from the sensor.</td>
</tr>
<tr>
<td><strong>Required System Behaviour</strong></td>
<td>An information buffer should be put in place to ensure that data can be captured manually while the sensor is being replaced.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc.2.4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
<td>The scenario where the configuration of the factory changes, whereby resources are added or removed.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>The system is in normal operation.</td>
</tr>
<tr>
<td><strong>Environment Changes</strong></td>
<td>The configuration of the factory changes when resources are either added or removed.</td>
</tr>
<tr>
<td><strong>Required System Behaviour</strong></td>
<td>The new resources should be added to the resource list in the information system, while any removed resources should have their status changed to <em>inactive</em>.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario Reference</th>
<th>Sc.2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overview</strong></td>
<td>The scenario where the new schedules that are generated are approximately tied in terms of the optimisation of different objectives.</td>
</tr>
<tr>
<td><strong>System Environment</strong></td>
<td>The system is in normal operation.</td>
</tr>
<tr>
<td><strong>Environment Changes</strong></td>
<td>During the rescheduling process, several different schedules are generated by optimising different objectives. Some of these schedules are approximately tied and it is difficult to determine which schedule to implement.</td>
</tr>
<tr>
<td><strong>Required System Behaviour</strong></td>
<td>To overcome the difficulty, a default objective is specified <em>i.e.</em> the minimisation of the average lateness.</td>
</tr>
</tbody>
</table>
This concludes the definition of functional and quality scenarios. The following section serves to identify and define business goals and drivers.

4.5 Defining business goals and drivers

Although the system developed in this study is primarily for research purposes, the researcher and study leader anticipated some business goals and drivers. These could serve as motivation for a commercial implementation. A business goal is a specific aim the organisation has, while a business driver is some force acting on the organisation. This driver requires the organisation to respond or behave in certain way so that the organisation is protected and can grow (Rozanski and Woods, 2011).

4.5.1 Business goals

System disturbances, e.g. a machine fails, or a new order is received, may result in inefficient use of available production time. Processing orders in a first-come-first-served manner may not be the best modus operandi, since it might be better to process a newly received order immediately. (This will be indicated by performance measures). Business goals are thus:

1. Minimise downtime due to system disturbances.
2. Maximise utilisation of available production time.
3. Acknowledge existence of suitable technologies and exploit these to increase profit.

4.5.2 Business drivers

The modern industrial world offers many technologies, including cloud services, mobile telecommunication, sophisticated simulation software and well-researched, proven scheduling techniques. A job shop business should therefore embrace these technologies and knowledge to keep up with its competition, and to improve and grow the business. Doing more work in a shorter time will raise the net profit. Business drivers are:

1. Technology developments beyond that which is primarily required for operations (machines). These developments include mobile communication technology, cloud services and simulation software.
2. Increasing computing capability and developments of scheduling techniques.
3. Real-time scheduling is almost a reality and must be utilised to continuously get the best performance from the system.
4.6 Proposed system scope

The scope of a new system should define the different components and functional areas within it, as well as the external systems that communicate via external interfaces. The logical links and relationship between each component should also be defined in the scope. According to Dori (2002), the task of engineering a new system has become more complicated in recent years, due to the increasing number of components involved. Another problem that organisations experience, is a lack of a common product development vocabulary or modelling framework.

Object Process Methodology (OPM) provides a modelling framework that contains a clear and concise set of symbols that translates into a language that expresses a system’s building blocks and how they relate to each other. The set of symbols and links are given in “Object-Process Methodology: A Holistic Systems Paradigm” by Dori, as well as in Table A.1. The building blocks that are defined by the OPM are presented in Table 4.2.

<table>
<thead>
<tr>
<th>Visual Representation</th>
<th>Definition</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Object</strong></td>
<td>It has the potential of stable, unconditional physical or mental existence.</td>
<td>Static things. Can only be changed by processes.</td>
</tr>
<tr>
<td><strong>Process(ing)</strong></td>
<td>It is a pattern of transformation that an object undergoes.</td>
<td>Dynamic things. Are recognisable by the changes they cause to objects.</td>
</tr>
<tr>
<td><strong>Object (state)</strong></td>
<td>It is a situation an object can be at.</td>
<td>They describe objects. They are attributes of objects. Processes can change an object’s state.</td>
</tr>
</tbody>
</table>

OPM can be used to create a symbolic representation of the objects in a system, their structural relations as well as the functions they enable. Furthermore, the methodology has the ability to represent the proposed system simultaneously in a graphical representation and a natural language. Coupled with the capabilities of the OPM, it also forms part of the ISO standards. ISO 19450:2015 specifies the use of “the concepts, semantics, and syntax
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of OPM as a modelling paradigm and language for producing conceptual models at various extents of detail” (ISO, 2015).

A scope/context diagram was developed by Snyman and Bekker (2017) which made use of the OPM to describe the proposed system. The diagram is illustrated graphically in Figure 4.3, followed by the corresponding semantic description.

The context diagram incorporates three uncertainties that initiate the rescheduling process, i.e. the logging of a new order, a machine that breaks down, and an absent operator. The process of logging a new order is handled by the user, which changes the state of the information system. The movement of jobs through the shop is detected by the sensor. When a job arrives at a machine or the machine finishes the processing of a job, the sensor detects it and registers the movement in the information system. Lastly, when the process that reports the absence of an operator is initiated, the state of the machine used by the specific operator, changes to absent operator. All three uncertainties change the state of the information system from undisturbed to disturbed.

When the disturbed state is entered, a notification of a disruption is triggered and sent to the floor manager. The manager then handles the notification by either selecting to reschedule, whereby a rescheduling process is initiated, or selecting not to reschedule. The manager will initiate the rescheduling process by logging on to a remote desktop control application that connects to the cloud server, after which the manager can instruct the simulation model to start. The rescheduling process consumes information from the integrated information system, and enables a cloud-based simulation model to generate proposed schedules. A record of the performance of each proposed schedule is kept, from which a detailed report is generated and saved. The new schedules generated by the simulation model can either be acceptable or non-acceptable. When acceptable, the schedules can be viewed by the manager in the form of the generated report on the web application where the manager can initiate the system updating process. The system updating process then changes the state of the information system to undisturbed and updates the sequence of the jobs to be processed.
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Figure 4.3: Top-level architecture of the proposed software solution (revised from Snyman and Bekker (2017)).
The semantic representation of the system diagram derived from Figure 4.3, according to the OPM, is as follows:

<table>
<thead>
<tr>
<th>User is physical.</th>
</tr>
</thead>
<tbody>
<tr>
<td>User handles Log new orders process.</td>
</tr>
<tr>
<td>New order affects Information system.</td>
</tr>
<tr>
<td>Information system can be Undisturbed by default or Disturbed.</td>
</tr>
<tr>
<td>Information system consists of many Machines and many Operators.</td>
</tr>
<tr>
<td>Machine is physical.</td>
</tr>
<tr>
<td>Machine can be Operational by default, Broken, or Operator absent.</td>
</tr>
<tr>
<td>Operator is physical.</td>
</tr>
<tr>
<td>Operator can be Working by default or Absent.</td>
</tr>
<tr>
<td>Operator uses Machine.</td>
</tr>
<tr>
<td>Information system triggers Sending notification of disruption process when it enters Disturbed.</td>
</tr>
<tr>
<td>Manager is physical.</td>
</tr>
<tr>
<td>Manager accesses Web application.</td>
</tr>
<tr>
<td>Manager handles System updating process and Sending notification of disruption process.</td>
</tr>
<tr>
<td>Manager triggers Rescheduling process.</td>
</tr>
<tr>
<td>New schedule can be Acceptable or Non-acceptable.</td>
</tr>
<tr>
<td>Sensored shop-floor is physical.</td>
</tr>
<tr>
<td>Job step logging requires Sensored shop-floor.</td>
</tr>
<tr>
<td>Job step logging affects Information system.</td>
</tr>
<tr>
<td>Log new orders process requires Web application.</td>
</tr>
<tr>
<td>Log new orders process yields Disturbed Information system and New order.</td>
</tr>
<tr>
<td>Log broken machine process occurs if Machine is Broken.</td>
</tr>
<tr>
<td>Log broken machine process requires Web application.</td>
</tr>
<tr>
<td>Log broken machine process yields Disturbed Information system.</td>
</tr>
<tr>
<td>Report operator absence process occurs if Operator is Absent.</td>
</tr>
<tr>
<td>Report operator absence process requires Web application.</td>
</tr>
<tr>
<td>Report operator absence process yields Disturbed Information system and Operator absent Machine.</td>
</tr>
<tr>
<td>Rescheduling process requires Cloud-based simulation model and Manager.</td>
</tr>
<tr>
<td>Rescheduling process consumes Information system.</td>
</tr>
<tr>
<td>Rescheduling process yields New schedule.</td>
</tr>
<tr>
<td>Sending notification of disruption process requires Web application and Disturbed Information system.</td>
</tr>
<tr>
<td>System updating process requires Acceptable New schedule and Web application.</td>
</tr>
<tr>
<td>System updating process yields Undisturbed Information system.</td>
</tr>
</tbody>
</table>
4.7 Selection of software development method

The sensorised shop floor will contain eight machines (i.e. two turning, two grinding, two milling, one gear, and one induction hardening machine), and there is an operator for each individual machine. The system will also make use of a database, as well as a simulation model of the shop floor that are in the cloud. It is also assumed that all orders can be processed on the available resources and that there is no need for outsourcing of jobs. Only a moderate volume of orders is expected per time period, which means that the workload of the job shop will not be unmanageable. Lastly, in real-world environments, there is a difference between when an operator is absent and when an operator is on leave. For the purposes of this system, the scenario where an operator is on leave is equivalent to an operator being absent for more than one day.

4.7 Selection of software development method

For the purpose of the research, a combination of the iterative approach and the Extreme Programming agile method will be used as the software development method. These life cycles were selected because they can be used by a single developer that does not form part of a team, and the iterative nature will help the system to be improved upon continuously through the development phase of the research. For further detail regarding the chosen two methods of software development, the reader is referred to Section 3.2.

The proposed system will not be developed for commercial use after the research is completed, but will rather be used as a means of implementing, testing and learning within the field of software development. This purpose therefore also confirms the use of the iterative approach as a software development method.

4.8 Chapter summary

This chapter provided a description of the implementation of the architectural design literature, where the appropriate stakeholders, viewpoints and perspective were selected. Business goals and drivers were defined, as well as the scope of the proposed system. Finally, a software development method was chosen to guide the development of the proposed system. The subsequent chapter will discuss the development of the information system, simulation model and sensors.
Chapter 5

Development of proposed system

This chapter documents the development process of the proposed system. The components that were developed for the system include an information system where all required data will be stored, the web pages used for logging data changes, a simulation model that mimics the behaviour of a job shop, and finally, sensors for logging real-time data. Figure 5.1 illustrates all these components and how they interact with each other. The components will also be discussed in this chapter.

Figure 5.1: Components of the proposed system
5.1 Development of the information system and web pages

This section focuses on the development of the proposed information system, by constructing data dictionaries of all the data tables required as well as the EERD that illustrates the relationship between each table. The section also includes the development of the web pages that will be used to log data onto the information system.

5.1.1 Construction of information system

Due to the system requirement which prescribes the system to be cloud-based, the first step was to set up a cloud-computing account. To accomplish this, several cloud-computing products needed to be considered. These products include Google Cloud Platform (GCP), Microsoft Azure, Amazon Elastic Compute Cloud and IBM Cloud, which are some of the larger and better-known cloud-computing products. For the purposes of this project, the researcher decided to use GCP which provided the most functionality for a free account, compared to the other products.

After the selection of the cloud service provider, the second step was to set up an information system. Due to GCP making use of MySQL® as the information system development tool, a MySQL server was created. An extended entity-relationship diagram (EERD) could then be constructed which illustrates the relationships between different entities within a system. These may be people, places, events or things. For the purposes of this thesis, the crow’s foot notation, as defined by Martin (1990) and described in Table 5.1, was used to construct the EERD.

Table 5.1: Revised crow’s foot notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="One (Mandatory):1" /></td>
<td>One (Mandatory) :1</td>
</tr>
<tr>
<td><img src="image2" alt="Many (Mandatory):1...N" /></td>
<td>Many (Mandatory) :1...N</td>
</tr>
<tr>
<td><img src="image3" alt="One (Optional):0...1" /></td>
<td>One (Optional) :0...1</td>
</tr>
<tr>
<td><img src="image4" alt="Many (Optional):0...N" /></td>
<td>Many (Optional) :0...N</td>
</tr>
</tbody>
</table>

1The registered trademark for MySQL® will from now on be omitted.
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For the construction of the EERD, all the tables that are required for storing data have to be defined, keeping in mind what data will be stored. For the proposed system, it is necessary to store data about:

**People:** Operators,

**Things:** Machines,
   Jobs,
   Operations,
   Standard auxiliary data, *e.g.* Statuses.

The description and purpose of the tables that were included in the diagram will now be provided.

**Table 5.2: Definition of tblMachineStatus**

Purpose: `tblMachineStatus` is used to store the different states that machines can be in.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>MachineStatus_ID</td>
<td>Unique primary key to identify a specific machine status.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>MachineStatus</td>
<td>The description of the specific machine status.</td>
<td>Varchar(45)</td>
</tr>
</tbody>
</table>

**Table 5.3: Definition of tblMachines**

Purpose: `tblMachines` is used to store the different machines that are currently, or were previously, in the job shop.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine_ID</td>
<td>Unique primary key to identify a specific machine.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>MachineName</td>
<td>The name of the specific machine.</td>
<td>Varchar(45)</td>
</tr>
<tr>
<td>MachineStatus_IDFK</td>
<td>Foreign key that specifies the status of the machine.</td>
<td>Int(11)</td>
</tr>
</tbody>
</table>
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Table 5.4: Definition of tblOpStatus

Purpose: tblOpStatus is used to store the different states that operators can be in.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpStatus_ID</td>
<td>Unique primary key to identify a specific operator status.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>MachineStatus</td>
<td>The description of the specific operator status.</td>
<td>Varchar(45)</td>
</tr>
</tbody>
</table>

Table 5.5: Definition of tblOperators

Purpose: tblOperators is used to store the information of all the operators that are currently working, or have previously worked, at the job shop.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operator_ID</td>
<td>Unique primary key to identify a specific operator.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>OperatorName</td>
<td>The name of the specific operator.</td>
<td>Varchar(45)</td>
</tr>
<tr>
<td>OpStatus_IDFK</td>
<td>Foreign key that specifies the status of the operator.</td>
<td>Int(11)</td>
</tr>
</tbody>
</table>

Table 5.6: Definition of tblStdOps

Purpose: tblStdOps is used to store the different standard operations that can be performed in the job shop as well as their respective costs.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>StdOps_ID</td>
<td>Unique primary key to identify a standard operation.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>StdOpsName</td>
<td>The description of the specific standard operation.</td>
<td>Varchar(45)</td>
</tr>
<tr>
<td>StdOpsCost</td>
<td>The cost associated with the specific standard operation.</td>
<td>Decimal(5,2)</td>
</tr>
</tbody>
</table>
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Table 5.7: Definition of tblJobs

Purpose: tblJobs is used to store the information of all the jobs that have entered the job shop.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job_ID</td>
<td>Unique primary key to identify a specific job.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>JobName</td>
<td>The name identifier which is used throughout the thesis as “J_{number}” (e.g. “J_1”).</td>
<td>Varchar(45)</td>
</tr>
<tr>
<td>JobDate</td>
<td>Date that a job enters the system.</td>
<td>Datetime</td>
</tr>
<tr>
<td>JobDescription</td>
<td>The name of the specific part that needs to be processed (e.g. “Gear”).</td>
<td>Varchar(45)</td>
</tr>
<tr>
<td>JobPriority</td>
<td>How important the job is. This attribute is used in the most-important-job-first dispatching rule.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>JobQuantity</td>
<td>The total number of parts that need to be produced.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>JobDueDate</td>
<td>When should the job be completed. This attribute is used in the earliest due date and critical ratio dispatching rules.</td>
<td>Date</td>
</tr>
<tr>
<td>Job_RFID</td>
<td>RFID card number that is linked to the specific job.</td>
<td>Int(11)</td>
</tr>
</tbody>
</table>

Table 5.8: Definition of tblOperationStatus

Purpose: tblOperationStatus is used to store the different states that the operations have to go through while in the job shop.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>OperationStatus_ID</td>
<td>Unique primary key to identify a specific operation status.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>OperationStatus</td>
<td>The description of the specific operation status.</td>
<td>Varchar(45)</td>
</tr>
</tbody>
</table>
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Table 5.9: Definition of tblOperations

Purpose: tblOperations is used to store the information of all the operations that are linked to specific jobs that have entered the job shop.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation_ID</td>
<td>Unique primary key to identify a specific operation.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>Job_IDFK</td>
<td>Foreign key that links a specific job to the operation.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>OperationNumber</td>
<td>Indicates the operation number of the linked job.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>Machine_IDFK</td>
<td>Foreign key that specifies a specific machine used to process the operation.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>StdOps_IDFK</td>
<td>Foreign key that links a specific standard operation cost to the operation.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>ExpectedProcessingTime</td>
<td>The expected time required to complete the processing of the operation.</td>
<td>Time</td>
</tr>
<tr>
<td>EarliestStartTime</td>
<td>The earliest time the operation can begin.</td>
<td>Datetime</td>
</tr>
<tr>
<td>LatestStartTime</td>
<td>The latest time the operation can begin while still ensuring that the job is completed on time.</td>
<td>Datetime</td>
</tr>
<tr>
<td>OperationStatus_IDFK</td>
<td>Foreign key that specifies the status of the operation.</td>
<td>Int(11)</td>
</tr>
</tbody>
</table>
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Table 5.10: Definition of tblMachineOperator

Purpose: tblMachineOperator is used to store the link between an operator and a machine.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>MO_ID</td>
<td>Unique primary key to identify a specific machine and operator connection.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>Machine_IDFK</td>
<td>Foreign key that specifies a specific machine.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>Operator_IDFK</td>
<td>Foreign key that specifies a specific operator.</td>
<td>Int(11)</td>
</tr>
<tr>
<td>MODate</td>
<td>Date that the connection between the machine and operator was made.</td>
<td>Datetime</td>
</tr>
</tbody>
</table>

After each table was defined, the final EERD could be constructed to illustrate the relationships between the different tables. Figure 5.2 illustrates the EERD for the proposed information system.

The tables that do not have any relationship with other tables are either reference tables or auxiliary tables. The auxiliary tables are used to store the schedules of all the dispatching rules, while the schedule selected by the manager is stored in the reference tables. The reference tables indicating what jobs to process next will be visible to the operators.

With the completion of the EERD, the data dictionaries need to be constructed on the MySQL server on the cloud. To accomplish this, MySQL Workbench was downloaded in order to access the server. When logged onto the server, each table could be created separately, after which all the foreign keys could be linked to the primary keys.
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5.1.2 Construction of web pages

As with the information system, the web pages that need to be created should make use of a cloud server. To accomplish this, a virtual machine needed to be set up in such a way that it could be accessed from another device via the internet. This was accomplished by using a desktop and enabling the desktop to be accessed via a Virtual Private Network. This machine was then given authorisation to access the MySQL server, enabling the web pages to connect to the information system. Microsoft® Visual Studio® was then installed on the machine, which will be used to create the different web pages.

1The registered trademark for Microsoft® Visual Studio® will from now on be omitted.
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The web pages that are essential for logging disturbances in the system as well as processing data, include:

1. logging a broken machine,
2. logging a new job entering the system,
3. changing an operator status,
4. displaying html simulation report,
5. choosing new schedule,
6. manual capturing of sensor data, and
7. adding or removing a machine.

Each of these web pages will now be described, with reference to their layout and functionality.

Logging a broken machine

As illustrated in Figure 5.3, the layout of this page is quite simple. When the web page is loaded, a grid view displays each machine currently in the system and their status. There is also a drop-down list showing all the machine names, as well as a drop-down list that lists the different machine statuses. The user can therefore select a machine and status from the drop-down lists and then click the “Change Machine Status” button. This will log the status change in the information system, which will in turn change the data in the grid view to illustrate the change that occurred. An email will also be sent to inform the manager that a machine status has changed, and the manager can then decide whether or not to reschedule.

![Figure 5.3: Layout of logging a broken machine web page](https://scholar.sun.ac.za)
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Logging a new job

This web page is illustrated in Figure 5.4. When the web page is loaded, a grid view appears that displays all the jobs that have already entered the system. There are also text boxes where the user can enter the name, description, quantity and RFID of the new job, as well as a drop-down list that lists the priorities that the user can choose. Lastly, there is a calendar which is used to select the due date of the job. When the user completes all these inputs and clicks the “Log new job” button, the data is stored in the information system and the grid view updates with the new job included. An email will also be sent to inform the manager that a new job has entered the shop, and the manager can then decide whether or not to reschedule. When the grid view is updated, another drop-down list appears which lists the machines currently in the shop, together with text boxes where the user can define the processing time, earliest start time and latest start time of the operation. The format of the processing time is “Hours:Minutes:Seconds”, while the format of the earliest start time and latest possible start time is “Year/Month/Day Hours:Minutes:Seconds”. When the user completes these new inputs and clicks the “Add operation” button, the data is inserted into the information system and a new grid view appears with the operations that are linked to the new job. This step can be repeated until all the operations of the new job are stored in the information system. Typically, this web page will be used by an

Figure 5.4: Layout of logging a new job web page
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experienced planner which will link several operations to a specific job.

**Change operator status**

The web page which allows the user to change the operator status is illustrated in Figure 5.5. When the web page is loaded, a grid view appears that displays each operator’s name with their current status in the system. Two buttons also appear; the “Add New Operator” button and the “Change Operator Status” button. When the “Add New Operator” button is selected, a text box appears, where the user can insert the new operator’s name, and a drop-down list that displays the different operator statuses that can be chosen. If the inputs are completed and the “Add Operator” button is selected, the data is stored in the information system and the grid view is updated with the new operator added. The choice of machines to which the new operator can be linked is limited to a single machine.

Otherwise, if the “Change Operator Status” button is selected, two drop-down lists appear which list the operators currently in the system and the different operator statuses respectively. When the user selects an operator and status and selects the “Update Status” button, the data is updated in the information system and the grid view is updated to display the updated information. An email will also be sent to inform the manager that an

![Figure 5.5: Layout of the change operator status web page](image_url)
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operator status has changed, and the manager can then decide whether or not to reschedule.

**Display HTML simulation report**

Hypertext Markup Language (HTML) is the standard markup language for creating web pages and web applications. An HTML report is created on test completion and is a convenient way of displaying test results. This web page has a simple layout with two buttons. If the “Display Report” button is clicked, the HTML report that was generated by the simulation model will be displayed in a frame on the web page. Alternatively, if the “Download Report” button is clicked, the HTML report is downloaded.

![Figure 5.6: A snapshot of the layout of the display HTML simulation report web page](image)

**Choose new schedule**

This web page contains a list of check boxes, each associated with a specific dispatching rule. The dispatching rule that the manager wants to implement can therefore be selected and the “Generate Schedule” button can be clicked. The reference tables that display the machine processing sequences will then be updated from the auxiliary table associated with the selected dispatching rule.
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Manual capturing of sensor data
This web page will only be used when a sensor fails or is broken and the tracking of jobs through the shop has to be logged manually. This page will ensure that quality scenario \textit{Sc\textsubscript{2.3}} is adhered to. The layout of the page is illustrated in Figure 5.8. There are two drop-down lists present on the page. The first list displays the machines that are in the system and when a machine is selected, the operations that are scheduled on it are displayed in a grid view. The operation that requires a status change can then be selected from the grid view after which the new status can be selected from the second drop-down list. Finally, when the “Update operation status” button is selected, the status of the selected operation is updated to the new status and the grid view is updated. This web page will typically be used by an experienced planner, who allocated the operations of the jobs to the machines.

Adding or removing a machine
This web page will only be used when a machine is either bought or sold and the information system needs to be updated accordingly. This page will ensure that quality scenario \textit{Sc\textsubscript{2.4}}
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is adhered to. The layout of the page is illustrated in Figure 5.9. There is firstly a grid view that lists all the current machines in the system. Below the grid view, there are two buttons that can be selected to either add or remove a machine. To remove a machine from the list, the machine record must first be selected in the grid view and then the “Remove machine” button can be selected which will delete the machine’s record in the database and update the grid view.

On the other hand, if the “Add machine” button is selected, a text box appears where the new machine name can be entered. The “Insert new machine” button can then be selected which will insert the new machine record in the database and update the grid view with the new record.

By adding or removing machines in the shop, the layout of the shop changes, which will require the simulation model to also change. The system administrators are therefore responsible for updating the simulation model when these changes occur.

Figure 5.9: Layout of adding or removing a machine web page

5.2 Development of the simulation scheduling model

This section focuses on the development of the simulation model that performs the rescheduling process. This model was built in Tecnomatix Plant Simulation® which is a simulation software package. The researcher chose this simulation software package because the University of Stellenbosch has a licence for it and also the researcher has experience in using this package from undergraduate studies. The model will create schedules according to the different dispatching rules and then calculate the KPI values.

1The registered trademark for Tecnomatix Plant Simulation® will from now on be omitted.
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The different components that need to be addressed in the simulation model include:

1. MySQL data import,
2. dispatching rules,
3. machine schedules,
4. machine behaviour,
5. experiment inputs, and
6. experiment outputs.

The incorporation of these components into the simulation model will now be discussed.

MySQL data import
Before data could be imported from the MySQL server, a connection had to be established between the simulation model and the server. This connection was established by the use of an Open Database Connectivity (ODBC) object which logs onto the server. A method could then be created ("ImportMySQL") which used the ODBC to log onto the MySQL server. The method also contained SQL statements that selected data from tables in the server and then imported the data to the tables in the simulation model. The tables that were accessed are shown in Figure 5.10.

![MySQL data import component](image)

Figure 5.10: MySQL data import component

Dispatching rules
After the MySQL data has been imported into the simulation model, the data can be used to create the machine schedules according to the dispatching rules described in Table 2.1. Figure 5.11 illustrates how the dispatching rules component has been incorporated into the simulation model. Each dispatching rule is written into its own method which calls the
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data from the imported tables, applies the dispatching rule and then generates the machine schedules according to the outcome of the dispatching rule. When a machine is broken or the operator located at that machine is absent, the dispatching rule will allocate all the operations of that machine to the duplicate machine, if applicable. When there is only one of a specific type of machine, then the dispatching rule will allocate the operations to the machine, even if the machine is broken or the operator is absent. These methods are called by the simulation model before the model starts.

Figure 5.11: Dispatching rules

Due to the stochastic nature of processing times, the operation processing times are altered in each dispatching rule by means of a lognormal distribution. The experienced planner estimates the expected processing time of an operation; however, there can be variation. The variation is built into the dispatching rule through the lognormal distribution. It was decided that the distribution will have a mean that is equal to the expected processing time the user entered into the information system, and a standard deviation of 20 percent of the expected processing time. The processing time of the operation in each machine schedule is then set to the value generated from the distribution.

While setting up the dispatching rules, a problem was observed when the rules are applied on operation-level. A simple example of this problem will now be discussed. The example consists of two jobs that have two operations each, together with two different machines as illustrated in Figure 5.12. When the shortest processing time (SPT) dispatching rule is applied on operation-level, the schedule on each machine will be generated as shown in Figure 5.13. With this schedule, the second operation of both jobs is scheduled to be processed first on each machine, but this will violate the predetermined sequence of
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![Diagram of two jobs and two machines](image)

Figure 5.12: Simple example of two jobs and two different machines

![Schedule generated after SPT rule](image)

Figure 5.13: Schedule generated after shortest processing time rule was applied on operation-level

operations and can therefore not occur. This problem then causes the system to deadlock, and processing cannot commence. This example only takes the SPT rule into account, but there are similar scenarios that can cause the same problem when applying the other dispatching rules. This problem will, however, not occur if the machines are identical.

Montazeri and Van Wassenhove (1990) discuss all the types of dispatching rule that can be used in a manufacturing environment, and it is evident from their explanations that the six dispatching rules incorporated into the model are indeed created for job-level scheduling. Operation-level scheduling rules were also discussed in the paper, which include but are not limited to shortest imminent operation time (SIO) and longest imminent operation time (LIO). It was therefore decided to implement the dispatching rules on job-level. The new schedule for this example is illustrated in Figure 5.14, where the SPT was implemented on job-level. From the example it can be determined the $J_1$ has a processing time of ten minutes, which is shorter than the 11 minute processing time of $J_2$. Therefore, according to the SPT rule, the operations of $J_1$ have to be scheduled first, followed by the operations of $J_2$. 
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Machine schedules
The machine schedules that are generated by the dispatching rule methods are stored in the tables illustrated in Figure 5.15a. Each machine in the system has its own table that it can refer to for the operation sequence it is required to follow. Each table contains the job ID, operation number, processing time and earliest start time of the jobs that have to be processed on the machine. An example of the contents of the schedule table for a machine is illustrated in Figure 5.15b.

Machine behaviour
Figure 5.16a illustrates an example of how the machines were incorporated into the simulation model. In this example, there are two turning machines. Each machine has a sorter in front of it. The sorter is guided by a method that checks its contents and if the method finds the job that needs to be processed next, according to the machine schedule, the job
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is moved from the sorter to the machine. This method ensures that the sequence specified in the machine schedule is adhered to.

There is also another sorter and method together with a generator added in the model, as illustrated in Figure 5.16a. When a machine is either broken or the operator located at that machine is absent, the model will start with that machine unavailable. This extra method is then used to constantly check the status of the machine and when the machine is operational again, all the jobs that were allocated to the other machine should move to the extra sorter. A new sequence is then created for both machines, and the jobs are moved back to the applicable sorter. When both machines are broken, the model will start with both machines unavailable. These components were only added where there are identical machines. When a one of a kind machine is broken, the model will also start with that machine unavailable. The jobs that were allocated to that machine will queue at the sorter until the machine becomes operational again, after which processing will commence.

![Figure 5.16: Machines, entrance and exit methods in the simulation model](image)

(a) Example of machines component. (b) Entrance and exit methods used by machines.

When the job then enters the machine, the machine calls an entrance method (illustrated in Figure 5.16b). This method identifies the job and determines the processing time of the job by locating the processing time of the job in the machine schedule. The processing time of the machine is then changed to the relevant value.

After the machine finishes the processing of the job, the machine calls an exit method that determines the destination where the job must be sent next. If the next destination is another machine, the method will send the job to the sorter of the specific machine, otherwise the job will be sent to the drain of the simulation model and exit the system.
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Table 5.11: Types of machines included in simulation model

<table>
<thead>
<tr>
<th>Machine types</th>
<th>Number of machines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turning</td>
<td>2</td>
</tr>
<tr>
<td>Milling</td>
<td>2</td>
</tr>
<tr>
<td>Grinding</td>
<td>2</td>
</tr>
<tr>
<td>Gear Milling</td>
<td>1</td>
</tr>
<tr>
<td>Induction Hardening</td>
<td>1</td>
</tr>
</tbody>
</table>

For the construction of the simulation model it was decided that there should be eight machines included in the model. Table 5.11 lists the different types of machines as well as the number of machines per type, that are included in the model. The types of machines that were selected are based on the machines that were included in a similar job shop model that was created by Bangsow (2015).

Another factor that needed to be taken into account is the operating hours of the shop. For this, a shift was included in the model that defines the operating hours of the shop from 08:00 to 17:00. The machines will therefore not accept any operation for processing outside the shift time, but if there is an operation being processed when the time reaches 17:00, the machine will continue processing until the operation is finished. Figure 5.17 displays a Gantt chart that illustrates the time that falls outside the shift time, which indicates that no new operation is accepted by the machines. However, there was already an operation that started at M8 before it reached 17:00, which will first be finished before the machine is stopped.
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Experiment inputs

Now that all the components required for running once through the simulation model are incorporated, the experiments need to be defined. There are six scenarios that need to be addressed, one for each of the dispatching rules. Therefore, an experiment manager was included into the simulation model, as seen in Figure 5.18a, and experiment inputs were defined. The inputs change the value of a variable called "DispatchingRules". The values the variable is changed to are illustrated in Figure 5.18b, where each number refers to a specific dispatching rule. Therefore, when the model runs, only one dispatching rule can be used. The experiment manager was also set up to run 25 replications per scenario.
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Experiment outputs
After the experiment inputs are defined, the outputs can be addressed, which can be used to compare the different scenarios with each other. The outputs of the simulation model are the KPIs that were defined in Table 2.2 and are illustrated in Figure 5.19. The outputs are shown in “Days:Hours:Minutes:Seconds”. When the final outputs are calculated, a confidence interval graph is generated for each output, where the different scenarios are compared. The best solution can therefore be selected and implemented after analysing these graphs.

Figure 5.19: Output component of the simulation model

While the Experiment Manager runs the experiments, the schedules generated for each dispatching rule are stored in the auxiliary tables in the information system. These tables are used to retain the schedules for each dispatching rule, and when the new schedule is chosen by the manager, the reference tables are populated from these auxiliary tables.

This concludes the description of the software that was developed for the proposed system. Next the hardware developed for the system will be discussed.

5.3 Development of the sensors

When referring back to the architectural design of the proposed system, a sensorised shop floor forms part of the system. Therefore, this section serves to describe the construction and implementation of the sensors that will be used in the sensorised job shop. The description will make reference to the components used and functionality of the devices.
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5.3.1 Components used

This subsection will be used to describe the technical information of all the components that were used in the development of the sensors.

**Raspberry Pi**

The Raspberry Pi is a well-known and well-supported compact computer that runs on the *Debian* platform which forms part of the *Linux* operating system (OS) ([Raspberry Pi Foundation, 2014](https://www.raspberrypi.org/)). The *Linux* OS environment integrates seamlessly with the hardware of the Raspberry Pi through Python®. The *serial peripheral interface* (SPI) bus of the Raspberry Pi is used to communicate with the radio frequency transceiver, RFM98. The RFM98 is discussed later in this section. Figure 5.20 shows an illustration of a Raspberry Pi. The Raspberry Pi will act as a gateway that logs data changes received from the sensors on the cloud-based information system. The Raspberry Pi will be able to log onto the cloud-based information system through either *WiFi* or a *Local Area Network*. Only one Raspberry Pi is required to log data changes, because it is capable of receiving data from several different devices.


*Figure 5.20: Illustration of a Raspberry Pi (The Pi Hut, 2017).*

**Arduino Pro Mini**

The Arduino Pro Mini consists mainly of the Atmel Atmega328P micro-controller ([Arduino, 2017](https://www.arduino.cc)). The operating voltage is 3.3V, which is ideal for this low power sensor due to the use of only 3.3V components. The low cost of this micro-controller together with its functionality that supports the sensor outcomes, made it the ideal choice ([Scott Tattersall, 2018](https://www.tdatasheet.com/)). The Arduino serves as the controller of the sensor, which captures the data from the RFID module and buttons and sends this data to the RFM98 module. The RFM98 and

---

1The registered trademark for Python® will from now on be omitted.
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RFID modules communicate via the SPI bus lines with the Arduino. The buttons trigger general purpose input output (GPIO) pins on the Arduino for user interface. Figure 5.21 provides an illustration of an Arduino Pro Mini.

LoRa (RFM98)

The RFM98 module is a breakout board that holds the Semtech LoRa integrated circuit (IC). LoRa is a long-range, low-power radio frequency communication platform which is at the forefront of Internet of Things (IoT) network applications worldwide (Semtech, 2018). It makes use of the low frequency sub-gigahertz bandwidth that is part of the free communication spectrum in South Africa. The disadvantage of using low frequency communication is that the information size is limited to small quantities (RF Wireless World, 2017). However, this application makes use of low data rates which makes the RFM98 module the ideal choice. LoRa also has the functionality to both transmit and receive information over a confirmed line of sight distance of between 15 and 20km (Murata, 2018).

The RFM98 module is used because of its compact design and online support. Figure 5.22 shows an illustration of the Semtech LoRa module. There are $n+1$ LoRa modules present in the system, where $n$ is the number of sensors present in the system. The extra module is located at the gateway. The LoRa module on each sensor transmits the data package created by the sensor to the LoRa module located at the gateway, which then receives the package. The package can then be used by the Raspberry Pi to log the data changes in the cloud-based information system.
RFID (RC522)
The RFID RC522 module enables the user to identify and communicate a card or tag ID to the Arduino via the SPI bus. In this application passive cards and tags are used as it is the cheapest and does not require a battery. The cards and tags utilise the radio energy that is transmitted by the reader to energise its circuit and to provide its ID (NXP, 2016). Figure 5.23 shows an illustration of a RFID reader.

![Illustration of a RFID reader](Lazanda, 2018).

Programmer
The programmer is a breakout board for the FTDI FT232 USB to serial integrated circuit. This component is used to program and develop the Arduino Pro Mini with the functionality required for the specific sensor. The programmer makes use of the serial connection on the Arduino to write the developed code onto the Atmel micro-controller. Figure 5.24 shows an illustration of the programmer. In this application an external programmer is used as it reduces the cost of each sensor (Arduino, 2017).
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Figure 5.24: Illustration of a Programmer for Arduino Pro Mini (Ardu Shop, 2017).

Power supply
The sensors were developed to be seamlessly integrated into the proposed system by means of battery power. To make this possible and user-friendly, a charging module and 18650 Lithium-Ion battery were added to the sensors. The battery has a capacity of 2600mAh and is widely available (AA Portable Power Corp, 2004). A typical power bank charging module is used with the battery. It enables the user to easily charge the sensor through a USB. Figure 5.25 shows an illustration of the charging module.

Figure 5.25: Illustration of a charging module (Bang Good, 2016).

5.3.2 Integration of components into sensor nodes
This subsection will describe how all the sensor components are integrated, as well as the interaction between these components.

Figures 5.26 and 5.27 display the layout of the printed circuit board (PCB) used for the sensor. There are five parts that are incorporated into the PCB and they are listed as follows (the numbers in the list refer to the numbers shown in Figures 5.26 and 5.27):

1. The RFID reader that reads the ID from a card and processes the information to the SPI lines which are used by the Arduinio Pro Mini.
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![Top view of sensor PCB](image1)

Figure 5.26: Top view of sensor PCB

![Bottom view of sensor PCB](image2)

Figure 5.27: Bottom view of sensor PCB

2. The three buttons that define the status (i.e. Waiting, Processing, Completed) of an operation.

3. The charger and external battery that supplies power to the sensor.

4. The Semtech LoRa module, which acts as a transmitter and makes use of low-frequency communication to transmit data from the sensor to a receiver.

5. The Arduino Pro Mini that communicates information from one external peripheral to another. The information that is communicated includes the ID from the RFID reader to the LoRa chip, as well as the button number from the button to the LoRa chip.

Figure 5.28 illustrates the interaction and information flow through the sensor. The information flow starts off when the operator of a machine-swipes a RFID card linked to a job at the sensor. The RFID reader detects the ID of the card and processes the information to the Arduino. The operator must select a button, which will process the ID of the button.
5.3 Development of the sensors

to the Arduino. Only when the Arduino receives both the card ID and the button ID will it be able to build the data package. The data package is then communicated to the LoRa chip, which will then transmit the package to the gateway, which is the Raspberry Pi. The data package will consist of a string of numbers that include the sensor ID, card ID and the button ID. The sensor ID in this application will be the same as the machine ID where it is located. There are some exceptions that need to be taken into consideration, which include:

1. An operator accidentally presses a button twice.
2. An operator forgets to swipe a card and/or press a button.

![Activity diagram of information flow through sensor](image_url)

**Figure 5.28: Activity diagram of information flow through sensor**
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To overcome both these exceptions, we assume that the operators will be trained accordingly and will work meticulously. Exception 1 does however not have an effect on the outcome, because the sensors were developed in such a way that the ID of the last button that was pressed will be used, even if multiple button presses occurred.

5.3.3 Integration of components into gateway

The gateway refers to the components that receive data from the sensors and log the data changes in the cloud-based information system. Figure 5.29 illustrates the layout of the PCB used for the gateway. The following components are incorporated into the gateway (the numbers in the list refer to the numbers shown in Figure 5.29):

1. The Raspberry Pi that connects to the cloud-based information system to log the data changes.

2. The LoRa module, which acts as a receiver of information that was transmitted to it.

![Figure 5.29: PCB design for the gateway](image)

Figure 5.29: PCB design for the gateway

Figure 5.30 illustrates the information flow through the gateway. The information flow starts off with the LoRa module that receives the data package that was transmitted to it, after which it processes it to the Raspberry Pi. The Raspberry Pi then logs onto the cloud-based information system and determines which button was pressed by inspecting the button ID that forms part of the package. Thereafter, decisions are made to determine which update must be performed on the information system. Due to the link between every Job_ID and a unique card ID (as seen in Table 5.7), the gateway can determine which job is currently at the machine. The gateway can then determine the operation number at the machine of that job by searching in tblOperations. Therefore, if the button ID = “1”, then the Raspberry Pi updates the status of the operation associated with the machine.
ID and card ID, to *Waiting*; otherwise, if the button ID = “2”, the Raspberry Pi updates the status of the operation associated with the machine ID and card ID, to *Processing*. If neither of the above-mentioned decisions are true, then the button ID must be “3” and the Raspberry Pi will update the status of the operation associated with the machine ID and card ID to *Completed*.

![Activity diagram of information flow in the gateway](image)

Figure 5.30: Activity diagram of information flow in the gateway
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5.3.4 Sensor casing design

A casing was designed in Autodesk Inventor to enclose the sensor and all its components, as illustrated in Figure 5.31. The casing holds the battery safely underneath the sensor, and push buttons were designed to enable the easy use of the input buttons on the sensor within the case. There are also two openings on the one side of the casing, one for the recharging port of the battery-charging module and the other for the switch that turns the sensor on and off. After the design of the casing, it was 3D printed.

Figure 5.31: Sensor casing 3D design

5.4 Chapter summary

This chapter served the purpose of documenting the development process of the proposed system. The components that were developed for the system included an information system where all required data is stored, the web pages used for logging data changes, a simulation model that mimics the behaviour of a job shop, and finally, sensors for logging real-time data. Validation and testing of both the simulation model and the sensors was also conducted and discussed in Appendix B and C. After the validation and testing, it could be concluded that the system was successfully developed and each component work correctly according to its design. The following chapter will address the incorporation of metaheuristics into the simulation scheduler.
Chapter 6
Incorporation of metaheuristics in simulation scheduler

This chapter will describe the incorporation of metaheuristics in the simulation scheduler. The metaheuristics that were implemented are the simulated annealing and a variation of the 2-opt algorithm. Detailed analysis and comparison of metaheuristics and dispatching rules is also provided.

6.1 Implementation of metaheuristics

From the analysis of the schedules generated by the simulation scheduler according to each dispatching rule, as presented in Appendix B, it was apparent that there is still excessive machine idle time. This indicates that the generated schedules can be improved upon. Cinar et al. (2015) state that dispatching rules are easy to implement; however, the quality of results decreases as the problem size increases. Due to this drawback and the increasing demand for better solutions, metaheuristics have been widely used for job shop scheduling problems. Sels et al. (2012) also state that the “performance of dispatching rules for the job shop problem has little value since other more advanced and computationally more demanding procedures, such as metaheuristics, lead to much better results”.

Several studies have been done to solve the job shop scheduling problem with a combination of dispatching rules and metaheuristics. These studies include a paper by Moradi et al. (2011) that combined the genetic algorithm with priority dispatching rules for the job shop scheduling problem with non-fixed preventative maintenance activities. Scrich et al. (2004) developed a hierarchical and multi-start tabu search where the initial solution is obtained by priority dispatching rules. Lastly, Wang et al. (2008) developed a filtered beam search-based heuristic algorithm to solve a multi-objective job shop scheduling problem. To avoid useless paths and decrease the computational time, the authors used heuristics based on dispatching rules as local and global evaluation functions. From these studies and the literature, it can be deduced that the use of dispatching rules for the job shop scheduling problem is appropriate to assist and guide the implementation of metaheuristics or when the problem size is small. For these reasons, the researcher decided to identify metaheuristics that can be implemented to increase the quality of the generated schedules.
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6.1.1 Selection of metaheuristics

While searching for possible metaheuristics that can be used to solve the job shop scheduling problem, the researcher found that scheduling problems have previously been modelled as *travelling salesman problems* (TSP). According to Hoffman *et al.* (2013), the problem can be simply stated as: “if a travelling salesman wishes to visit exactly once each of a list of \( m \) cities (where the cost of travelling from city \( i \) to city \( j \) is \( c_{ij} \)) and then return to the home city, what is the least costly route the travelling salesman can take”?

Kosiba *et al.* (1992) provided a novel perspective on the use of the TSP methodology to the problem of steel product sequencing through the milling process of a large manufacturing facility. The paper showed how more traditional heuristic scheduling procedures can be restructured as TSP with significant improvement in attainment of production objectives. Whitley *et al.* (1989) stated that by generating potential solutions to the TSP is interesting due to it not using any information about the distance between cities, but rather the cost or performance of the overall tour. This is important, because it means the method can be used for scheduling problems where there are no distances to measure, but rather the overall evaluation of the total sequence. Solutions to such problems are encoded into binary or integer strings and are referred to in literature as *encodings*. The sequence of these encodings can then be interpreted as the sequence in which cities must be visited.

Whitley *et al.* (1989) also alluded to the problem that is faced when creating a binary encoding for the TSP. When binary encodings are crossed over to form alternative solutions, it can result in duplication of *cities* or the omission of *cities*. Another problem with binary encodings is the large volume of computational resources that is required to decode the binary encoding to an integer encoding, applying the changes and then encoding it back to binary. Due to these difficulties, it was decided to make use of an integer encoding. Local search metaheuristics will also be used to avoid the duplication or omission of positions within a solution, caused by crossover operations.

Two common local search metaheuristics that make use of integer encodings and that have been applied to the TSP include the *simulated annealing* and 2-opt algorithms. Both these algorithms will now be discussed, after which different applications where these algorithms were applied to the job shop scheduling problem will be discussed.

**Simulated annealing (SA)**

As described in Section 2.3.2, SA was first introduced by Kirkpatrick *et al.* (1983), and is motivated by the annealing process of slowly cooling metals to increase strength. The annealing process provides a framework for optimisation of the properties of large and complex systems. Furthermore, Rardin (1998) states that SA algorithms control cycling by
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**Algorithm 5** General Simulated Annealing

1: Choose any starting feasible solution \( x^{(0)} \), an iteration limit \( t_{max} \), a large initial temperature \( q > 0 \), random number \( r \) and temperature reduction percentage \( k \)
2: Set incumbent solution \( \hat{x} \leftarrow x^{(0)} \), and \( t \leftarrow 0 \)
3: repeat
4: Randomly choose a feasible move \( \Delta x \), where two positions in the encoding are exchanged as \( \Delta x^{(t+1)} \)
5: Calculate objective function improvement for the movement of \( \Delta x^{(t+1)} \)
6: if Objective function improves or \( r < e^{-\frac{\Delta \text{Obj}}{q}} \) then
7: Accept the move \( \Delta x^{(t+1)} \)
8: Update \( x^{(t+1)} \leftarrow x^{(t)} + \Delta x^{(t+1)} \)
9: if Objective function of \( x^{(t+1)} \) is superior to incumbent solution then
10: \( \hat{x} \leftarrow x^{(t+1)} \)
11: end if
12: end if
13: if Temperature change condition is satisfied then
14: Reduce temperature \( q \leftarrow q \times k \)
15: end if
16: \( t \leftarrow t + 1 \)
17: until Termination condition
18: output Incumbent solution \( \hat{x} \) as an approximate optimal solution

accepting non-improving moves according to probabilities tested with computer-generated random numbers. The SA algorithm is outlined in Algorithm 5.

Examples of the use of the SA algorithm on the job shop scheduling problem include a paper by Yazdani et al. (2009) in which they addressed the flexible job shop scheduling problem by minimising makespan. They proposed a simulated annealing algorithm to solve this NP-hard problem. To evaluate the performance of their algorithm, 20 benchmark problems from literature were used. Van Laarhoven et al. (1992) used a generalisation of the simulated annealing algorithm to find the minimum makespan in a job shop scheduling problem. The authors found that the simulated annealing algorithm produced shorter makespans than the tailored heuristic of Adams et al. (1988), at the cost of large computational time.

Other implementations of the SA algorithm include a study by Ogbu and Smith (1990), where the objective was to minimise the makespan in a flow shop. At the time when the study was executed, scheduling problems had received less attention in the literature.
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than other combinatorial problems. In the study, Ogbu and Smith propose a modification to the Metropolis scheme which is simpler to use and whose results provide near-optimal schedules in reasonable computation time. In another study, Suresh and Mohanasundaram (2006) investigated a multi-objective job shop scheduling problem with the objectives of minimising the makespan and the mean flow time of jobs. The study proposed the Pareto archived SA algorithm to discover non-dominated solution sets for the job shop scheduling problems. A segment-random insertion scheme was used to generate a set of neighbourhood solutions to the current solution. The performance of the proposed algorithm was also evaluated by solving benchmark job shop scheduling problems.

Zhang et al. (2008) developed a heuristic search approach that combines the SA and tabu search strategy. This approach makes use of SA to find the elite solutions, while using tabu search to reintensify the search from the promising solutions. The approach was also used to solve the objective of minimising the makespan of jobs. In another study Andresen et al. (2008) investigated the SA algorithm, where several neighbourhoods were suggested and tested together with the control parameters of the algorithm. The study also included extensive computational results for problems with up to 50 jobs and 50 machines. Lastly, a study by Zhang and Wu (2010) was performed, where a hybrid SA algorithm based on a novel immune mechanism is proposed for the job shop scheduling problem. The objective of this problem was to minimise the total weighted tardiness of jobs. The study is motivated by bottleneck jobs, which require more intensive optimisation. Therefore, the bottleneck level (also known as the criticality) for each job is evaluated, to quantitatively describe the bottleneck job distribution. From the applications provided above, it can be deduced that the use of the SA algorithm to solve the job shop scheduling problem, has been extensively researched and has proved to provide a solution for the problem.

2-opt

The 2-opt is a simple local search algorithm that was first proposed by Croes (1958) to solve the TSP, where two edges of a tour are deleted, thus breaking the tour into two paths, and then reconnects those paths in the other possible way. Figure 6.1 illustrates how a 2-opt move is applied to a fictional tour. In this tour, branches \((a,b)\) and \((c,d)\) were deleted, and replaced by \((a,d)\) and \((b,c)\). This figure is only a schematic; if distances were used as shown in the figure, this particular 2-change would be counterproductive and would not be performed. The findings of Tarantilis and Kiranoudis (2002) also confirm that the 2-opt move eliminates two branches and replaced them with the newly formed branches. In their example, the branches \((i,i+1)\) and \((j,j+1)\) were eliminated, and replaced with \((i,j)\) and \((i+1,j+1)\). This means that all the branches between the eliminated branches are
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![Diagram](image)

Figure 6.1: A 2-opt move (Johnson and McGeoch, 1995).

reversed. From the formulation of the 2-opt algorithm by Heragu and Alfa (1992) and by incorporating the definitions provided above, the 2-opt algorithm is outlined in Algorithm 6.

Algorithm 6 2-opt

1: Set $S \leftarrow$ initial solution; $z \leftarrow$ corresponding objective function value; $i \leftarrow 1$, $j \leftarrow i + 1$
2: repeat
3: Determine the positions of facilities $i$ and $j$
4: Perform move by reversing the positions of the facilities from $i$ to $j$
5: Calculate the new objective function value $z'$
6: if $z' \leq z$ then
7: Set $S \leftarrow S'$, $z \leftarrow z'$, $i \leftarrow 1$ and $j \leftarrow i + 1$
8: else
9: $j \leftarrow j + 1$
10: if $j \geq n$ then
11: Set $i \leftarrow i + 1$ and $j \leftarrow i + 1$
12: end if
13: end if
14: until $i \geq n - 1$
15: output $S$

Examples where the 2-opt algorithm was applied to scheduling problems include a paper by Tarantilis and Kiranoudis (2002) which described a new metaheuristic for solving the job shop scheduling problem of process plants, which they termed as list-based threshold accepting (LBTA) method. This metaheuristic used the 2-opt local search heuristic to find neighbours of the current solution, which could convert one feasible schedule into another.
In another paper by Bauer *et al.* (1999), the authors used an ant colony optimisation approach to solve a single machine scheduling problem. They also applied a 2-opt-like strategy to the solutions generated by the artificial ants before updating the pheromone trail. Merkle *et al.* (2002) used an ant colony optimisation algorithm to solve for a resource-constrained project scheduling problem. The authors also investigated the use of the 2-opt move as a local search strategy, to determine if it produced a better sequence. In another study, Zobolas *et al.* (2009) proposed a hybrid metaheuristic for the job shop scheduling problem. The proposed hybrid metaheuristic combines three other metaheuristics, i.e. Differential Evolution, Genetic Algorithm and Variable Neighbourhood Search (VNS). The authors incorporated the 2-opt move as part of the VNS algorithm to explore the neighbourhood of the population.

When reflecting on the application of the 2-opt algorithm on scheduling problems, it is evident that the 2-opt move is used in conjunction with other metaheuristics to solve these problems. It is also apparent that there are very few implementations of the 2-opt algorithm to solve scheduling problems, let alone job shop scheduling problems. This indicates a possible area where further research is required.

The researchers therefore decided to adapt and test these algorithms to be able to solve the job shop scheduling problem.

# 6.2 Formulating the metaheuristics

This section will serve to describe the formulation of the SA and 2-opt metaheuristics to solve the job shop scheduling problem defined in this project. First, the encoding required for these algorithms will be defined, after which the algorithms implemented in the simulation scheduler will be outlined.

## 6.2.1 Defining the encoding

As stated previously, it was decided to make use of an integer encoding to minimise the computational requirements and prevent the duplication or omission of numbers within the encoding. The *random key encoding scheme* proposed by Lin *et al.* (2010) as well as the integer encoding proposed by Liu *et al.* (2014), served as inspiration for the development of a new encoding for this project.

In the study by Liu *et al.* (2014), an example was presented which contains five jobs. The number of operations allocated to each job varies and is shown in Table 6.1. According to the authors, “the gene arrangement represents the sequence of job operations and it indicates that all the operations of a given job are represented by the same real-parameter,
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Table 6.1: Operations allocated to each job in example by Liu et al. (2014).

<table>
<thead>
<tr>
<th>Job number</th>
<th>Allocated operations</th>
<th>Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>J₁</td>
<td>O₁₁, O₁₂, O₁₃</td>
<td>111</td>
</tr>
<tr>
<td>J₂</td>
<td>O₂₁, O₂₂</td>
<td>22</td>
</tr>
<tr>
<td>J₃</td>
<td>O₃₁, O₃₂, O₃₃</td>
<td>333</td>
</tr>
<tr>
<td>J₄</td>
<td>O₄₁</td>
<td>4</td>
</tr>
<tr>
<td>J₅</td>
<td>O₅₁, O₅₂</td>
<td>55</td>
</tr>
</tbody>
</table>

which depends on a randomly generated probability; the gene arrangement is then interpreted according to the sequence of occurrence of job operations in a given chromosome”. This means that the encoding consists of only job numbers, which may appear several times if the specific job has more than one operation. The first appearance of a job number represents the first operation of that job and so on. For example, when referring to J₁ in Table 6.1, it can be observed that the job consists of three operations, i.e. O₁₁, O₁₂ and O₁₃. The encoding for this job can therefore be represented by (111), where the first number refers to O₁₁, the second number refers to O₁₂ and the last number refers to O₁₃.

When this same arrangement is used for all jobs to create a single encoding, it can be written as (11122333455). This sequence of operations of this encoding can then interpreted as O₁₁, O₁₂, O₁₃, O₂₁, O₂₂, O₃₁, O₃₂, O₃₃, O₄₁, O₅₁, O₅₂, which is a feasible sequence due to all the precedence constraints that are adhered to.

Lin et al. (2010) outlined a similar encoding structure and used an example with three jobs, each with two operations. They refer to an encoding written as (1, 2, 2, 3, 3, 1), which is then scanned from left to right. They state that “the first 1 means the first operation of job 1, corresponding to o₁₁, the second 1 means the second operation of job 1, corresponding to o₁₂”. The sequence of the encoding containing all the operations can therefore be interpreted as (o₁₁, o₁₂, o₂₁, o₂₂, o₃₁, o₃₂). Furthermore, the authors state that “the operation sequence represented by this encoding scheme is always a feasible solution of job shop scheduling problems”.

Taking the encoding structures provided in these studies into account, it was finally decided to use the same structure as proposed by Liu et al. (2014). The generation of the encoding will, however, be done randomly. The pseudo code used for generating an encoding is provided in Algorithm 7. First, the number of operations per job is counted, after which the operation selection probability is determined for each job. Thereafter, a random variable (i.e. r) is generated, which will be used to determine the job number that needs to be added to the encoding. Then a for loop starts which will run from one to the
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Algorithm 7 Generating an encoding

1: repeat
2: Count the number of operations per job
3: Determine operation selection probability with
   \[ \frac{\text{number of operations of job } i}{\text{total number of operations}} \]
4: for each job
5: Generate a random variable \( r \), where \( 0 \leq r \leq 1 \)
6: for \( i = 1 \) to number of jobs do
7: if \( r < \text{selection probability of job } i \) then
8: Add job number to encoding
9: end if
10: next \( i \)
11: until All operations are assigned
12: output Encoding

number of jobs there are in the system. For each iteration, the random variable will be compared to the selection probability. If the random variable is smaller than the selection probability of a job number, then that job number is added to the encoding and the count of operations for that job decreases by one. Once the selection is made, the for loop must be exited. These steps will then repeat until all the operations are assigned in the encoding.

Next the formulation of the SA and 2-opt algorithms to solve the job shop scheduling problem in this project will be discussed.

6.2.2 Formulating the 2-opt algorithm

Englert et al. (2014) state that the “2-Opt can take an exponential number of steps before it finds a locally optimal solution”, which could pose a problem in the job shop environment if it is expected that a new schedule should be generated quickly. Therefore, the researcher proposed an Algorithm that generates a population of 50 solutions, and where each iteration of the algorithm only performs one 2-opt move per solution. This will inherently mean that the computation time will decrease, while still searching vast areas of the solution space. The 2-opt algorithm formulated to solve the job shop scheduling problem in this project is outlined in Algorithm 8.

The algorithm starts off with the creation of the initial population which has a size of 50 solutions. Algorithm 7 is used to create the solutions. Next, the stopping condition value is set to 10 minutes or “10:00”, while the \( \text{IterationCount} \) variable is set to one. Thereafter, the objective function value is calculated for each solution. The best performing solution
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Algorithm 8 2-opt move algorithm
1: Generated initial population of 50 solutions with encoding algorithm
2: Set $d \leftarrow$ stopping condition value, $IterationCount \leftarrow 1$
3: repeat
4: Calculate the objective function value of each solution
5: Set $z \leftarrow$ incumbent best objective function value of population
6: Set $S \leftarrow$ incumbent best solution
7: if $\frac{\Delta z}{10} \leq d$ then
8:   Stop algorithm
9: end if
10: for $k = 1$ to population size do
11:    Generate random variables $i$ and $j$, where $j > i$
12:    Perform 2-opt move by reversing numbers of encoding from $i$ to $j$
13: next $k$
14: $IterationCount \leftarrow IterationCount + 1$
15: until $IterationCount = 100$
16: output $z$

will be stored in $S$, while the objective function value of the solution will be stored in $z$. Next, a test will be performed to determine if the average change in $z$ over the past ten iterations is less than $d$. If this occurs, then the algorithm is stopped and the incumbent best solution $z$ is presented. Otherwise, a for loop is initiated which will loop through each solution and generate two random variables (i.e. $i$ and $j$). The 2-opt move will then be performed on each solution by reversing the positions of numbers in the encoding from $i$ to $j$. The random variables $i$ and $j$ will be different for each solution, which will enable the algorithm to search a larger area in the solution space. The $IterationCount$ variable will then also be incremented by one. If the stopping criteria is never met, then the algorithm will run until it reaches 100 iterations, after which the incumbent best solution $z$ is presented.

6.2.3 Formulating the Simulated Annealing algorithm

Due to several studies using the 2-opt move as part of the SA algorithm to solve both travelling salesman and scheduling problems, the researcher decided to incorporate the traditional SA as well as a hybrid SA which uses the 2-opt move as local search, to solve the scheduling problem presented in this project. The traditional SA will first be formulated
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and described.

The traditional SA algorithm that was formulated to solve the scheduling problem defined in this project, is outlined in Algorithm 9. The algorithm starts off with the generation of a feasible solution \( x^{(0)} \), an iteration limit \( t_{\text{max}} \) which is set to 100 and an initial temperature \( q \) set to 500 000. The reason why such a large initial temperature was chosen, was to encourage the acceptance of a weaker solution at earlier iterations. If any smaller temperature was chosen, then weaker solutions would not have been accepted. Thereafter, the incumbent solution \( \hat{x} \) is set to \( x^{(0)} \), incumbent best objective function value \( \hat{z} \) is set to \( z^{(0)} \) and the iteration count \( t \) is set to 0. Random variable \( i \) and \( j \) will then be generated and used to perform the swap of numbers in the encoding. When the swap is completed, the new solution is stored in \( x^{(t+1)} \) and objective function value of this solution is calculated and stored in \( z^{(t+1)} \). A test will then be performed to determine if \( z^{(t+1)} \) is less than the incumbent best objective function value \( \hat{z} \), or if the random variable \( r \) is

Algorithm 9 Formulated Simulated Annealing algorithm

1: Generate an initial feasible solution \( x^{(0)} \), an iteration limit \( t_{\text{max}} \leftarrow 100 \), an initial temperature \( q \leftarrow 500 000 \)
2: Set incumbent solution \( \hat{x} \leftarrow x^{(0)} \), incumbent best objective function value \( \hat{z} \leftarrow z^{(0)} \) and \( t \leftarrow 0 \)
3: repeat
4:   Generate random variables \( i, j \) and \( r \)
5:   Perform the swap of numbers \( i \) and \( j \) in encoding
6:   Set \( x^{(t+1)} \leftarrow \) newly created solution
7:   Calculate objective function value of \( x^{(t+1)} \) as \( z^{(t+1)} \)
8:   if \( z^{(t+1)} < \hat{z} \) or \( r < e^{-\frac{\Delta \text{Obj}}{q}} \) then
9:     Accept the move
10:    Set \( \hat{x} \leftarrow x^{(t+1)} \) and \( \hat{z} \leftarrow z^{(t+1)} \)
11: end if
12: \( t \leftarrow t + 1 \)
13: if \( \frac{\Delta z}{10} \leq d \) then
14:   Stop algorithm
15: else if Temperature change condition is satisfied then
16:   Set \( q \leftarrow q \times 0.7 \)
17: end if
18: until \( t = t_{\text{max}} \)
19: output Incumbent solution \( \hat{x} \) as an approximate optimal solution
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Algorithm 10 Hybrid Simulated Annealing algorithm

1: Generate an initial feasible solution $x^{(0)}$, an iteration limit $t_{\text{max}} \leftarrow 100$, and an initial temperature $q \leftarrow 500,000$
2: Set incumbent solution $\hat{x} \leftarrow x^{(0)}$, incumbent best objective function value $\hat{z} \leftarrow z^{(0)}$ and $t \leftarrow 0$
3: repeat
4: Generate random variables $i$ and $j$, where $j > i$
5: Perform 2-opt move by reversing numbers of encoding from $i$ to $j$
6: Set $x^{(t+1)} \leftarrow$ newly created solution
7: Calculate objective function value of $x^{(t+1)}$ as $z^{(t+1)}$
8: if $z^{(t+1)} < \hat{z}$ or $r < e^{-\frac{\Delta \text{Obj}}{q}}$ then
9: Accept the move
10: Set $\hat{x} \leftarrow x^{(t+1)}$ and $\hat{z} \leftarrow z^{(t+1)}$
11: end if
12: $t \leftarrow t + 1$
13: if $\frac{\Delta z}{10} \leq d$ then
14: Stop algorithm
15: else if Temperature change condition is satisfied then
16: Set $q \leftarrow q \times 0.7$
17: end if
18: until $t = t_{\text{max}}$
19: output Incumbent solution $\hat{x}$ as an approximate optimal solution

less than $e^{-\frac{\Delta \text{Obj}}{q}}$. When these tests are satisfied, the move is accepted and the incumbent best solution $\hat{x}$ is set to $x^{(t+1)}$ and the incumbent best objective function value $\hat{z}$ is set to $z^{(t+1)}$. The iteration number $t$ is then incremented by one. The same stopping criteria as in Algorithm 8 is tested and if it is satisfied, the algorithm will stop and present the incumbent best solution $\hat{x}$; however, if it is not satisfied the temperature change condition is tested. The temperature change condition was chosen to be that the temperature should decrease if the number of iterations $t$ is a multiple of ten. When this condition is met, the temperature is decreased to 70 percent of the current temperature. If the stopping criteria is never reached, the algorithm will keep on iterating until the iteration count $t$ is equal to $t_{\text{max}}$, after which the incumbent best solution $\hat{x}$ will be presented. This concludes the formulation of the traditional SA algorithm. Next, the hybrid SA algorithm incorporating the 2-opt move as local search scheme will be discussed.

The hybrid SA algorithm incorporating the 2-opt move as local search scheme, is out-
lined in Algorithm 10, where the only difference is in step 5. The algorithm was constructed exactly the same way that the traditional SA algorithm was formulated; however, the move that is applied does not only change two numbers in the entire encoding. The 2-opt move is applied instead, which reverses all the numbers in the encoding from \( i \) to \( j \), where \( i \) and \( j \) are randomly generated variables. The same acceptance, stopping and temperature change tests are also applied to this algorithm as in the traditional SA algorithm. The 2-opt move is a more aggressive move, which will enable this algorithm to search a wider area in the solution space; however, it can also produce greater variance in the objective function values. This concludes the formulation of the metaheuristics that will be used to solve the job shop scheduling problem presented in this project. The following section will be used to describe the test scenarios as well as the results of the tests.

6.3 Metaheuristic testing

In this section, the performance of the metaheuristics will be compared to each other as well as the dispatching rules. Only a single objective optimisation problem will be considered, where the objective function will be to minimise the makespan of the schedule. Before comparing the outcomes of the tests, the test scenarios have to be defined. It was decided to make use of three test scenarios, and they are defined as:

- **Test scenario 6:** 50 jobs are entered into the system, each with different expected processing times which can vary from short to long.
- **Test scenario 7:** 100 jobs are entered into the system, each with different expected processing times which can vary from short to long.
- **Test scenario 8:** 200 jobs are entered into the system, each with different expected processing times which can vary from short to long.

In Appendix B, the test scenarios were defined in such a way that a job cannot be processed by the same machine more than once. This restriction was however lifted for the three new test scenarios. For that reason, if a job has to be milled followed by grinding, it will be able to go back to the milling machine if another milling operation is required. This is a more realistic assumption, which is why the researcher removed the constraint. The reason why the size of the test scenarios are 50, 100 and 200, is to be able to generate feasible schedules which is not possible by hand. It is not worth the computational costs to generate schedules for smaller problems, because relatively good schedules can be generated without the use of metaheuristics. Therefore, larger problems were defined which will require a
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metaheuristic to find a good solution. The data that was entered into the system for each test scenario will not be provided, but the comparison of the results will be described in detail. Furthermore, each experiment that will be run is linked to a specific dispatching rule or metaheuristic, as seen in Table 6.2.

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Shortest processing time</td>
</tr>
<tr>
<td>2</td>
<td>First-come-first-serve</td>
</tr>
<tr>
<td>3</td>
<td>Most-important-job-first</td>
</tr>
<tr>
<td>4</td>
<td>Earliest due date</td>
</tr>
<tr>
<td>5</td>
<td>Critical ratio</td>
</tr>
<tr>
<td>6</td>
<td>Minimum slack time</td>
</tr>
<tr>
<td>7</td>
<td>2-opt move</td>
</tr>
<tr>
<td>8</td>
<td>Traditional Simulated Annealing</td>
</tr>
<tr>
<td>9</td>
<td>Simulated Annealing with 2-opt</td>
</tr>
</tbody>
</table>

6.3.1 Test scenario 6 results

The results that were obtained by simulating Test scenario 6 for each of the dispatching rules as well as the metaheuristics will now be discussed. When referring to the confidence intervals and the ANOVA table, as illustrated in Figures 6.2 and 6.3, of the makespan KPI, it can be deduced that the dispatching rules, represented by experiments 1 to 6, were outperformed by all three proposed metaheuristics. The 2-opt move algorithm performed the best of all the rules and metaheuristics. The confidence intervals and the ANOVA table suggests that the hybrid SA performed better than the traditional SA, and that there is statistical difference between them. Table 6.3 shows the results of each dispatching rule and metaheuristic for the makespan KPI in terms of “Days:Hours:Minutes:Seconds”.
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Table 6.3: Results of Test scenario 6

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Makespan</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>4: Earliest due date</td>
<td>27:22:49:36</td>
<td>1:00:49:44</td>
<td>26:02:34:00</td>
<td>30:03:55:04</td>
</tr>
</tbody>
</table>

Figure 6.2: Confidence intervals for the makespan KPI of Test scenario 6
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The metaheuristics could then also be compared when referring to the number of iterations and amount of time it took to find the incumbent best solution. When the time to find the incumbent best solution is compared, the 2-opt move algorithm took between one and two minutes to complete, while both the SA algorithms took less than ten seconds to complete. This is understandable, due to the large population size of the 2-opt move algorithm, while both SA algorithms use only one solution at a time. Next, when the number of iterations required to find the incumbent best solution for each metaheuristic is compared, it was found that the 2-opt move algorithm only required 30 iterations, while it took the traditional and hybrid SA algorithms 100 iterations each. Figure 6.4 illustrates how each metaheuristic changed the objective function value over the 100 iterations. The 2-opt move only accepted improved solutions, while both SA algorithms accepted weaker solutions at the start, but converged to a solution by the end.

The results that were obtained by the one replication per metaheuristic, only indicates which metaheuristic performed best for that replication. To get a better indication of which metaheuristic performs best, more replications need to be completed. The results from these replications can then be compared by using paired t-test, as explained in Montgomery and Runger (2013) and Law (2007). Law goes on to explain that the paired t-test is used to compare the performance measure of two systems by forming a confidence interval for the difference in the two expectations, rather than performing a hypothesis test. The interval will not only provide the “reject” or “fail-to-reject” conclusion, but will also quantify how much the expectations differ. When applying the paired t-test, normality is assumed, because it is simple, familiar and should be quite robust in this context (Law, 2007).

It was decided to perform 10 replications per metaheuristic, after which the paired t-tests will be done. The t-tests that were performed are 2-opt move algorithm versus traditional SA, 2-opt move algorithm versus hybrid SA, and traditional SA versus hybrid SA.
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![Figure 6.4: Iterations of each metaheuristic for Test scenario 6](image)

**Paired t-test of 2-opt move algorithm vs traditional SA**
The mean difference ($\bar{d}$) of the 2-opt move algorithm and traditional SA makespan values, was calculated to be -1.373 and the standard deviation ($s_d$) was calculated as 0.703. With these values, the 95% confidence interval was calculated to be

$$-0.871 \leq \mu_d \leq -1.876,$$

where $\mu_d = \mu_{\text{2-opt move}} - \mu_{\text{traditional SA}}$. The confidence interval on $\mu_d$ does not include zero, which implies that at a 95% level of confidence, the data supports the claim that the 2-opt move algorithm and the traditional SA have different mean makespan values. The confidence interval also implies that the 2-opt move algorithm performed better than the traditional SA.

**Paired t-test of 2-opt move algorithm vs hybrid SA**
The mean difference ($\bar{d}$) of the 2-opt move algorithm and hybrid SA makespan values, was calculated to be -1.107 and the standard deviation ($s_d$) was calculated as 0.725. With these values, the 95% confidence interval was calculated to be
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\[-1.626 \leq \mu_d \leq -0.589,\]

where \( \mu_d = \mu_{\text{2-opt move}} - \mu_{\text{hybrid SA}} \). The confidence interval on \( \mu_d \) does not include zero, which implies that at a 95% level of confidence, the data supports the claim that the 2-opt move algorithm and the hybrid SA have different mean makespan values. The confidence interval also implies that the 2-opt move algorithm performed better than the hybrid SA.

**Paired \( t \)-test of traditional SA vs hybrid SA**

The mean difference (\( \bar{d} \)) of the traditional SA and hybrid SA makespan values, was calculated to be 0.266 and the standard deviation (\( s_d \)) was calculated as 0.425. With these values, the 95% confidence interval was calculated to be

\[-0.038 \leq \mu_d \leq 0.570,\]

where \( \mu_d = \mu_{\text{traditional SA}} - \mu_{\text{hybrid SA}} \). The confidence interval on \( \mu_d \) does include zero, which implies that at a 95% level of confidence, the data does not support the claim that the traditional SA and the hybrid SA have different mean makespan values. The confidence interval also implies that the traditional SA and the hybrid SA performed similarly.

### 6.3.2 Test scenario 7 results

The results that were obtained by simulating Test scenario 7 for each of the dispatching rules as well as the metaheuristics will now be discussed. When referring to the confidence intervals and the ANOVA table, as illustrated in Figures 6.5 and 6.6, of the makespan KPI, it can be deduced that the dispatching rules, represented by experiments 1 to 6, were outperformed by all three proposed metaheuristics. The 2-opt move algorithm performed the best of all the rules and metaheuristics. For this test scenario, the hybrid SA performed better than the traditional SA and the ANOVA table indicates that there is statistical difference between the two results. Table 6.4 shows the results of each dispatching rule and metaheuristic for the makespan KPI in terms of “Days:Hours:Minutes:Seconds”.
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Table 6.4: Results of Test scenario 7

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Makespan</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
</table>

Figure 6.5: Confidence intervals for the makespan KPI of Test scenario 7
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The metaheuristics could then also be compared when referring to the number of iterations and amount of time it took to find the incumbent best solution. When the time to find the incumbent best solution is compared, the 2-opt move algorithm took less than four minutes to complete, while both the SA algorithms took less than 20 seconds to complete. This is understandable, due to the large population size of the 2-opt move algorithm, while both SA algorithms use only one solution at a time. Next, when the number of iterations required to find the incumbent best solution for each metaheuristic is compared, it was found that the 2-opt move only required 30 iterations, while it took the traditional and hybrid SA

Figure 6.7: Iterations of each metaheuristic for Test scenario 7
algorithms 67 and 81 iterations respectively. Figure 6.7 illustrates how each metaheuristic changed the objective function value over the maximum of 100 iterations. The 2-opt move only accepted improved solutions, while both SA algorithms accepted weaker solutions at the start, but converged to a solution by the end.

It was again decided to perform 10 replications per metaheuristic, after which the paired t-tests will be done. The t-tests that were performed are 2-opt move algorithm versus traditional SA, 2-opt move algorithm versus hybrid SA, and traditional SA versus hybrid SA.

**Paired t-test of 2-opt move algorithm vs traditional SA**
The mean difference ($\bar{d}$) of the 2-opt move algorithm and traditional SA makespan values, was calculated to be -1.702 and the standard deviation ($s_d$) was calculated as 1.097. With these values, the 95% confidence interval was calculated to be

$$-2.487 \leq \mu_d \leq -0.918,$$

where $\mu_d = \mu_{2\text{-opt move}} - \mu_{\text{traditional SA}}$. The confidence interval on $\mu_d$ does not include zero, which implies that at a 95% level of confidence, the data supports the claim that the 2-opt move algorithm and the traditional SA have different mean makespan values. The confidence interval also implies that the 2-opt move algorithm performed better than the traditional SA.

**Paired t-test of 2-opt move algorithm vs hybrid SA**
The mean difference ($\bar{d}$) of the 2-opt move algorithm and hybrid SA makespan values, was calculated to be -1.759 and the standard deviation ($s_d$) was calculated as 0.825. With these values, the 95% confidence interval was calculated to be

$$-2.349 \leq \mu_d \leq -1.169,$$

where $\mu_d = \mu_{2\text{-opt move}} - \mu_{\text{hybrid SA}}$. The confidence interval on $\mu_d$ does not include zero, which implies that at a 95% level of confidence, the data supports the claim that the 2-opt move algorithm and the hybrid SA have different mean makespan values. The confidence interval also implies that the 2-opt move algorithm performed better than the hybrid SA.

**Paired t-test of traditional SA vs hybrid SA**
The mean difference ($\bar{d}$) of the traditional SA and hybrid SA makespan values, was calculated to be -0.056 and the standard deviation ($s_d$) was calculated as 0.618. With these values, the 95% confidence interval was calculated to be
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\[-0.499 \leq \mu_d \leq 0.386,\]

where \( \mu_d = \mu_{\text{traditional SA}} - \mu_{\text{hybrid SA}} \). The confidence interval on \( \mu_d \) does include zero, which implies that at a 95% level of confidence, the data does not support the claim that the traditional SA and the hybrid SA have different mean makespan values. The confidence interval also implies that the traditional SA and the hybrid SA performed similarly.

6.3.3 Test scenario 8 results

The results that were obtained by simulating Test scenario 8 for each of the dispatching rules as well as the metaheuristics will now be discussed. When referring to the confidence intervals and the ANOVA table, as illustrated in Figures 6.8 and 6.9, of the makespan KPI, it can be deduced that the dispatching rules, represented by experiments 1 to 6, were outperformed by all three proposed metaheuristics. The 2-opt move algorithm performed the best of all the rules and metaheuristics. For this test scenario, the traditional SA performed better than the hybrid SA and the ANOVA table indicates that there is statistical difference between the two results. Table 6.5 shows the results of each dispatching rule and metaheuristic for the makespan KPI in terms of “Days:Hours:Minutes:Seconds”.

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Makespan</th>
<th>Standard deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>4: Earliest due date</td>
<td>111:22:02:34</td>
<td>3:00:36:44</td>
<td>104:20:00:31</td>
<td>119:20:36:53</td>
</tr>
</tbody>
</table>
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![Figure 6.8: Confidence intervals for the makespan KPI of Test scenario 8](image)

![Figure 6.9: ANOVA table for the makespan KPI of Test scenario 8](image)

The metaheuristics could then also be compared when referring to the number of iterations and amount of time it took to find the incumbent best solution. When the time to find the incumbent best solution is compared, the 2-opt move algorithm took less than 20 minutes to complete, while both the SA algorithms took close to a minute to complete. This is understandable, due to the large population size of the 2-opt move algorithm, while both SA algorithms used only one solution at a time. Next, when the number of iterations required to find the incumbent best solution for each metaheuristic is compared, it was found that the 2-opt move only required 28 iterations, while it took the traditional and hybrid SA algorithms 100 and 71 iterations respectively. Figure 6.10 illustrates how each metaheuristic changed the incumbent best objective function value over the maximum of 100 iterations. The 2-opt move only accepted improved solutions, while both SA algorithms accepted weaker solutions at the start, but converged to a solution by the end.

It was again decided to perform 10 replications per metaheuristic, after which the paired $t$-tests will be done. The $t$-tests that were performed are 2-opt move algorithm versus tra-
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![Figure 6.10: Iterations of each metaheuristic for Test scenario 8](image-url)

...traditional SA, 2-opt move algorithm versus hybrid SA, and traditional SA versus hybrid SA.

**Paired t-test of 2-opt move algorithm vs traditional SA**

The mean difference ($\bar{d}$) of the 2-opt move algorithm and traditional SA makespan values, was calculated to be -2.703 and the standard deviation ($s_d$) was calculated as 1.090. With these values, the 95% confidence interval was calculated to be

$$-3.483 \leq \mu_d \leq -1.923,$$

where $\mu_d = \mu_{2\text{-opt move}} - \mu_{\text{traditional SA}}$. The confidence interval on $\mu_d$ does not include zero, which implies that at a 95% level of confidence, the data supports the claim that the 2-opt move algorithm and the traditional SA have different mean makespan values. The confidence interval also implies that the 2-opt move algorithm performed better than the traditional SA.

**Paired t-test of 2-opt move algorithm vs hybrid SA**

The mean difference ($\bar{d}$) of the 2-opt move algorithm and hybrid SA makespan values, was calculated to be -3.539 and the standard deviation ($s_d$) was calculated as 1.624. With these
values, the 95% confidence interval was calculated to be

\[-4.700 \leq \mu_d \leq -2.377,\]

where \( \mu_d = \mu_{2\text{-opt move}} - \mu_{\text{hybrid SA}} \). The confidence interval on \( \mu_d \) does not include zero, which implies that at a 95% level of confidence, the data supports the claim that the 2-opt move algorithm and the hybrid SA have different mean makespan values. The confidence interval also implies that the 2-opt move algorithm performed better than the hybrid SA.

**Paired t-test of traditional SA vs hybrid SA**

The mean difference (\( \bar{d} \)) of the traditional SA and hybrid SA makespan values, was calculated to be -0.836 and the standard deviation (\( s_d \)) was calculated as 0.913. With these values, the 95% confidence interval was calculated to be

\[-1.489 \leq \mu_d \leq -0.182,\]

where \( \mu_d = \mu_{\text{traditional SA}} - \mu_{\text{hybrid SA}} \). The confidence interval on \( \mu_d \) does not include zero, which implies that at a 95% level of confidence, the data supports the claim that the traditional SA and the hybrid SA have different mean makespan values. The confidence interval also implies that the traditional SA performed better than the hybrid SA. This concludes the testing of the metaheuristics, which will be followed by a synthesis of the results.

6.4 Synthesis: Experiments

This section provides a reflection of the metaheuristics that were discussed, as well as the results that were obtained from the test scenarios. When the results were compared, it became evident that the metaheuristics performed considerably better than the dispatching rules, as the problem size increased. Therefore, it can be inferred that dispatching rules can either be used when the problem size is small or as a starting point for a metaheuristic that can find a good solution. Furthermore, from the paired t-tests, it became evident that the two SA algorithms achieved relatively similar incumbent best solutions for the test scenarios, in a short period of time. The 2-opt move algorithm performed the best of the rules and metaheuristics, which can be attributed to the large population size; however, it came at a larger computational cost with longer simulation times. The average computation time for each of the metaheuristics and test scenario, is provided in Table 6.6, where the time is illustrated in “Hours:Minutes:Seconds”. The researcher therefore concludes that if the expert planner or user of the system has sufficient time, then the 2-opt move algorithm
should be used to generate a new schedule. Otherwise, the user should implement either the traditional SA or hybrid SA with the 2-opt move as local search scheme, because both algorithms performed considerably better with the same number of iterations as the dispatching rules.

Another point that needs to be highlighted, is the lack of literature that was found on the implementation of the 2-opt move in a hybrid algorithm to solve the job shop scheduling problem. This indicates that there is a possible gap in the literature and future research can be undertaken to not only incorporate the 2-opt move in a SA algorithm, but also other metaheuristics, to solve the job shop scheduling problem.

Table 6.6: Computation time of the three metaheuristics for each test scenario

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>50 job test</th>
<th>100 job test</th>
<th>200 job test</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-opt move algorithm</td>
<td>0:01:39</td>
<td>0:03:10</td>
<td>0:17:47</td>
</tr>
<tr>
<td>Traditional SA</td>
<td>0:00:10</td>
<td>0:00:14</td>
<td>0:01:05</td>
</tr>
<tr>
<td>Hybrid SA</td>
<td>0:00:10</td>
<td>0:00:17</td>
<td>0:00:58</td>
</tr>
</tbody>
</table>

### 6.5 Chapter summary

This chapter described the incorporation of metaheuristics in the simulation scheduler. The metaheuristics that were implemented are the *simulated annealing* and a variation of the *2-opt* algorithm. Detailed analysis and comparison of metaheuristics and dispatching rules were also provided. The following chapter will document the expansion of the simulation scheduler from the single-objective to multi-objective domain. Several metaheuristics will be incorporated to solve the stated multi-objective job shop scheduling problem.
Chapter 7

Formulation and testing of bi-objective simulation scheduler

This chapter documents the expansion of the simulation scheduler from the single-objective to the multi-objective optimisation domain. The chapter will start off with the selection and discussion of the objectives that are used in the scheduler. Thereafter, the metaheuristics that are incorporated into the simulation scheduler will be discussed. Comparison tests of the performance of each metaheuristic will then follow. Finally, the chapter will document the implementation of a newly developed ranking and selection technique, MMY, to determine the approximate Pareto set and guarantee probability of correct selection of the best simulated schedules.

7.1 Selection of objectives

To expand a model from the single-objective to the multi-objective domain, it is essential to select appropriate objectives that need to be optimised. Ngatchou et al. (2005) stated that a multi-objective problem has conflicting objectives. If the objectives are not conflicting, then the problem can be simplified to a single-objective problem and the global optimum can be determined. For this purpose, literature needed to be consulted to determine which objectives have previously been used in multi-objective JSPs. Examples of objectives that have been selected in literature include the makespan, flow time, total idle time of jobs and the total idle time of machines that were selected and compared in different bi-objective models by Moritz et al. (2015). Adibi et al. (2010) used the makespan and tardiness performance indicators as objectives in their study. Sha and Lin (2010) also used the makespan, total tardiness and total idle time performance indicators as objectives in their multi-objective JSP. These objectives do not, however, fit the description as stated by Ngatchou et al. (2005), as they are not in conflict with each other. If the makespan of a schedule is minimised, one would expect that the total tardiness of jobs, the idle time of machines and the idle time of jobs would also be minimised, and vice versa. This assumption was tested, and the output of the test confirmed that when the makespan of a schedule is minimised, the tardiness will also be minimised, as seen in Figure 7.1. The blue line in Figure 7.1 represents the correlation between the two objectives, and is clearly shown to be positive. The correlation coefficient was determined to be 0.738 by conducting a correlation test. The correlation coefficient suggests that the objectives are
strongly related and are not in conflict with each other and should therefore not be used in conjunction in a multi-objective JSP.

Due to the assumption that preemption is not allowed, the processing step of a job must be finished without interruption. This can result in overtime if the processing step is still ongoing at the closing time of the shop. The researcher therefore decided on using makespan and total overtime as objectives. When the makespan of a schedule is minimised, it is expected that more overtime is required and that the total overtime will increase. On the other hand, if the total overtime is minimised, the makespan of the schedule will increase. This assumption was also tested by conducting a correlation test. The correlation coefficient was determined to be $-0.066$ which indicates that there is low correlation between these two objectives. The blue line in Figure 7.2 again represents the correlation between the two objectives, and this is clearly shown to be random which confirms that the two objectives are conflicting.
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Figure 7.2: Correlation of makespan and total overtime as objectives

Overtime has previously been used as an objective in a multi-objective JSP, as seen in Rohaninejad et al. (2015) and Zhang et al. (2016). Rohaninejad et al. (2015) studied a multi-objective flexible JSP with machine capacity constraints. The authors used a hybrid genetic algorithm based on the ELECTRE method. Zhang et al. (2016) determined a robust schedule for a flexible JSP with flexible workdays, by using either a goal-guided multi-objective tabu search or a goal-guided multi-objective hybrid search. Both these studies did, however, assume deterministic processing times, which may not adequately mimic a real-world job shop, as processing times are stochastic. Therefore, what differentiates this research project from the previous studies, is the use of stochastic processing times. These studies also focused on smaller instances for testing, by limiting the number of jobs to 16 in Rohaninejad et al. (2015) and 50 in Zhang et al. (2016). This study is different because

- stochastic processing times are used, and
- three different test scenarios \textit{i.e.} 50, 100 and 200 jobs, that must be processed on eight machines, are used.

These test scenarios are larger instances and will better represent the number of jobs that are in a real-world job shop. In the next section, the selection and implementation of the metaheuristics will be discussed.
7.2 Selection of metaheuristics

Due to the large amount of research that has gone into implementing different metaheuristics to solve the JSP, as observed in a survey by Chaudhry and Khan (2016), it is difficult to choose a single best approach. For this reason, five different metaheuristics were chosen for implementation to solve the bi-objective JSP presented in this research project. The five metaheuristics are the Multi-objective Simulated Annealing (MOSA) algorithm, which is a trajectory-based algorithm; the Multi-objective 2-opt move (MO2Opt) algorithm, which is a population-based algorithm that uses the 2-opt move as a local search strategy; the Non-dominated Sorting Genetic Algorithm II (NSGAII) and the Multi-objective Genetic Algorithm (MOGA), which are biologically inspired population-based algorithms; and the Multi-objective Optimisation Cross Entropy Method (MOOCEM), which is another population-based algorithm with a stochastic basis. These five metaheuristics were chosen to provide a diverse pool of methods that can be used to solve the bi-objective JSP and to ensure that the study did not rely on a single type of metaheuristic to provide a solution to the bi-objective JSP. This also presented the opportunity for extensive testing, to determine which metaheuristic performed best for the test scenarios that were created. A discussion of each metaheuristic will now follow.

7.2.1 Multi-objective simulated annealing

The MOSA algorithm is outlined in Algorithm 11. The algorithm starts off by generating a feasible solution \( x^{(0)} \), by using Algorithm 7. Furthermore, the iteration limit \( t_{\text{max}} \) is set to 1 000 and the initial temperature \( q \) is set to 500 000. These values were selected to allow the algorithm enough time to search for good solutions. Thereafter, the incumbent solution \( \hat{x} \) is set to \( x^{(0)} \), incumbent best objective function values \( \hat{z}_1 \) and \( \hat{z}_2 \) are set to \( z_1^{(0)} \) and \( z_2^{(0)} \) respectively, and the iteration count \( t \) is set to 0. Random variables \( i \) and \( j \) will then be generated and used to perform the swap of numbers in the encoding. When the swap is completed, the new solution is stored in \( x^{(t+1)} \) and objective function values of this solution are calculated and stored in \( z_1^{(t+1)} \) and \( z_2^{(t+1)} \). A test will then be performed to determine if \( x^{(t+1)} \) dominates the incumbent best solution \( \hat{x} \), or if the random variable \( r \) is less than \( e^{-\frac{\Delta z_{1}}{q}} \) or \( e^{-\frac{\Delta z_{2}}{q}} \). When these tests are satisfied, the move is accepted and the incumbent best solution \( \hat{x} \) is set to \( x^{(t+1)} \) and the incumbent best objective function values \( \hat{z}_1 \) and \( \hat{z}_2 \) are set to \( z_1^{(t+1)} \) and \( z_2^{(t+1)} \) respectively. The iteration number \( t \) is then incremented by one. There are two stopping criteria implemented in the algorithm, which stipulate that the algorithm must be stopped if the average incumbent best objective function value, for
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each objective, is within 0.01 of the current incumbent best objective function value, or if the maximum iteration counter has been reached. The intervals

\[ 0.99 \hat{z}_1 \leq d_1 \leq 1.01 \hat{z}_1 \text{ and} \]

\[ 0.99 \hat{z}_2 \leq d_2 \leq 1.01 \hat{z}_2, \]

where \( d_1 \) and \( d_2 \) are the average incumbent best objective function value for each objective over the last 10 iterations, were chosen to ensure that the algorithm only stops once the current incumbent best objective function values have stagnated and no further improvement has been found. The stopping criteria will not be tested until at least 500 observations have been completed, which ensures that the algorithm has had sufficient opportunity to search the solution space. If the two stopping criteria are not satisfied the temperature change condition is tested. The temperature change condition was chosen to be that the temperature should decrease if the number of iterations \( t \) is a multiple of 20. When this condition is met, the temperature is decreased to 70 percent of the current temperature. Once either of the two stopping criteria is met, the approximate Pareto set of the incumbent best solutions will be presented. This concludes the formulation of the MOSA algorithm. Next, the MO2Opt algorithm will be discussed.
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Algorithm 11 Multi-objective Simulated Annealing (MOSA)

1: Generate an initial feasible solution \( x^{(0)} \), an iteration limit \( t_{\text{max}} \leftarrow 1000 \), an initial temperature \( q \leftarrow 500000 \)
2: Set incumbent solution \( \hat{x} \leftarrow x^{(0)} \), incumbent best objective function value for each objective \( \hat{z}_1 \leftarrow z_1^{(0)} \) and \( \hat{z}_2 \leftarrow z_2^{(0)} \), and \( t \leftarrow 0 \)
3: repeat

4: Generate random variables \( i, j \) and \( r \)
5: Perform the swap of numbers \( i \) and \( j \) in encoding
6: Set \( x^{(t+1)} \leftarrow \) newly created solution
7: Calculate objective function value of \( x^{(t+1)} \) for both objectives as \( z_1^{(t+1)} \) and \( z_2^{(t+1)} \)
8: if \( x^{(t+1)} \succ \hat{x} \) or \( r < e^{\frac{-\Delta z_1}{q}} \) or \( r < e^{\frac{-\Delta z_2}{q}} \) then

9: Accept the move
10: Set \( \hat{x} \leftarrow x^{(t+1)} \) and \( \hat{z}_1 \leftarrow z_1^{(t+1)} \) and \( \hat{z}_2 \leftarrow z_2^{(t+1)} \)
end if
11: \( t \leftarrow t + 1 \)
12: \( d_1 \leftarrow \frac{\sum_{f=t-10}^{t} z_1^f}{10} \)
13: \( d_2 \leftarrow \frac{\sum_{f=t-10}^{t} z_2^f}{10} \)
14: if \( t \geq 500 \) and \( 0.99 \hat{z}_1 \leq d_1 \leq 1.01 \hat{z}_1 \) and \( 0.99 \hat{z}_2 \leq d_2 \leq 1.01 \hat{z}_2 \) then
15: Stop algorithm
16: else if Temperature change condition is satisfied then
17: Set \( q \leftarrow q \times 0.7 \)
end if
18: until \( t = t_{\text{max}} \)
19: output approximate Pareto set of incumbent solutions

7.2.2 Multi-objective 2-opt move algorithm

The MO2Opt algorithm formulated by the researcher to solve the bi-objective JSP presented in this project, is outlined in Algorithm 12. The algorithm starts off with the creation of the initial population which has a size of 50 solutions. The size of the population used by a metaheuristic plays a significant role in how well the metaheuristic performs. Small population sizes tend to result in faster convergence, but this increases the risk of converging to a local optimum. On the other hand, by adopting large population sizes, more solutions in the solution space can be explored, but this increases the time to convergence. The researcher, therefore, used a population size of 50, which ensures that the
7.2 Selection of metaheuristics

**Algorithm 12** Multi-objective 2-opt Move Algorithm (MO2Opt)

1: Generated initial population of 50 solutions with encoding algorithm
2: Set stopping criteria $d \leftarrow 0$, IterationCount $\leftarrow 1$, ParetoSet $\leftarrow \emptyset$ and HyperArea $\leftarrow \emptyset$
3: repeat
4: Calculate the objective function values of each solution
5: Perform a Pareto sort, to determine the Pareto set of the current population
6: Set ParetoSet $\leftarrow$ the Pareto set after the Pareto sort
7: Set $\text{HyperArea}_{\text{IterationCount}} \leftarrow$ hyper area of the current Pareto set
8: if IterationCount $\geq 10$ then
9: Set $d \leftarrow \frac{\sum_{f=\text{IterationCount}}^{\text{IterationCount}} \text{HyperArea}_f}{10}$
10: if $0.975d \leq \text{HyperArea}_{\text{IterationCount}} \leq 1.025d$ then
11: Stop algorithm
12: end if
13: end if
14: for $k = 1$ to PopulationSize do
15: Generate random variables $i$ and $j$, where $j > i$
16: Select a random solution from ParetoSet
17: Perform 2-opt move by reversing numbers of encoding from $i$ to $j$ in the selected solution
18: next $k$
19: IterationCount $\leftarrow$ IterationCount + 1
20: until IterationCount $= 1000$
21: output ParetoSet

solution space has been adequately explored while also not requiring excessive computational time to converge. Algorithm 7 is used to create the solutions. Next, the stopping criterion $d$ and IterationCount variable, as well as the sets ParetoSet and HyperArea are created. IterationCount is then set to one and $d$ set to zero. Thereafter, the objective function values are calculated for each solution. A Pareto sort is then performed to determine the Pareto set of the current population, after which ParetoSet is set to the Pareto set that was determined. The hyper area calculation

$$H(PF_{\text{known}}) = \left\{ \bigcup_i a(x_i) \mid \forall x_i \in PF_{\text{known}} \right\},$$  \hspace{1em} (7.1)

where $a(x_i)$ is the rectangular area bounded by an origin and $f(x_i)$ and $PF_{\text{known}} = \text{ParetoSet}$, is then used to calculate the hyper area value of the current Pareto set. When
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more than 10 iterations have been completed, $d$ is set to the average hyper area value over the previous 10 iterations. Next, a test will be performed to determine if the current hyper area value is within 0.025 of $d$. The interval

$$0.975d \leq \text{HyperArea}_{\text{IterationCount}} \leq 1.025d$$

was selected to ensure that the algorithm only stops once the current hyper area value has stagnated compared with the previous 10 iterations of the algorithm and no further improvement has been found. If this occurs, then the algorithm is stopped and ParetoSet is presented. Otherwise, a for loop is initiated which will loop from one to the population size. During each loop, two random variables ($i$ and $j$) will be generated and a random solution that forms part of ParetoSet will be selected. The 2-opt move will then be performed on the selected solution by reversing the positions of numbers in the encoding from $i$ to $j$. The random variables $i$ and $j$ will be different for each solution, which will enable the algorithm to search a larger area in the solution space. The IterationCount variable will then also be incremented by one. If the stopping criterion is never met, then the algorithm will run until it reaches 1000 iterations, after which ParetoSet is presented. This concludes the formulation of the MO2Opt algorithm. As mentioned previously, the MO2Opt algorithm was formulated by the researcher, and the implementation of this algorithm to solve the bi-objective JSP presented in this project, will be the first of its kind. Next, the NSGAII will be discussed.

7.2.3 Non-dominated sorting genetic algorithm II

The NSGAII was proposed by Deb et al. (2002) to alleviate the three main criticisms of multi-objective evolutionary algorithms, i.e. computational complexity, non-elitism approach and the need for specifying a sharing parameter. There are many studies that were found in literature that used the NSGAII to solve a multi-objective JSP. Some examples of such studies include a study by Rabiee et al. (2012), where the authors solved a partial flexible JSP with the objective of minimising both the makespan and total operational cost. Jiang et al. (2014) also conducted a study on solving a multi-objective flexible JSP, in which the makespan, processing cost, energy consumption and cost-weighted processing quality are considered as objectives. In another study by Yuan and Xu (2015), the authors propose new memetic algorithms (MAs) for the multi-objective flexible JSP with the objectives to minimise the makespan, total workload, and critical workload. The MAs are developed by incorporating a novel local search algorithm into the NSGAII, which chooses some good individuals from the offspring population for local search using a selection mechanism. Comparison tests were then carried out with state-of-the-art methods for
the multi-objective JSP, and the results showed that the proposed MAs performed much better than all other methods considered in the study.

Before the NSGAII can be formulated for the stated bi-objective JSP, the crossover function must first be addressed. The crossover function that will be used in the algorithm is the same as in Falkenauer and Bouffouix (1991). This specific crossover function prevents the duplication or the omission of positions within a solution. To explain the crossover function, consider two solutions that need to be crossed, *i.e.*

\[123456789\] and \[769432158\].

First, two crossing locations are chosen at random, say at positions 3 and 6, which we note

\[123|456|789\] and \[769|432|158\].

Since the contents within the sections are not equal, the second solution will be modified to enable the crossover to occur. To do so, genes 4, 5 and 6 have to be brought from the first solution into the second solution, and genes 4, 3 and 2 from the second solution must be brought over to the first solution. The genes that have to be brought from the first solution are eliminated from the second solution, and *vice versa*. The structure of the second solution when the genes are eliminated is

\[7H9|H32|1H8,\]

where \(H\) represents a ‘hole’ that still needs to be filled. After the genes are eliminated from the second solution, the holes are moved to the crossing section. This step will yield

\[793|HHH|218.\]

The holes can now be filled with the genes from the crossing section of the first solution, giving

\[793|456|218.\]

These steps can then be repeated to alter the structure of the first solution, to ultimately generate another solution. When the crossover function is completed the new solutions are
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The NSGAII that has been adapted to solve the bi-objective JSP proposed in this research project, is outlined in Algorithm 13. The algorithm starts off with the generation of an initial random population $P_0$ of $N$ members according to the Algorithm 7. In this case, the population size $N$ was again chosen to be 50, for the same reason as presented in the MO2Opt formulation. This population size will ensure that the solution space has been adequately explored while also not requiring excessive computational time to converge. Each of these members is then evaluated according to the stated objectives. The iteration counter $t$, HyperArea set and stopping criterion $d$ are then created. $P_0$ is then sorted based on the non-domination, which assigns a rank to each member equal to its non-domination level (i.e. the rank 1 is given to the best level, rank 2 to the next best level, and so on). The crossover and mutation functions are then used to generate the offspring population $Q_0$. For the crossover function, the parent chromosomes are randomly selected from the members that have a non-domination level of one. If there are not enough members that have a non-domination level of one, then any other member of the current population will be selected. The mutation function is applied to a position in an encoding if the mutation probability is less than 0.03.

After $Q_t$ has been generated, it is combined with $P_t$ into $R_t$. Each of the members in $R_t$ is then evaluated according to the stated objectives, after which a fast non-dominated sort is performed on $R_t$. A detailed description of the fast non-dominated sort is provided in Deb et al. (2002). The result of the fast non-dominated sort is then stored in $\mathcal{F}$. $P_{t+1}$ is then created and $i$ is set to one. Until the new population $P_{t+1}$ is filled, crowding distance assignment must be performed on $\mathcal{F}$ and the $i$th non-dominated front must be included in the new population $P_{t+1}$. The variable $i$ must also be incremented by one. The crowding distance assignment is also discussed in more detail in Deb et al. (2002).

After this loop, the current $\mathcal{F}_i$ must be sorted in descending order of crowding distance. The first ($N - |P_{t+1}|$) elements of $\mathcal{F}_i$ must then be added to $P_{t+1}$. The hyper area value of the current $\mathcal{F}_i$ is then calculated using (7.1), where $a(x_i)$ is the rectangular area bounded by an origin and $f(x_i)$ and $PF_{\text{known}} = \mathcal{F}_1$. When more than 10 iterations have been completed, $d$ is set to the average hyper area value over the previous 10 iterations. Next, a test will be performed to determine if the current hyper area value is within 0.025 of $d$. The interval

$$0.975d \leq \text{HyperArea}_t \leq 1.025d$$
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was selected to ensure that the algorithm only stops once the current hyper area value has stagnated compared with the previous 10 iterations of the algorithm and no further improvement has been found. If this occurs, then the algorithm is stopped and $P_{t+1}$ is presented. Otherwise, the crossover and mutation functions will be used to generate a new offspring population $Q_{t+1}$, after which $t$ will be incremented by one. If the hyper area

|Algorithm 13| Non-dominated Sorting Genetic Algorithm II (NSGAII)|
---|---|
1: Generate an initial random population $P_0$ of $N$ members and evaluate each member according to the stated objectives. Set $t ← 0$, HyperArea $← \emptyset$ and the stopping criteria $d ← 0$
2: Sort $P_0$ based on the non-domination
3: Use crossover and mutation to generate offspring population $Q_0$
4: repeat
5: Combine parent and offspring populations $R_t ← P_t ∪ Q_t$
6: Evaluate each member of $R_t$ according to the stated objectives
7: Perform fast non-dominated sort on $R_t$ and store in $\mathcal{F}$
8: Store non-dominated fronts of $R_t$ in $\mathcal{F} = (\mathcal{F}_1, \mathcal{F}_2, \ldots)$
9: Set $P_{t+1} ← \emptyset$ and $i ← 1$
10: repeat
11: Perform crowding distance assignment on $\mathcal{F}_i$
12: $P_{t+1} ← P_{t+1} ∪ \mathcal{F}_i$
13: $i ← i + 1$
14: until $|P_{t+1}| + |\mathcal{F}_i| \leq N$
15: Sort $\mathcal{F}_i$ in descending order of crowding distance
16: Add the first $(N - |P_{t+1}|)$ elements of $\mathcal{F}_i$ to $P_{t+1}$
17: Calculate HyperArea$_t$ using (7.1)
18: if $t > 10$ then
19: Set $d ← \frac{\sum_{i=t-10}^{t-1} \text{HyperArea}_i}{10}$
20: if $0.975d \leq \text{HyperArea}_t \leq 1.025d$ then
21: Stop algorithm
22: end if
23: end if
24: Use crossover and mutation to generate new offspring population $Q_{t+1}$
25: $t ← t + 1$
26: until $t = 1000$
27: output $P_{t+1}$
stopping criterion is never met, then the algorithm will run until it reaches 1 000 iterations, after which $P_{t+1}$ is presented. This concludes the formulation of the NSGAII. Next the MOGA will be discussed.

### 7.2.4 Multi-objective genetic algorithm

The genetic algorithm has been discussed in detail in Section 2.3.2; however, a brief summary will be provided. The term *genetic algorithm* was first used by Holland (1975), and it is motivated by the theory of evolution, with the survival of the fittest being a fundamental property. Genetic algorithms have been designed as general search strategies and optimisation methods. Bekker (2016b) describes the analogy when applying the GA to an optimisation problem as: a *population* of possible solutions is created from the *solution space* of the problem by varying the values of the *decision variables*. Each individual/chromosome in the population is an *encoding* of a solution. Some of the individuals (referred to as *parents*) combine with each other to form new individuals or *offspring*. The combination phase is called the *crossover* phase, and good individuals are more likely to be selected for the phase. This phase is also subjected to random variation (referred to as *mutation*) where some part of the chromosome is randomly changed. The new generation of chromosomes replaces some or all of the previous generation, thus causing the population of solutions to improve over time. The MOGA is the expansion of the basic genetic algorithm to the multi-objective domain.

Examples of where the MOGA has been used to solve the multi-objective JSP, include a study by Ponnambalam et al. (2001), in which the authors proposed a MOGA to derive the optimal machine-wise priority dispatching rules to resolve the conflict among the contending jobs in the Giffler and Thompson procedure applied for job shop problems. The objectives that were considered include the minimisation of the makespan, total idle time of machines and the total tardiness. The proposed methodology was applied to 28 benchmark problems to illustrate its applicability and usefulness. Rabiee et al. (2012) also solved a partial flexible JSP with the objective of minimising both the makespan and total operational cost by incorporating the MOGA. In another study by Sridhar and Rajendran (1996), the authors applied a MOGA to the problem of scheduling in a flow shop and flowline-based cellular manufacturing system with the objectives of minimising the makespan, total flow time and machine idle time. The proposed algorithm performed well when scheduling in a flowline-based cellular manufacturing system.

The MOGA that has been adapted to solve the bi-objective JSP proposed in this research project, is outlined in Algorithm 14.
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The algorithm starts off with the generation of an initial random population \( P_0 \) of \( N \) members according to Algorithm 7. The population size \( N \) was again chosen as 50, for the same reason as presented in the MO2Opt and NSGAII. Each of these members is then evaluated according to the stated objectives. The iteration counter \( t \), HyperArea set, stopping criterion \( d \) and mutation probability \( MutationProb \) are then created. A Pareto sort is then performed on \( P_0 \), which assigns a rank to each member equal to the number of members that dominates it. A test is then performed to determine if more than 250 replications have been completed. If that is the case, then \( d \) is set to the average hyper area value over the previous 10 iterations, after which a test will be performed to determine if the current hyper area value is within 0.025 of \( d \). The interval

\[
0.975d \leq \text{HyperArea}_t \leq 1.025d
\]

was selected to ensure that the algorithm only stops once the current hyper area value has stagnated compared with the previous 10 iterations of the algorithm and no further improvement has been found. If both the hyper area and replication conditions have been met, the algorithm stops; otherwise, two individuals are selected from the current Pareto set for crossover. The crossover function performed is the same as for Algorithm 13. Next, the mutation function is performed, which states that if for each position in the offspring the \( MutationProb \) is less than 0.03 then two randomly selected positions in the offspring will be swapped. After the mutation function, both offspring are evaluated according to the stated objectives and the member with the worst Pareto rank in \( P_t \) is replaced with the better of the two offspring. The variable \( t \) is then incremented by one. If the stopping criteria are never met, then the algorithm will run until it reaches 1000 iterations, after which \( P_t \) is presented. This concludes the formulation of the MOGA. Next the MOOCEM will be discussed.
Algorithm 14 Multi-objective Genetic Algorithm (MOGA)

1: Generate an initial random population \( P_0 \) of \( N \) members and evaluate each member according to the stated objectives. Set \( t \leftarrow 0 \), HyperArea \( \leftarrow \emptyset \), stopping criteria \( d \leftarrow 0 \) and the mutation probability \( MutationProb \leftarrow 0 \).
2: \textbf{repeat}
3: \hspace{1em} Perform a Pareto sort on \( P_t \)
4: \hspace{1em} Set HyperArea\(_t\) \( \leftarrow \) hyper area of current Pareto set
5: \hspace{1em} \textbf{if} \( t > 250 \) \textbf{then}
6: \hspace{2em} Set \( d \leftarrow \frac{\sum_{i=t-10}^{t} \text{HyperArea}_i}{10} \)
7: \hspace{1em} \textbf{if} 0.975d \leq \text{HyperArea}_t \leq 1.025d \textbf{then}
8: \hspace{2em} Stop algorithm
9: \hspace{1em} \textbf{end if}
10: \hspace{1em} \textbf{end if}
11: \hspace{1em} Randomly select two individuals to reproduce from the current Pareto set
12: \hspace{1em} Do crossover between the members
13: \hspace{1em} \textbf{for} \( k = 1 \) to offspring length \textbf{do}
14: \hspace{2em} Set \( MutationProb \leftarrow \) random value
15: \hspace{2em} \textbf{if} \( MutationProb \leq 0.03 \) \textbf{then}
16: \hspace{3em} Generate random variables \( i \) and \( j \), where \( j > i \)
17: \hspace{3em} Swap gene \( i \) with gene \( j \) in both offspring
18: \hspace{2em} \textbf{end if}
19: \hspace{1em} \textbf{next} \( k \)
20: \hspace{1em} Evaluate offspring according to the stated objectives
21: \hspace{1em} Replace the member with the worst Pareto rank in \( P_t \), with the better of the two offspring
22: \hspace{1em} \( t \leftarrow t + 1 \)
23: \hspace{1em} \textbf{until} \( t = 1000 \)
24: \textbf{output} \( P_t \)

7.2.5 Multi-objective optimisation cross entropy method

The cross entropy method (CEM) is the single-objective counterpart of the MOOCEM and was first introduced by Rubinstein and Kroese (2004) as a simple method that generally converges quickly in single-objective problems. However, Bekker and Aldrich (2011) were the first to extend the CEM to problems with more than one objective, and apply the method to computationally expensive time-dependent, stochastic simulation problems.
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where the optimisation of two or more objectives is pursued.

The CEM has previously been used by Santosa et al. (2011) in a hybrid algorithm with a genetic algorithm to solve a single-objective no-wait job-shop scheduling problem where the makespan is considered as an objective. This hybrid algorithm was compared with other metaheuristics which include a genetic algorithm-simulated annealing hybrid and a hybrid tabu search. The proposed hybrid CEM performed better than the other two metaheuristics. Another CEM-genetic algorithm hybrid has also been used by Nurkhalida and Santosa (2012) to solve a multi-objective JSP where the weighted objective approach was used to accommodate the multi-objective calculation. No further literature was found where the CEM was used to solve the JSP; moreover, MOOCEM has not previously been used to solve the multi-objective JSP. This application of the MOOCEM in the multi-objective simulation scheduler is therefore the first of its kind. The MOOCEM that has been adapted to solve the bi-objective JSP proposed in this research project, is outlined in Algorithm 15.

The algorithm starts off by creating the probability matrix $P$, hyper area set $\text{HyperArea}$, stopping criterion $d$ and choosing a population size $N$. The population size $N$ was again chosen as 50, for the same reason as presented in the MO2Opt and NSGAII. Next the algorithm creates a population of sequences by using Algorithm 16 and $P_t$. Each member in the population is then evaluated according to the stated objectives, after which a Pareto sort is performed to rank the members. The top 20 percent of the solutions are selected as part of the elite set $ES$, which will be used to update $P_t$. The researcher chose to select the top 20 percent of the population, because only the best solutions should be used to update the probability matrix $P_t$. The mixture of solutions in the top 20 percent, which will include the non-dominated members and possibly some members that are dominated, will help the algorithm to explore a larger area in the solution space. $P_t$ is then updated by using

$$p_{ij} = \frac{\sum_{b=1}^{N} I_{\{b \in ES\}} I_{\{x_{ij}=1\}}}{\sum_{b=1}^{N} I_{\{b \in ES\}}}.$$  \hspace{1cm} (7.2)

After $P_t$ is updated the smoothing function

$$P_t = P_t(\alpha - 1) + P_{t-1} \alpha,$$

where $\alpha = 0.3$, is applied. This smoothing function will prevent the probability matrix from changing too rapidly, while still capturing important patterns in the members of the $ES$. HyperArea is then updated with the hyper area value of the current elite set. Next, a test is performed to determine if more than 10 iterations have been completed. If that is
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The case, then \( d \) is set to the average hyper area value over the previous 10 iterations, after which a test will be performed to determine if the current hyper area value is within 0.025 of \( d \). The interval

\[
0.975d \leq \text{HyperArea}_t \leq 1.025d
\]

was selected to ensure that the algorithm only stops once the current hyper area value has stagnated compared with the previous 10 iterations of the algorithm and no further improvement has been found. If these conditions are met, the algorithm stops; otherwise, \( t \) will be incremented by one and the algorithm will repeat. If the hyper area stopping criterion is never met, then the algorithm will run until it reaches 1 000 iterations, after which \( ES \) is presented. This concludes the description of the MOOCEM.

**Algorithm 15** Multi-objective Optimisation Cross-Entropy Method (MOOCEM)

1: Let \( P \) be the transition matrix of probabilities, \( d \) the stopping criteria, \( N \) the population size and HyperArea the hyper area set
2: Set \( P \leftarrow \emptyset \), HyperArea \( \leftarrow \emptyset \), \( d \leftarrow 0 \), \( t \leftarrow 0 \) and \( N \leftarrow 50 \)
3: Initialise \( P_t \)
4: repeat
5: \quad for \( k = 1 \) to \( N \) do
6: \quad Construct a sequence using Algorithm 16 and \( P_t \)
7: \quad next \( k \)
8: \quad Evaluate all members of the population according to the stated objectives
9: \quad Perform a Pareto Sort and rank each member
10: \quad Select elite set \( ES \)
11: \quad Update \( P_t \) using (7.2)
12: \quad Smooth \( P_t \leftarrow \alpha P_t + (1 - \alpha)P_{t-1} \)
13: \quad Set HyperArea \( t \leftarrow \) hyper area of current \( ES \)
14: \quad if \( t > 10 \) then
15: \quad \hspace{1em} Set \( d \leftarrow \frac{\sum_{i=t-10}^{t} \text{HyperArea}_i}{10} \)
16: \quad \hspace{1em} if \( 0.975d \leq \text{HyperArea}_t \leq 1.025d \) then
17: \quad \hspace{2em} Stop algorithm
18: \quad end if
19: \quad end if
20: \quad \hspace{1em} \( t \leftarrow t + 1 \)
21: until \( t = 1000 \)
22: output \( ES \)
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**Algorithm 16** Generation of sequences of the JSP

1: Let $M_0$ be the number of operations that need to be scheduled  
2: for $k = 1$ to $M_0$ do  
3: Sample an operation from the probability matrix $P$  
4: Change the probability of selecting the same operation to 0 for all rows in $P$  
5: Calculate the new weighted row of the $P$  
6: next $k$

An example of how Algorithm 16 is applied, will now be discussed. Table 7.1 illustrates the probability matrix for the example, given that the first operation in the sequence is operation ‘1’. As seen in the table, the probability of selecting ‘1’ has already been changed to 0 for all the rows, because it already forms part of the generated sequence.

Table 7.1: Probability matrix after operation 1 was selected

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.333</td>
<td>0.333</td>
<td>0.333</td>
</tr>
</tbody>
</table>

The next operation in the sequence is then sampled from the row of the current operation, which is ‘1’ in this case, by generating a random number in Step 3. The next operation that is selected will be the operation where the cumulative selection probability is greater than the random number. Assume the random number is 0.55, then the next operation that is selected is operation ‘3’, as its cumulative selection probability is 0.666 (the probability of selecting operation ‘2’ plus the probability of selecting operation ‘3’). Operation ‘3’ is then added to the new sequence. In Step 4, the selection probability of the new operation is changed to 0 for all rows in the probability matrix, as illustrated in Table 7.2.

Table 7.2: Updated selection probability for operation 3 in all rows

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0.333</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0.333</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0.333</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0.333</td>
</tr>
</tbody>
</table>
Next, in Step 5, the row of the new operation has to be normalised by calculating the new weighted row. When this step is completed, the selection probability of operations ‘2’ and ‘4’ in the third row will both be 0.5, as shown in Table 7.3. The next operation will then be sampled from the third row.

Table 7.3: New weighted row calculated for operation 3

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0.333</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0.333</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.333</td>
<td>0</td>
<td>0.333</td>
</tr>
</tbody>
</table>

Step 3 is then repeated and a new random number is generated, e.g. 0.26. The operation that is selected is operation ‘2’, as its cumulative selection probability of 0.5 is greater than the random number. The selection probability of operation ‘2’ is then changed to 0 for all rows in the probability matrix, in Step 4. Lastly, the row of operation ‘2’ is then normalised again, as illustrated in Table 7.4. From the updated probability matrix, the selection probability of operation ‘4’ is now 1, which means that on the next iteration of the algorithm, it will be selected as the next operation. The final sequence that was generated for this example is 1–3–2–4. This concludes the example of generating a sequence using Algorithm 16.

Table 7.4: New weighted row calculated for operation 2

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.333</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.333</td>
</tr>
</tbody>
</table>

It should be noted that each metaheuristic has the same stopping criterion, where the average hyper area value of the Pareto set in the previous 10 iterations is compared with the hyper area value of the current Pareto set. If the current hyper area value is within a specified range, then the algorithm will stop. This stopping criterion was tested in each algorithm only when roughly 500 solutions had already been evaluated, so that each algorithm had the same opportunity to find good solutions before it stopped.
7.3 Bi-objective experiments and results

In this section, comparison tests will be constructed and conducted on all the metaheuristics that were discussed in the previous section. Three test scenarios will again be created for the comparison tests. Weber et al. (2019) stated that the standardisation and systematisation of test data for the JSP is still lacking. This is also true for the stochastic JSP, and therefore, randomly generated test data for the three test scenarios containing 50, 100 and 200 jobs respectively, were used. Careful attention was given when the data was randomly generated, to ensure that the data would not favour a single method. The processing times were sampled from a log-normal distribution to introduce stochastic processing times. The log-normal distribution was chosen in this study to ensure that the processing times that were sampled, are all positive, as negative processing times are not allowed. The three test scenarios were defined as:

- **Test scenario 9**: 50 jobs were entered into the system, each with different processing times that were sampled from a log-normal distribution with $\mu = \text{estimated processing time}$ and $\sigma = 0.2(\text{estimated processing time})$.
- **Test scenario 10**: 100 jobs were entered into the system, each with different processing times that were sampled from a log-normal distribution with $\mu = \text{estimated processing time}$ and $\sigma = 0.2(\text{estimated processing time})$.
- **Test scenario 11**: 200 jobs were entered into the system, each with different processing times that were sampled from a log-normal distribution with $\mu = \text{estimated processing time}$ and $\sigma = 0.2(\text{estimated processing time})$.

Each of the chosen metaheuristics was then applied to the stated test scenarios, by conducting 500 experiments per metaheuristic for each scenario. To determine the best-performing metaheuristic, performance metrics needed to be selected in order to compare the generated approximate Pareto sets. The metrics selected for the comparison tests are the generational distance (GD), hyper area ratio (HR) and maximum spread (MS), as presented in Yen and He (2014). Each of the performance metrics required a true Pareto set; however, due to new test scenarios being created with stochastic processing times, there was no true Pareto set available. To overcome this, the researcher decided to perform a Pareto sort on the results of all 2 500 experiments per test scenario. The outcome of this Pareto sort identified a Pareto set with the best solutions from the 2 500 experiments per test scenario. These Pareto sets could therefore contain solutions that were generated with different metaheuristics and can be used as the approximate true Pareto sets in the performance metric calculations. Figure 7.3 will be used to describe this process. Two
Pareto sets, each generated by a different metaheuristic, are included and shown in Figure 7.3. Both these Pareto sets are used in the new Pareto sort, which identifies the best solutions from both these Pareto sets and stores them as the approximate true Pareto set. The result of the Pareto sort is illustrated in Figure 7.4. The approximate true Pareto set that is displayed in Figure 7.4 contains solutions from both of the example Pareto sets, and this new set can now be used as the true Pareto set in the performance metric calculations.
7.3 Bi-objective experiments and results

In this example only two Pareto sets were used, so one can argue that there may be considerably better solutions that were not included and that could have formed part of the approximate true Pareto set. This observation is true; however, for the comparison tests, 2500 experiments were conducted per test scenario which generated 2500 different Pareto sets per test scenario. These 2500 Pareto sets per test scenario were subjected to the Pareto sort, which generated an approximate true Pareto set for each test scenario. With the sheer number of Pareto sets that were used as part of the Pareto sort, one can assume that the approximate true Pareto set is close to the true Pareto set. Therefore, the approximate true Pareto set was used as the true Pareto set in the performance metric calculations.

A discussion of each performance metric will now follow.

1. **Generational distance (GD)**

   The GD performance metric is calculated using
   
   \[
   GD = \sqrt{\frac{\sum_{i=1}^{u} d_i^2}{u}},
   \]

   where \(d_i = \min_j ||f(x_i) - PF_{true}(x_j)||\) refers to the distance in objective space between individual \(x_i\) and the nearest member in the true Pareto set, \(PF_{true}\), and \(u\) is the number of individuals in the approximation set. The lowest value of the GD represents the best performance. An example of the GD is illustrated in Figure 7.5, where the distance from each member of the Pareto set to the nearest member in the true Pareto set was identified. The average of these distances is then taken to calculate the GD.

![Figure 7.5: Example of the GD performance metric](https://scholar.sun.ac.za)
2. Hyper area ratio (HR)

Before the HR performance metric can be calculated, one must first calculate the hyper area for the approximation set $PF_{\text{known}}$ and the true Pareto set $PF_{\text{true}}$. For each member $x_i$ in $PF_{\text{known}}$, there is a rectangular area, $a(x_i)$, bounded by an origin and $f(x_i)$. The union of all these rectangular areas is referred to as the hyper area of $PF_{\text{known}}$ and is calculated as

$$H(PF_{\text{known}}) = \bigcup_i a(x_i) \mid \forall x_i \in PF_{\text{known}}.$$ 

The Hyper area for $PF_{\text{true}}$ can be determined in the same way. The coordinate $(0,0)$ was selected as the origin by the researcher. When the hyper area value of both $PF_{\text{known}}$ and $PF_{\text{true}}$ are known, the HR performance metric can be calculated as

$$HR = \frac{H(PF_{\text{known}})}{H(PF_{\text{true}})}.$$ 

The approximation set that yielded the HR value that is the closest to one, represents the best performing set. An example of the HR is illustrated in Figure 7.6, where the hyper area of three Pareto sets are displayed. For this example the best performing Pareto set is Pareto set 1, because its HR value is closer to one than the HR value of Pareto set 2.

![Figure 7.6: Example of the HR performance metric](image-url)
3. Maximum spread (MS)

This metric is calculated to measure how well the true Pareto set \( P_{F_{true}} \) is covered by the approximation set \( P_{F_{known}} \). The metric is calculated as

\[
MS = \frac{1}{H} \sum_{i=1}^{H} \left[ \min \left( \frac{P_{F_{max,known,i}}}{P_{F_{max,true,i}}} \right) \right. \\
- \left. \max \left( \frac{P_{F_{min,known,i}}}{P_{F_{min,true,i}}} \right) \right] \\
\left. \frac{P_{F_{max,true,i}} - P_{F_{min,true,i}}}{2} \right]^2,
\]

where \( P_{F_{max,known,i}} \) and \( P_{F_{min,known,i}} \) are the maximum and minimum of the \( i \)-th objective in \( P_{F_{known}} \), respectively; and \( P_{F_{max,true,i}} \) and \( P_{F_{min,true,i}} \) are the maximum and minimum of the \( i \)-th objective in \( P_{F_{true}} \), respectively. \( H \) denotes the number of objectives that are considered. A higher value of MS reflects that a larger portion of \( P_{F_{true}} \) is covered by \( P_{F_{known}} \). Therefore, the approximation set with the largest MS value represents the best performing set. An example of the MS is illustrated in Figure 7.7, where three Pareto sets are displayed. For this example the best performing Pareto set is Pareto set 1, because its MS value is larger than that of Pareto set 2, which means that it covers a larger portion of \( P_{F_{true}} \).

![Figure 7.7: Example of the MS performance metric](image)

Now that the performance metrics have been defined, it is important to understand why three performance metrics are used, instead of just one. The GD performance metric focuses solely on the closeness of the solutions to the true Pareto set, but disregards the spread of the solutions. The MS performance metric considers only the spread of solutions, but disregards the closeness of the solutions to the true Pareto set. The HR performance
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metric considers both the closeness and diversity of the solutions. Each of these metrics has its own shortcoming, which is why the researcher chose all three. The use of all three metrics ensures that a thorough analysis can be conducted to find the best performing metaheuristic for each test scenario. When there is no metaheuristic that outperformed the others in all three metrics, then the metaheuristic that performed best in most of the metrics will be selected as the best. For example, if the MOGA performed best in both the GD and HR metrics while the MOOCEM performed best in the MS metric, the MOGA will be selected as the best performing metaheuristic.

These metrics could now be applied to each of the experiments that were conducted, after which the results can be compared with paired t-tests. The paired t-test was selected for comparison tests, because the experiments are independent and the researcher assumed normality, as well as unknown and unequal variances for the results. The mean performance metric value for each metaheuristic and test scenario, is provided in Table 7.5. From the paired t-tests that were conducted, a p-value table could be constructed for each of the performance metrics. These p-value tables will now be discussed for each test scenario.

Table 7.5: Mean performance metric values for each metaheuristic and the different test scenarios (number of replication where 500 per metaheuristic)

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>50 jobs</th>
<th>100 jobs</th>
<th>200 jobs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GD</td>
<td>HR</td>
<td>MS</td>
</tr>
<tr>
<td>MOGA</td>
<td>7.073</td>
<td>0.904</td>
<td>0.492</td>
</tr>
<tr>
<td>NSGAII</td>
<td>3.717</td>
<td>0.877</td>
<td>0.588</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>9.250</td>
<td>0.888</td>
<td>0.428</td>
</tr>
<tr>
<td>MOSA</td>
<td>5.577</td>
<td>0.906</td>
<td>0.555</td>
</tr>
<tr>
<td>MO2Opt</td>
<td>3.913</td>
<td>0.800</td>
<td>0.392</td>
</tr>
</tbody>
</table>

7.3.1 Test scenario 9 paired t-test results

The p-values generated for each performance metric are shown in Tables 7.6, 7.7 and 7.8. From Table 7.6, it is apparent that the results of all the metaheuristics are shown to be statistically different as all the p-values are less than 0.05. This means that the metaheuristic that achieved the lowest mean value for the GD performance metric, i.e. the NSGAII with a value of 3.717 in Table 7.5, performed best for the GD performance metric.

From Table 7.7, the NSGAII and MOOCEM results are not statistically different for the HR value, with a p-value of 0.060. The MOSA result is not statistically different from the MOGA result, with a p-value of 0.744. The other p-values are all less than 0.05.
and therefore, the results of the metaheuristics are statistically different. The metaheuristic that performed best for the HR performance metric, is the metaheuristic whose HR value is the closest to one. Therefore, the MOSA algorithm performed best in the HR performance metric, with a HR value of 0.906. The MOGA HR value of 0.904 is not statistically different from the MOSA HR value, so either metaheuristic can be chosen.

Lastly, from Table 7.8, the results of all the metaheuristics are shown to be statistically different as all the \(p\)-values are less than 0.05. The metaheuristic that has the highest mean value for the MS performance metric, \(i.e.\) the NSGAI\(I\) with a value of 0.588, performed best in the MS performance metric. Considering all these results, the NSGAI\(I\) was identified as the best-performing metaheuristic for Test scenario 9. This observation could be made due to the NSGAI\(I\) performing best in two of the three performance metrics, \(i.e.\) the GD and MS metrics.

Table 7.6: GD \(p\)-value table for Test scenario 9

<table>
<thead>
<tr>
<th></th>
<th>NSGAI(I)</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAI(I)</td>
<td>0.000</td>
<td>0.016</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOSA</td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 7.7: HR \(p\)-value table for Test scenario 9

<table>
<thead>
<tr>
<th></th>
<th>NSGAI(I)</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.015</td>
<td>0.744</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAI(I)</td>
<td>0.060</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>0.006</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOSA</td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 7.8: MS \(p\)-value table for Test scenario 9

<table>
<thead>
<tr>
<th></th>
<th>NSGAI(I)</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAI(I)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOSA</td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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7.3.2 Test scenario 10 paired \( t \)-test results

The \( p \)-values generated for each performance metric are shown in Tables 7.9, 7.10 and 7.11. From Table 7.9, it is apparent that the results of all the metaheuristics are statistically different as all the \( p \)-values are less than 0.05. This means that the metaheuristic that achieved the lowest mean value for the GD performance metric, i.e. the MO2Opt algorithm with a value of 40.939 in Table 7.5, performed best.

From Table 7.10, the MOGA and MOOCEM results are not statistically different for the HR value, with a \( p \)-value of 0.496. The other \( p \)-values are all less than 0.05 and therefore, the results of the metaheuristics are statistically different. The metaheuristic that performed best for the HR performance metric, is the metaheuristic whose HR value is the closest to one. Therefore, the MO2Opt algorithm performed best with a mean value of 0.974.

Lastly, from Table 7.11, the results of all the metaheuristics are shown to be statistically different as all the \( p \)-values are less than 0.05. The metaheuristic that has the highest mean value for the MS performance metric, i.e. the NSGAII with a value of 0.535, performed best. Considering all these results, the MO2Opt algorithm was identified as the best-performing metaheuristic for Test scenario 10. This observation could be made due to the MO2Opt algorithm performing best in two of the three performance metrics, i.e. the GD and HR metrics.

Table 7.9: GD \( p \)-value table for Test scenario 10

<table>
<thead>
<tr>
<th></th>
<th>NSGAII</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAII</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOSA</td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 7.10: HR \( p \)-value table for Test scenario 10

<table>
<thead>
<tr>
<th></th>
<th>NSGAII</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.469</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAII</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td></td>
<td>0.035</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>MOSA</td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
</tr>
</tbody>
</table>
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Table 7.11: MS p-value table for Test scenario 10

<table>
<thead>
<tr>
<th></th>
<th>NSGAII</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAII</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.018</td>
</tr>
<tr>
<td>MOSA</td>
<td></td>
<td></td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

7.3.3 Test scenario 11 paired t-test results

The p-values generated for each performance metric are shown in Tables 7.12, 7.13 and 7.14. From Table 7.12, it can be seen that the results of all the metaheuristics are statistically different as all the p-values are less than 0.05. This means that the metaheuristic that achieved the lowest mean value for the GD performance metric, i.e. the MO2Opt algorithm with a value of 57.448 in Table 7.5, performed best.

From Table 7.13, the MOSA and MOOCEM results are not statistically different for the HR value, with a p-value of 0.493. The other p-values are all less than 0.05 and therefore, the results of the metaheuristics are statistically different. The metaheuristic that performed best for the HR performance metric, is the metaheuristic whose HR value is the closest to one. Therefore, the MO2Opt algorithm performed best with a mean value of 1.020.

Lastly, from Table 7.14, the results of the MO2Opt algorithm and the MOSA algorithm are not statistically different, with a p-value of 0.097. The results of all the other metaheuristics are shown to be statistically different as all the p-values are less than 0.05. The metaheuristic that has the highest mean value for the MS performance metric, i.e. the NSGAII with a value of 0.481, performed best. Considering all these results, the MO2Opt algorithm was identified as the best-performing metaheuristic for Test scenario 11. This observation could be made due to the MO2Opt algorithm performing best in two of the three performance metrics, i.e. the GD and HR metrics.

Table 7.12: GD p-value table for Test scenario 11

<table>
<thead>
<tr>
<th></th>
<th>NSGAII</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAII</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOSA</td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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Table 7.13: HR p-value table for Test scenario 11

<table>
<thead>
<tr>
<th></th>
<th>NSGAII</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAII</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>0.000</td>
<td>0.000</td>
<td>0.493</td>
<td>0.000</td>
</tr>
<tr>
<td>MOSA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 7.14: MS p-value table for Test scenario 11

<table>
<thead>
<tr>
<th></th>
<th>NSGAII</th>
<th>MOOCEM</th>
<th>MOSA</th>
<th>MO2Opt</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOGA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>NSGAII</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.097</td>
</tr>
<tr>
<td>MOSA</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Now that the best-performing metaheuristic has been identified for each test scenario, the next step is to perform a ranking and selection procedure on the results of these metaheuristics to determine which solutions should form part of the final Pareto set. To accomplish this, a newly developed ranking and selection procedure for stochastic systems, called Procedure MMY, will be implemented to determine the relaxed Pareto set for each test scenario. A detailed discussion and the implementation of Procedure MMY will now follow.

7.4 MMY integration and results

The members of the final Pareto set may initially not be statistically different, so they must finally be separated on a statistical basis. An example of why the members need to be separated on a statistical basis, is shown in Figure 7.8. The distribution for three samples are shown conceptually. Sample I and II are not statistically different due to the small variation in their sample means. This variation is known as in-sample variation which suggests that the two samples come from the same system. On the other hand, Sample III is statistically different from both Sample I and II due to the large variation in sample means. This large variation is known as cross-sample variation, which suggests that Sample III was selected from a different system from that of Sample I and II.
The in-sample and cross-sample variation between members must now be identified, which will enable one to separate the members on a statistical basis. To accomplish this, a ranking and selection (R&S) procedure must be implemented. The aim of R&S procedures is to select the best solution among a number of solutions of which the values for performance measures are estimated through simulation. There are two important approaches in R&S procedures, i.e. the indifference-zone (IZ) approach and the optimal computing budget allocation (OCBA) framework (Lee et al., 2010). Procedures with the IZ approach identify the minimum number of simulation replications that is required for each solution to guarantee the probability of selecting the correct solution, $P_{(CS)}$, is greater than a prespecified value $P^\ast$. On the other hand, procedures in the OCBA framework find the optimal number of simulation replications for each solution to maximise $P_{(CS)}$ when the total number of simulation replications is limited to a certain value, referred to as the budget. An upper bound for $P_{(CS)}$ is found.

In multi-objective optimisation problems with two or more conflicting objectives, a single best solution does not exist. A set of non-dominated solutions is accepted as the desired output of the multi-objective ranking and selection (MORS) procedures. Most of the R&S research has focused on single-objective problems, and as a result, MORS procedures have only fairly recently appeared in literature. The multi-objective optimal computing budget allocation (MOCBA) procedure (Lee et al., 2010), was the first MORS procedure that found a Pareto set. New MORS procedures have also only recently been proposed, such as Branke and Zhang (2015), Feldman et al. (2015) and Hunter and Feldman (2015), but none of these are based on the IZ approach. This makes the novel MORS procedures that were proposed by Yoon (2018), so much more valuable.

The novel procedures, which are MMY, MMY1 and MMY2, are all based on the IZ approach, that guarantees the $P_{(CS)}$ requirement. The MMY procedure was designed to find a relaxed Pareto set, while MMY1 and MMY2 were devised to seek the true Pareto set without the indifference-zone (IZ) concept and the true Pareto set with the IZ concept.
respectively. For this study, the MMY procedure was selected for generating the relaxed Pareto set. This procedure was selected because both the MMY1 and MMY2 procedures are very strict regarding the inclusion of solutions into the Pareto set, while the MMY procedure would rather include the solutions where indifference is present. The MMY procedure was also selected ahead of the MOCBA, because the purpose for implementing a MORS procedure in this research project, was to find the minimum number of simulation replications that is needed for each solution, while also guaranteeing \( P(\text{CS}) > P^* \) to ensure that the correct solutions are selected from the sets.

Before discussing the MMY procedure, the concept of relaxed Pareto optimality, as defined by Yoon (2018), must first be addressed. Relaxed Pareto optimality is defined as follows:

- Consider a true Pareto solution set \( Q \) based on true means without the IZ concept, and a true Pareto solution set \( Q_{IZ} \) based on true means with the IZ concept.
- Construct the union of these two Pareto sets: \( Q_U = Q \cup Q_{IZ} \).
- Consider a subset of \( Q_{IZ} \), called \( Q_S \), which contains all solutions that have indifferent solutions, \( i.e. \):

\[
Q_S = \{ i \in Q_{IZ} \mid \exists j \in Q_{IZ} \text{ such that } i \simeq_{IZ} j \}.
\]

- Divide \( Q_S \) into \( z \) sets, each consisting of solutions indifferent to each other, \( i.e. \):

\[
Q_{S,p} = \{ i, j \in Q_S \mid i \simeq_{IZ} j \} \text{ (} p = 1, \ldots, z \).\]

It must be noted that \( Q_{S,p} \) (\( p = 1, \ldots, z \)) are \( z \) subsets of \( Q_S \) whose union is \( Q_S \).

- A set of Pareto optimal solutions is called a relaxed Pareto set, denoted by \( Q_R \), if it is a subset of \( Q_U \), containing all solutions in \( Q_{IZ} - Q_S \) and at least one solution from each \( Q_{S,p} \) (\( p = 1, \ldots, z \)).

It should be noted that when the description of relaxed Pareto optimality is applied, multiple relaxed Pareto sets can be present. Therefore, Yoon (2018) defined the set of all possible relaxed Pareto sets \( Q_T \) as

\[
Q_T = \{ Q_R \subset Q_U \mid Q_{IZ} - Q_S \subset Q_R, |Q_R \cap Q_{S,p}| \geq 1, \forall p \ (p = 1, \ldots, z) \}. \tag{7.3}
\]

Procedure MMY considers any element of the set of all possible relaxed Pareto sets \( Q_T \), defined in (7.3), as correct. The procedure also guarantees that the probability of correct selection \( P(\text{CS}) \) is greater than or equal to a prespecified value \( P^* \). The MMY procedure,
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as defined by Yoon (2018), is outlined in Algorithm 17 and will now be discussed. The notation used for the multi-objective ranking and selection problems are:

\[ M_S \]  
the number of solutions in the population.  

\[ S \]  
the solution set, \( i.e. \ S = \{1, \ldots, M_S\} \).  

\[ I \]  
the set of solutions that are still in competition.  

\[ H \]  
the number of objectives.  

\[ B \]  
the objective set, \( i.e. \ B = \{1, \ldots, H\} \).  

\[ \mu_{ib} \]  
the unknown true mean of solution \( i \) for objective \( b \) (\( i \in S \) and \( b \in B \)).  

\[ \sigma^2_{ib} \]  
the unknown variance of solution \( i \) for objective \( b \) (\( i \in S \) and \( b \in B \)).  

\[ N_i \]  
the total number of simulation replications assigned to solution \( i \).  

\[ X_{ibl} \]  
the \( l \)th observation from solution \( i \) for objective \( b \).  

\[ X_{ib}(N_i) \]  
the sample mean of solution \( i \) for objective \( b \) based on \( N_i \) observations.  

\[ S^2_{ib}(N_i) \]  
the sample variance of solution \( i \) for objective \( b \) based on \( N_i \) observations, \( i.e. \)  

\[ S^2_{ib}(N_i) = \frac{1}{N_i - 1} \sum_{l=1}^{N_i} (X_{ibl} - X_{ib}(N_i))^2. \]

\[ Q \]  
the true Pareto set based on \( \mu_{ib} \) (\( i \in S \) and \( b \in B \)).  

\[ Q_c \]  
the true non-Pareto set based on \( \mu_{ib} \) (\( i \in S \) and \( b \in B \)).  

\[ Q_{IZ} \]  
the true Pareto set with IZ.  

\[ Q_{IZ}^c \]  
the true non-Pareto set with IZ.  

\[ Q_R \]  
the true relaxed Pareto set.  

\[ Q_T \]  
the set of all possible true relaxed Pareto sets, defined in (7.3).  

\[ S_p \]  
the observed Pareto set based on \( X_{ib}(N_i) \) (\( i \in S \) and \( b \in B \)).  

\[ S_p^c \]  
the observed non-Pareto set based on \( X_{ib}(N_i) \) (\( i \in S \) and \( b \in B \)).  

\[ S_{IZ} \]  
the observed Pareto set with IZ.  

\[ S_{IZ}^c \]  
the observed non-Pareto set with IZ.  

\[ n_0 \]  
the number of simulation replications at the first stage.  

\[ \delta_b^* \]  
the indifference-zone value for objective \( b \).  

\[ P^* \]  
the minimum required value for \( P(CS) \).

First, let  

\[ \delta_{ijb} = \max\{\delta_b^*, \overline{X}_{jb}(N_j) - \overline{X}_{ib}(N_i)\}, \]

and \( \lceil x \rceil \) denote the smallest integer greater than \( x \). Next, consider a pair of solutions \((i, j)\) where solution \( i \) is observed as non-dominated and solution \( j \) is any other solution in \( S \). This pair is tested in either Step 4 or 5 of Algorithm 17. \( B_1 \) and \( b' \) can then be defined as
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\[ B_1 = \{ k \mid |\overline{X}_{jb}(N_j) - \overline{X}_{ib}(N_i)| \leq \delta_b^*, b \in B \} \]  

and

\[ b' = \arg \max_{b \in B - B_1} \Phi \left( \frac{\overline{X}_{jb}(N_j) - \overline{X}_{ib}(N_i)}{\sqrt{\frac{S^2_{ib}(N_i)}{N_i} + \frac{S^2_{jb}(N_j)}{N_j}}} \right), \]

where \( \Phi \) is the cumulative distribution function of the standard normal distribution. The variables \( B_1 \) and \( b' \) should be defined for each pair of \((i, j)\) \((i \in S_p \text{ and } j \in S, j \neq i)\). If \( B_1 = B \), which states that solutions \( i \) and \( j \) are observed to be indifferent to each other, then Step 4 of Algorithm 17 should be followed; otherwise, Step 5 should be followed. Therefore, if Step 4 is followed, then Step 5 is skipped and vice versa.

In Steps 4 and 5, the constants \( h_1 \) and \( h_2 \) are used as part of the constraints. These constants are calculated by solving

\[
\left[ \int_0^\infty \left[ \int_0^\infty \Phi \left( \frac{h_1}{\sqrt{(N_i - 1) \frac{1}{x} + (N_j - 1) \frac{1}{y}}} \right) f_1(x)dx \right] f_2(y)dy \right]^H = 1 - \gamma \]  

and

\[
\int_0^\infty \left[ \int_0^\infty \Phi \left( \frac{h_2}{\sqrt{(N_i - 1) \frac{1}{x} + (N_j - 1) \frac{1}{y}}} \right) f_1(x)dx \right] f_2(y)dy = 1 - \gamma, \]

where \( \gamma = \frac{\beta}{M_S - 1} \), and \( f_1 \) and \( f_2 \) are the probability density functions of the \( \chi^2 \) distribution with \( N_i - 1 \) and \( N_j - 1 \) degrees of freedom, respectively.

Next, the solutions observed as dominated, \textit{i.e.} \( j \in S^c_p \), are considered in Step 7 of Algorithm 17. For each solution \( j \in S^c_p \), there exists at least one solution \( i \in S_p \), such that solution \( j \) is dominated by \( i \); otherwise solution \( j \) would not have been observed as dominated. Such a solution \( i \in S_p \) should be found for \( j \in S^c_p \). If more than one solution in \( S_p \) dominates solution \( j \), choose solution \( i \) as

\[ i = \arg \max_{i' \in S_p, i' \prec j} \prod_{b=1}^H \Phi \left( \frac{\overline{X}_{jb}(N_j) - \overline{X}_{ib}(N_i)}{\sqrt{\frac{S^2_{ib}(N_i)}{N_i} + \frac{S^2_{jb}(N_j)}{N_j}}} \right). \]
A solution $i$ should be defined for each $j \in S_p^c$. This pair $(i, j) (i \in S_p, j \in S, i \prec j)$ is then considered in Step 7 of Algorithm 17. The constant $\hat{h}_3$ is also used in this step, and can be calculated by solving

$$
\left[ \int_0^\infty \left[ \int_0^\infty \Phi \left( \frac{h_3}{\sqrt{(N_i - 1)x + (N_j - 1)y}} \right) f_1(x)dx \right] f_2(y)dy \right]^H = 1 - \beta. \quad (7.10)
$$
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Algorithm 17 The MMY procedure (Yoon, 2018)

1. Select the desired probability of correct selection $P^* = 1 - \alpha$, the indifference-zone value $\delta^*_b$ for each objective $b \in B$, and the first-stage sample size $n_0 \geq 2$. Set $I = \{1, 2, ..., M_S\}$ and $\beta = \frac{\alpha}{M_S}$.

2. Simulate $n_0$ replications for all $M_S$ solutions, and calculate sample means $\overline{X}_{ib}(n_0)$ and sample variances $S^2_{ib}(n_0)$ $(i \in S$ and $b \in B)$. Let $N_i = n_0$.

3. Observe the Pareto set $S_p$ and the non-Pareto set $S^c_p$ based on the sample means $\overline{X}_{ib}(N_i)$ $(i \in S$ and $b \in B)$ without the indifference-zone concept.

4. For each solution $i \in S_p$ and $j \in S(j \neq i)$ with $B_1 = B$, check if the following two conditions are met:

$$N_i \geq \left[ \max_b \left( \frac{h_1 S_{ib}(N_i)}{\delta_{ijb}} \right)^2 \right] \quad \text{and} \quad N_j \geq \left[ \max_b \left( \frac{h_1 S_{jb}(N_j)}{\delta_{ijb}} \right)^2 \right],$$

(7.11)

where $\delta_{ijb}$ and $B_1$ are defined in (7.4) and (7.5), respectively, and $h_1$ is calculated using (7.7).

5. For each solution $i \in S_p$ and $j \in S(j \neq i)$ with $B_1 \neq B$, check if the following two conditions are met:

$$N_i \geq \left[ \left( \frac{h_2 S_{ib}(N_i)}{\delta_{ijb}} \right)^2 \right] \quad \text{and} \quad N_j \geq \left[ \left( \frac{h_2 S_{jb}(N_j)}{\delta_{ijb}} \right)^2 \right],$$

(7.12)

where $b'$ is defined in (7.6) and $h_2$ is the solution to (7.8).

6. Delete solution $i$ from $I$ if conditions (7.11) or (7.12) are satisfied for all $j \in S(j \neq i)$.

7. For each solution $j \in S^c_p$, find solution $i \in S_p$ as defined in (7.9). Check if the following two conditions are met:

$$N_i \geq \left[ \max_b \left( \frac{h_3 S_{ib}(N_i)}{\delta_{ijb}} \right)^2 \right] \quad \text{and} \quad N_j \geq \left[ \max_b \left( \frac{h_3 S_{jb}(N_j)}{\delta_{ijb}} \right)^2 \right],$$

(7.13)

where $h_3$ is the solution to (7.10).

8. Delete solution $j$ from $I$ if the conditions in (7.13) are satisfied.

9. If $|I| = 0$, then stop and present the current Pareto set $S_p$ as the final solution set. Otherwise, for each solution $i \in S_p \cap I$, that is, solutions in $S_p$ that were not deleted from $I$ in Step 6, add solution $j \in S(j \neq i)$ to $I$ if it does not satisfy conditions (7.11) or (7.12). Similarly, for each solution $j \in S^c_p \cap I$, that is, solutions in $S^c_p$ that were not deleted from $I$ in Step 8, add the corresponding solution $i \in S_p$ to $I$ if it does not satisfy (7.13). Go to Step 10.

10. Take one additional observation $X_{ib,N_i+1}$ from each solution $i \in I$, and set $N_i \leftarrow N_i + 1$ $(\forall i \in I)$. Set $I = \{1, 2, \ldots, M_S\}$ and update $\overline{X}_{ib}(N_i)$ and $S^2_{ib}(N_i)$ for all $i \in S$ and $b \in B$. Go to Step 3.
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Now that the MMY procedure has been discussed, it can be applied to the bi-objective JSP defined in this research project. Due to the novelty of this procedure, this application will be the first of its kind. Before the MMY procedure can be applied, the NSGAII was again applied to Test scenario 9 and the MO2Opt algorithm to Test scenarios 10 and 11, to generate a set of 50 solutions for each test scenario. This set of 50 solutions for all three test scenarios consists of both dominated and non-dominated solutions. For each of these solutions in the different test scenarios, the simulation model was run 1000 times independently as a preliminary step in order to estimate the unknown true means of the two objectives as best as possible. The sample means of these 1000 simulation runs are considered to be very close to the unknown true means due to the strong law of large numbers (Law and Kelton, 2000). The process of running the simulation model for 1000 replications for each member in the set of 50 solutions, was only done for experimental reasons. The actual process that should be used when the MMY procedure is applied in the real-world manufacturing environment, is that 10 replications should be run for each member in the solution set, after which Step 3 of Algorithm 17 should start. Each step in the algorithm should then be followed, and if more simulation replications are required (i.e. if \( N_i \) was incremented by one) then another replication is conducted for each solution \( i \) that forms part of set \( I \). This will ensure that the correct number of simulation replications is conducted and will prevent the use of extra computational resources that were not required.

It should be noted that the values for the IZ variables \( \delta^*_b \) are chosen arbitrarily by the user of the system. If \( \delta^*_b \) is set to a lower value, the procedure will require more simulation replications to find the relaxed Pareto set while also guaranteeing the probability of correct selection of the best solutions. The researcher decided to use \( \delta^*_b \) values that are less than 15 percent of the difference between the maximum and minimum of the true means for each objective; for example, if the maximum and minimum of the true means for the makespan objective are 150 hours and 120 hours respectively, then \( \delta^*_1 \) will be selected as 4.5 hours. The reason why the researcher chose this small percentage to calculate each IZ value, is to ensure that the procedure does not include solutions in the relaxed Pareto set that are clearly outperformed. The application of the Procedure MMY to each of the test scenarios will now be discussed.

7.4.1 Test scenario 9 MMY results

The estimated true means of the 50 solutions of Test scenario 9 are presented in Figure 7.9. When the MMY procedure was applied to the generated data, the IZ value for each objective was set to \( \delta^*_1 = 4.25 \) hours and \( \delta^*_2 = 2 \) hours respectively. Both the IZ values that were selected are within 15 percent of the difference between the maximum and minimum
of the true means for each objective, as was defined previously. The probability of correct selection \( P(\text{CS}) \) was chosen to be 0.90, which means that the solutions included in the relaxed Pareto set were chosen correctly with a probability of 90 percent. The first stage sample size was set to be \( n_0 = 10 \). The procedure requires \( n_0 \geq 2 \), but if \( n_0 \) is chosen very small, initial large variance estimations are obtained. That is why \( n_0 \) was set to 10. When the true means in Figure 7.9 are examined, we obtain the true Pareto set \( Q = \{12, 50\} \), illustrated with red dots. These true means were determined by calculating the mean of the results of all 1 000 simulation runs that were done for each solution in the set. The MMY procedure then identified the relaxed Pareto set as \( Q_R = \{12, 50\} \), which is the same as \( Q \). The total number of simulation replications required for the solutions in \( Q_R \) were \( N_{12} = 621 \) and \( N_{50} = 621 \). The resulting mean values of both objectives for each solution in \( Q_R \) are provided in Table 7.15, and are also displayed as green squares on Figure 7.9. The results of the MMY procedure suggests that with a confidence of 90 percent, the Pareto set will include solutions 12 and 50. Moreover, the MMY procedure only required 621 simulation replications for these two solutions to be included in the relaxed Pareto set, instead of the 1 000 simulation replications that were performed at the start.

Table 7.15: Mean values of both objectives for each solution in \( Q_R \) in Test scenario 9

<table>
<thead>
<tr>
<th>Solution</th>
<th>Makespan (hours)</th>
<th>Total Overtime (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>156.28</td>
<td>68.87</td>
</tr>
<tr>
<td>50</td>
<td>159.36</td>
<td>61.05</td>
</tr>
</tbody>
</table>

![Figure 7.9: The estimated true means of the 50 solutions of Test scenario 9](image-url)
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7.4.2 Test scenario 10 MMY results

The estimated true means of the 50 solutions of Test scenario 10 are presented in Figure 7.10. When the MMY procedure was applied to the generated data, the IZ value for each objective was set to $\delta^*_1 = 30$ hours and $\delta^*_2 = 17$ hours respectively. The value for $\delta^*_1$ was correctly selected within 15 percent of the difference between the maximum and minimum of the true means for the makespan objective; however, when $\delta^*_2$ was also chosen within the 15 percent range, the procedure required $N_i \to \infty$ to find the relaxed Pareto set. This large number of simulation replications required to distinguish between the solutions, is due to the true means of the solutions that are very close together. For that reason, the IZ value for the total overtime objective was increased to $\delta^*_2 = 17$ hours, to overcome this obstacle.

The probability of correct selection $P(CS)$ was chosen to be 0.90, which means that the solutions included in the relaxed Pareto set were chosen correctly with a probability of 90 percent. The first stage sample size was set to be $n_0 = 10$. When the true means in Figure 7.10 are examined, we obtain the true Pareto set $Q = \{1, 4, 29, 43, 46\}$, illustrated with red dots. However, the MMY procedure identified the relaxed Pareto set as $Q_R = \{1, 4, 32, 43, 46\}$. This result suggests that solutions 1 and 32 are observed to be indifferent to each other. It can also be observed that solution 29 is not part of the relaxed Pareto set.

The total number of simulation replications assigned to the solutions in $Q_R$ was $N_1 = 721$, $N_4 = 721$, $N_{32} = 762$, $N_{43} = 963$ and $N_{46} = 762$. The resulting mean values of both objectives for each solution in $Q_R$ are provided in Table 7.16, and are also displayed as green squares on Figure 7.10. The observed members of the Pareto set were selected with a guaranteed probability of correct selection, due to Procedure MMY.

Table 7.16: Mean values of both objectives for each solution in $Q_R$ in Test scenario 10

<table>
<thead>
<tr>
<th>Solution</th>
<th>Makespan (hours)</th>
<th>Total Overtime (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1520.87</td>
<td>1252.83</td>
</tr>
<tr>
<td>4</td>
<td>1568.34</td>
<td>1245.32</td>
</tr>
<tr>
<td>32</td>
<td>1502.03</td>
<td>1258.74</td>
</tr>
<tr>
<td>43</td>
<td>1465.53</td>
<td>1272.14</td>
</tr>
<tr>
<td>46</td>
<td>1469.63</td>
<td>1260.25</td>
</tr>
</tbody>
</table>
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7.4.3 Test scenario 11 MMY results

The estimated true means of the 50 solutions of Test scenario 11 are presented in Figure 7.11. When the MMY procedure was applied to the generated data, the IZ value for each objective was set to $\delta_1^* = 60$ hours and $\delta_2^* = 22$ hours respectively. The value for $\delta_1^*$ was correctly selected within 15 percent of the difference between the maximum and minimum of the true means for the makespan objective; however, when $\delta_2^*$ was also chosen within the 15 percent range, the procedure required $N_i \to \infty$ to find the relaxed Pareto set. This large number of simulation replications required to distinguish between the solutions, is due to the true means of the solutions being very close together. For that reason, the IZ value for the total overtime objective was increased to $\delta_2^* = 22$ hours, to overcome this obstacle. The probability of correct selection $P(\text{CS})$ was chosen to be 0.90, which means that the solutions included in the relaxed Pareto set were chosen correctly with a probability of 90 percent. The first stage sample size was set to be $n_0 = 10$. When the true means in Figure 7.11 are examined, we obtain the true Pareto set $Q = \{3,14,19\}$, illustrated with red dots. However, the MMY procedure identified the relaxed Pareto set as $Q_R = \{3,14,19,27\}$. This means that solutions 19 and 27 are observed as indifferent to each other, which is why solution 27 is included in the relaxed Pareto set. The total number of simulation replications assigned to the solutions in $Q_R$ was $N_3 = 959$, $N_{14} = 958$, $N_{19} = 961$ and $N_{27} = 948$. The resulting mean value of both objectives for each solution in $Q_R$ are provided in Table 7.17, and are
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also displayed as green squares on Figure 7.11. The observed members of the Pareto set were selected with a guaranteed probability of correct selection, due to Procedure MMY.

Table 7.17: Mean values of both objectives for each solution in $Q_R$ in Test scenario 11

<table>
<thead>
<tr>
<th>Solution</th>
<th>Makespan (hours)</th>
<th>Total Overtime (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2676.62</td>
<td>2359.93</td>
</tr>
<tr>
<td>14</td>
<td>2658.36</td>
<td>2369.76</td>
</tr>
<tr>
<td>19</td>
<td>2672.94</td>
<td>2367.35</td>
</tr>
<tr>
<td>27</td>
<td>2676.15</td>
<td>2363.93</td>
</tr>
</tbody>
</table>

Figure 7.11: The estimated true means of the 50 solutions of Test scenario 11

Now that Procedure MMY has been applied to all three test scenarios, the performance of the procedure can be analysed. Table 7.18 provides the performance metric values for the different test scenarios after the MMY procedure was applied. The table also contains the number of simulation replications required to find the relaxed Pareto set while still fulfilling the probability of correct selection of the best solutions. The sets that were compared were the true Pareto set and the relaxed Pareto set. Considering these performance metrics, the GD value should be zero and the HR and MS values should be one for the relaxed Pareto set to be considered equal to the true Pareto set. The MMY procedure did perform well
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in all three test scenarios, as it achieved small GD values compared to those in Table 7.5, as well as HR and MS values close to one in all three test scenarios. The procedure also determined the relaxed Pareto set while using less simulation replications compared to the true Pareto set that required 1000 replications per member.

Table 7.18: Mean performance metric values for the MMY procedure and the different test scenarios

<table>
<thead>
<tr>
<th>Test scenario</th>
<th>GD</th>
<th>HR</th>
<th>MS</th>
<th>Simulation replications</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 jobs</td>
<td>0.010</td>
<td>1.000</td>
<td>0.977</td>
<td>$N_{12} = 621$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{50} = 621$</td>
</tr>
<tr>
<td>100 jobs</td>
<td>3.801</td>
<td>1.000</td>
<td>1.000</td>
<td>$N_{1} = 721$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{4} = 721$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{32} = 762$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{43} = 963$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{46} = 762$</td>
</tr>
<tr>
<td>200 jobs</td>
<td>1.076</td>
<td>1.000</td>
<td>0.945</td>
<td>$N_{3} = 959$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{14} = 958$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{19} = 961$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$N_{27} = 948$</td>
</tr>
</tbody>
</table>

This concludes the discussion of the application of Procedure MMY to the bi-objective JSP that was defined in this research project. Next, a synthesis will be provided to critically assess all the observations that were made throughout the implementation of the five different metaheuristics and the MMY procedure.

7.5 Synthesis of methods applied to bi-objective JSP

This first observation that can be made from the implementation of the different metaheuristics, is that only the MOSA, MOGA and the NSGAII have been widely used in literature to solve multi-objective JSPs. The lack of literature that was found on the implementation of the 2-opt move in a hybrid algorithm to solve a multi-objective JSP, suggests that the MO2Opt algorithm presented in this chapter is one of the first, if not the first, implementation of this algorithm to solve this kind of problem. The same observation can be made for the MOOCEM, which suggests it is the first implementation of this method to solve a multi-objective JSP. The average computation time for each of the metaheuristics and each test scenario, are provided in Table 7.19, where the time is
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illustrated in “Hours:Minutes:Seconds”. The specifications of the computer that was used for these tests are:

- Processor – Intel(R) Xeon(R) CPU W3550 @ 3.07GHz
- Installed RAM – 12 GB.

Table 7.19: Computational time for each metaheuristic and the different test scenarios

<table>
<thead>
<tr>
<th>Metaheuristic</th>
<th>Test scenario 9</th>
<th>Test scenario 10</th>
<th>Test scenario 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOSA</td>
<td>0:01:18</td>
<td>0:02:36</td>
<td>0:06:58</td>
</tr>
<tr>
<td>MOOCEM</td>
<td>0:02:11</td>
<td>0:04:00</td>
<td>0:12:07</td>
</tr>
<tr>
<td>NSGAII</td>
<td>0:01:41</td>
<td>0:04:06</td>
<td>0:10:26</td>
</tr>
<tr>
<td>MOGA</td>
<td>0:01:32</td>
<td>0:02:49</td>
<td>0:06:27</td>
</tr>
<tr>
<td>MO2Opt</td>
<td>0:01:11</td>
<td>0:03:57</td>
<td>0:11:00</td>
</tr>
</tbody>
</table>

From the results of the paired t-tests conducted to compare the outcomes of each metaheuristic, it indicated that the MO2Opt algorithm did not perform as well as other metaheuristics in the small test scenario, but as the size of the problem increased, it performed better. The only drawback of the MO2Opt algorithm is that it does not perform as well as some of the other metaheuristics when considering the MS performance metric. This can potentially be attributed to the selection of a Pareto member on which the 2-opt move must be performed. By only selecting from the current Pareto set, the MO2Opt algorithm generates good solutions but fails to produce a diverse set of solutions. A possible remedy to this problem is to change the rule for selecting members to not only select from the current Pareto set, but also from some of the other solutions in the current population. This remedy can however have a negative effect on the performance of this algorithm in the other performance metrics. Further research can be conducted to improve on the MO2Opt algorithm that has been presented in this project.

The objectives that were identified and used in this project have not been widely used in literature. The researcher found limited literature on the use of these objectives in multi-objective JSPs. The literature that was found detailed the use of these objectives in deterministic job shops with smaller instances that were used for testing. What differentiates the research presented in this project from the previous implementations, is

- the use of stochastic processing times, and
- larger test instances.
The work done in this project, therefore, contributes to the limited literature on using the makespan and total overtime as objectives when solving a multi-objective JSP.

The last observation that can be made is the successful use of the MMY procedure as part of the simulation scheduler presented in this project. Due to the novelty of this procedure, this project documents the first implementation of this procedure on a multi-objective JSP. This procedure was used to determine the approximate Pareto set and guarantee the probability of correct selection of the members in these sets. When this procedure was applied to Test scenarios 10 and 11, the researcher observed that the procedure required $N_i \rightarrow \infty$ to distinguish between solutions and find the relaxed Pareto set when the IZ value are chosen too small. This is due to the true mean values of solutions that are close. To overcome this obstacle, the researcher had to increase the IZ values for the objectives. After increasing the IZ values, the procedure successfully found the relaxed Pareto set in both test scenarios.

7.6 Chapter summary

This chapter documented the expansion of the simulation scheduler from the single-objective to the multi-objective domain. The chapter started off with the selection and discussion of the objectives that were used in the scheduler. Thereafter, the metaheuristics that were incorporated into the simulation scheduler were discussed. Comparison tests of the performance of each metaheuristic then followed. Finally, the chapter also documented the implementation of a newly developed ranking and selection technique, MMY, to determine the approximate Pareto set and guarantee probability of correct selection of the best solutions.
Chapter 8

Project conclusion

This chapter describes the conclusion of the research project. It contains a summary of the work that was covered in the project, as well as the research contributions of this project. Future research opportunities will also be discussed. This chapter will end off with a self-assessment and reflection of the project.

8.1 Project summary

This section provides a summary of the work that was done in this project. It will refer to the goals and objectives set out at the start of the project, and what was done to fulfil them.

The first objective was to create an operational simulation scheduler that generates new production schedules for a job shop. To achieve this objective, the researcher had to acquire knowledge of simulation-based real-time scheduling systems as well as scheduling of job shops. From literature it was gathered that there are multiple dispatching rules that can be applied to generate schedules for the job shop; however, due to the vast number of rules, the researcher focused only on six common dispatching rules. It was also found that if these rules are applied on job-level, they will always produce a feasible schedule for the job shop. Performance indicators were identified and the mathematical models to determine these values were discussed. Further literature that also needed to be reviewed to achieve the stated objective included the use of simulation modelling to solve the JSP. All the literature that was reviewed was documented in Chapter 2.

Before the development of the proposed system could commence, an architecture had to be created to define how the components of the system should interact with each other. Literature regarding the creation of software architectures was documented in Chapter 3 and the architecture created for this project was documented in Chapter 4. This architecture defined that the simulation scheduler should be cloud-based, which is why the researcher set up a computer server which can be accessed via the internet. The simulation scheduler was then developed in Tecnomatix Plant Simulation on the server. The scheduler incorporated the dispatching rules to generate schedules, as well as the performance indicators to compare the rules to determine which rule performed best. The development of the simulation scheduler was documented in Chapter 5, which fulfils Objective 1.
8.1 Project summary

The second objective was to create the information system to store data, as well as web pages for capturing and displaying data. The information system was also defined in the architecture to be cloud-based, which is why the researcher chose Google Cloud Platform as a cloud service provider to host the information system. The relational model and data dictionary of the information system was discussed in Chapter 5. Regarding the development of the web pages for capturing and displaying data, these were also set up to send a notification to the user or manager of the shop floor when a data change was logged. There was also a web page created for displaying the report that was generated by the simulation scheduler, which will enable the manager to determine the best performing dispatching rule. Finally, a web page was created where the manager could then select the new schedule to be implemented. The development of the web pages was also documented in Chapter 5, which fulfilled Objective 2.

The third objective was to develop a sensorised job shop that captures the movement of jobs through the shop in real time. This was accomplished by conducting the necessary research on what components would be required to track the jobs through the shop. It was finally decided that the movement of jobs would be tracked with RFID cards. A specific card is linked to a job and as the job arrives at a machine, the card could be swiped and a new status selected on the sensor with the press of a button. The design and functionality of the sensor is described in detail in Chapter 5, which fulfils Objective 3.

The final objective was to construct a cloud-based server to host the web pages, simulation scheduler and information system. The cloud-based server that was created on Google Cloud Platform hosts the simulation scheduler, information system and web pages. Due to all these components being cloud-based, it enables the user of the system to access each of the components via the internet, which fulfils Objective 4.

After the first four objectives were successfully addressed, the system was tested extensively to determine if the system was running as expected. Five test scenarios were created, and the results of these tests proved that the system is operational and provides the correct schedules. The tests and their results are discussed in Appendix B and C.

The functionality of the simulation scheduler was then extended to incorporate three different metaheuristics. The metaheuristics that were selected for implementation in the simulation schedule include the simulated annealing and 2-opt algorithms. It was also decided to create a hybrid simulated annealing algorithm that used a 2-opt move as a local search scheme to find new solutions. Three more test scenarios were created to compare the performance of the dispatching rules to the performance of the metaheuristics. It could then be concluded that all the metaheuristics outperformed the dispatching rules. The formulation of the metaheuristics was discussed in Chapter 6.
The next objective was to further expand the simulation scheduler from the single-objective to multi-objective optimisation domain. This was achieved by selecting two strongly conflicting objectives, i.e. makespan and total overtime, as well as implementing five multi-objective metaheuristics in the simulation scheduler. The metaheuristics that were selected are the Multi-objective Simulated Annealing (MOSA), Multi-objective Genetic Algorithm (MOGA), Non-dominated Sorting Genetic Algorithm II (NSGAII), Multi-objective Optimisation Cross-Entropy Method (MOOCEM) and the Multi-objective 2-opt Move Algorithm (MO2Opt). Both the MOOCEM and MO2Opt have not previously been used to solve the multi-objective JSP. After these metaheuristics were successfully implemented, 500 experiments were completed for each metaheuristic on three different problem sizes and comparison tests were conducted on three different performance metrics, i.e. generational distance, hyper area ratio and maximum spread. From the paired t-tests it was concluded that the NSGAII performed best for the smallest problem size of 50 jobs. In both the 100 and 200 job test scenarios, the MO2Opt algorithm performed best. The incorporation of these metaheuristics to solve the bi-objective JSP was documented in Chapter 7 and this fulfils Objective 5.

For the final objective, a newly developed ranking and selection procedure, called Procedure MMY, was implemented in the simulation scheduler, to determine the approximate Pareto set and guarantee the probability of correct selection of the members in these sets. The implementation of Procedure MMY was documented in Chapter 7, fulfilling Objective 6. Due to the successful development of the proposed system, the researcher succeeded in fulfilling the purpose of the research project. This concludes the project summary, which will be followed by the research contributions.

### 8.2 Research contribution

In this section, the research contributions of this project will be discussed, focusing on the utility of the research and how the utility was demonstrated. Hevner et al. (2004) provides five testing statements through which the research contributions could be evaluated to determine their significance, and in doing so, proving the utility of the research in the project.

1. “If existing artefacts are adequate, then the research that creates a new artefact is unnecessary.”

Existing artefacts for the stochastic bi-objective JSP are not adequate for a number of reasons. First, to the researcher’s knowledge, this project demonstrates the
first implementation of the MOOCEM and MO2Opt methods to solve the stochastic bi-objective JSP. The MO2Opt method performed the best in larger test instances, compared with a number of different metaheuristics that were incorporated in the simulation scheduler. Secondly, this project provides the first implementation of the newly developed ranking and selection procedure, called Procedure MMY, on the stochastic bi-objective JSP. This procedure was implemented to determine the approximate Pareto set and guarantee the probability of correct selection of members in these sets. This project also documented the use of two strongly conflicting objectives, i.e. makespan and total overtime, in the stochastic bi-objective JSP. Currently, there is limited research regarding the use of these objectives, and the research that has incorporated these objectives was on deterministic JSPs. To the researcher’s knowledge, this project presents the first use of these objectives to solve a stochastic JSP. Lastly, a number of research projects have previously been undertaken to develop a working job shop scheduler, that incorporates information systems, sensorised workstations and simulation modelling; however, this project documented the first successful integration of a system that has sensorised workstations as well as a cloud-based information system and simulation scheduler, focused on solving the stochastic bi-objective JSP.

(2) “If the new artefact does not map adequately to the real world, it cannot provide utility.”

The proposed scheduling system has been designed and developed to represent and mimic the behaviour of a real-world job shop, and therefore it adequately maps to the real world. The simulation scheduler was designed to cope with possible disruptions, such as a machine that fails, an operator that is absent, or a new job that enters the system, by generating schedules that include these disruptions. In this project, stochastic processing times are considered, because they are a better representation of the real-world environment, as the exact processing time of a job is not always known beforehand. The simulation scheduler was also expanded from a single-objective to a multi-objective optimisation domain to more adequately mimic the decision variables of a real-world job shop.
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(3) "If the artefact does not solve the problem, it has no utility."

The metaheuristics that were implemented in the simulation scheduler produced better solutions compared with the solutions of the common dispatching rules found in literature. Therefore, metaheuristics were chosen for implementation in the bi-objective simulation scheduler. All the metaheuristics that were incorporated in the simulation scheduler provided feasible solutions from which the best solutions could be selected and illustrated in Pareto sets. These Pareto sets were then also subjected to Procedure MMY which determined the approximate Pareto sets. Due to all the methods in the scheduler generating feasible solutions, the scheduler proves that it can solve the JSP defined in this project.

(4) "If utility is not demonstrated, then there is no basis upon which to accept the claims that it provides any contribution."

First, validation tests were performed to test whether the simulation scheduler generated schedules correctly according to the different dispatching rules. The sensors were also tested to determine whether the appropriate data changes occurred. Operational tests were also conducted to determine whether the simulation scheduler would adapt the schedules according to disruptions that could occur, such as a machine that fails, an operator that is absent, or a new job that enters the system. All these tests proved successful which demonstrates the utility of the system. Furthermore, the metaheuristics that were incorporated into the simulation scheduler were also extensively tested to determine the best performing metaheuristic for three different test scenarios.

(5) "If the problem, the artefacts, and their utility are not presented in a manner such that the implications for research and practice are clear, then publication in the literature is not appropriate."

The final validation of the research project depends on whether it is deemed acceptable for publication. It is the decision of the examiners if the work presented in this research document is acceptable for publication. However, the research conducted in this project has been subjected to multiple double-blind peer review processes and subsequently led to four publications, i.e. Snyman and Bekker (2017), Snyman et al.
8.3 Future work

This section will highlight areas where further research may be possible in the near future.

- Although the MO2Opt algorithm that has been developed in this project performed best in the larger test scenarios, the Pareto set it found did not perform well in the maximum spread performance metric. This occurrence could be due to only selecting members part of the current Pareto set, on which the 2-opt move must be performed. Further research can be conducted to experiment with different selection strategies to determine which provide the best Pareto sets.

- The research in this project was done solely on the JSP without taking the raw material inventory into account. The system and architecture provided in this project can therefore be used as the basis for future research where inventory management is also incorporated into the system. This will add to the complexity of the current system, but will provide a better representation of the real-world job shop environment.

- The system that was developed can be implemented in a real-life job shop environment. An industry partner should therefore be approached for possible implementation of the developed system.

This concludes the future research opportunities. The next section will provide a self-assessment of the project and what was accomplished.

8.4 Self-assessment of project

At the start of the project, the task of developing such a complex system consisting of several components seemed particularly daunting. Good time management proved to be key to successfully completing the stated purpose of the project. A considerable amount of time was spent on research and literature review to fully understand the problem before attempting to develop the different components. It also helped the researcher to separate the different components and finish each part of the development before the final integration of all components.

Furthermore, due to this lack of knowledge and experience in working with electronic components, the researcher found it very interesting to work with these components which
industrial engineers do not frequently come into contact with. However, the lack of experience caused the researcher to spend a considerable amount of time and effort in developing operational sensors. The sensors were, however, developed to account for human error, i.e. an operator swipes a card twice or swipes a card at the wrong machine.

Although the simulation scheduler is operational, it was created only to solve the job shop problem for a shop with eight machines of specific types. It is currently not flexible enough to adapt if there is a change in the number of machines present in the system or if a machine is replaced with a newer model. The scheduler will therefore have to be made more flexible if such a scenario should come about.

The integration of the different components into a functioning system, fascinated the researcher. The researcher also learned to utilise more of the functionalities of programs like Tecnomatix Plant Simulation, Visual Studio and MySQL, which are common tools that are used by industrial engineers in industry. The work that was done to formulate and adapt metaheuristics to solve the JSP described in this project, was a unique and enjoyable experience for the researcher.

8.5 Reflection

The Fourth Industrial Revolution and its global impact are growing rapidly due to the intense research that has been conducted with regard to digitisation, the Internet of Things, and smart knowledge and systems. There is still considerable debate as to the best way to exploit the fast pace of technological innovation and one of the trends that companies currently follow, is to force the implementation of the best and most modern technologies on the market. These companies are so focussed on staying up to date with the technologies they use, instead of first determining what is actually required to satisfy the needs of the stakeholders. This trend discourages smaller companies to invest in the concept of Industry 4.0, as they do not have the financial means to implement these types of technologies.

This project is a good example of developing a system that satisfies the needs of all stakeholders while also considering the affordability of the solution. The system that was developed in this project required cheap sensor technology as well as cheap cloud data storage. The project also illustrated that it is possible to construct a digital replica of a real-world shop on readily available simulation software packages which can then provide sufficiently high quality schedules through sophisticated optimisation algorithms. The work done in this project therefore suggests that it is not a prerequisite to implement the best and most modern technologies, to exploit the value of the Fourth Industrial Revolution.
The project also provides encouragement to smaller companies that do not have the financial means to implement the best technologies, by illustrating how cheap and readily available software and technology can be developed and integrated into a Industry 4.0 type of solution.

8.6 Chapter summary

This chapter described the conclusion of the research project. It contains a summary of the work that was covered in the project, as well as the research contributions of this project. Future research opportunities were also discussed. This chapter ended with a self-assessment and reflection of the project.
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Appendix A

OPM symbols and links

The set of symbols used by OPM to describe the relationship between the different building blocks, is listed in Table A.1.
Table A.1: Set of symbols in OPM (Dori, 2002).

<table>
<thead>
<tr>
<th>Link Name</th>
<th>Object Process Diagram Symbol</th>
<th>Object Process Language</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tagged</td>
<td></td>
<td>A refers to B.</td>
<td>Relation from source object to destination object.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A→B" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Null)</td>
<td></td>
<td>A relates to B.</td>
<td>Relation from source object to destination object with no tag.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A→B" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bi-directional Tagged</td>
<td></td>
<td>A precedes B. B follows A.</td>
<td>Relation between two objects.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A precedes B follows" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Null) Bi-directional</td>
<td></td>
<td>A and to B are related.</td>
<td>Relation between two objects with no tag.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A→B" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregation</td>
<td></td>
<td>A consists of B.</td>
<td>Relates a whole to its parts.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A→B" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exhibition</td>
<td></td>
<td>A exhibits B.</td>
<td>Relates an exhibitor to its attributes.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A→B" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Generalisation</td>
<td></td>
<td>B is an A.</td>
<td>Relates a general thing to its specialisations.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A→B" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instantiation</td>
<td></td>
<td>B is an instance of A.</td>
<td>Relates a class of things to its instances.</td>
</tr>
<tr>
<td></td>
<td><img src="image" alt="A→B" /></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

Development validation and testing

This chapter describes the validation and testing of the scheduling process, as well as the operations of the sensors. For the validation of the scheduling process, test scenarios are defined. The expected solution when applying each dispatching rule to the test scenarios will be determined and then compared to the schedule generated by the simulation scheduler. To validate the sensors, they will be tested to determine whether they can successfully and accurately change the operation status of a chosen job on the information system.

B.1 Validation of scheduling process

This section addresses the validation of the scheduling process, and starts off by defining four test scenarios that will determine if the dispatching rules generate the correct schedules. The section will also discuss the validation of the dispatching rules, after which the outcomes of each dispatching rule in relation to the KPIs will be discussed, and the best dispatching rule for each KPI will be identified.

B.1.1 Defining test scenarios

Four test scenarios will be created to validate the scheduling process as well as to test the robustness of the process. The four scenarios are as follows:

- **Scenario one**: Five jobs are entered into the system, where four jobs have similar expected processing times. There is, however, one job which is a clear outlier because the processing times of its operations are considerably longer than those of the other jobs. (A small number of jobs are selected in order to be able to analyse the results manually.)

- **Scenario two**: Five jobs are entered into the system, each having similar, but not exactly equal, expected processing times.

- **Scenario three**: Five jobs are entered into the system, each with exactly the same expected processing time.

- **Scenario four**: Here 50 jobs are entered into the system, having similar expected processing times. This scenario is used to test the robustness of the scheduler, i.e. whether it can handle a relatively large number of jobs. Due to the extreme nature
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Table B.1: Data entered into tblOperators

<table>
<thead>
<tr>
<th>Operator_ID</th>
<th>OperatorName</th>
<th>OpStatus_IDFK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jan</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Hector</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>John</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Robert</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Michael</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>William</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Richard</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>David</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.2: Data entered into tblMachines

<table>
<thead>
<tr>
<th>Machine_ID</th>
<th>MachineName</th>
<th>MachineStatus_IDFK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Turning1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Turning2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Milling1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Milling2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Grinding1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Grinding1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Induction Hardening</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Gear Milling</td>
<td>1</td>
</tr>
</tbody>
</table>

of this scenario, the input data will not be provided; however, the results of the tests will be compared and discussed.

For the first three test scenarios, a small number of jobs are selected in order to be able to manually analyse the results. Before the test scenarios could be set up, all the data tables in the information system needed to be cleared of all data. Thereafter, the web pages were used to log the test scenarios. For each test scenario, eight operators were entered into tblOperators, as illustrated in Table B.1, each with an OpStatus_IDFK of “1” which indicates that they are in the Working state.

Next, tblMachines needed to be populated. Due to the predefined machines that were included in the simulation model, the same machines were also included in the data table, as illustrated in Table B.2, each with a MachineStatus_IDFK of “1” which indicates that they are in the Operational state. This data also stayed constant throughout all four test scenarios.
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After the resources had been entered into their respective tables, `tblJobs` and `tblOperations` could be populated for the different test scenarios. After each scenario, `tblJobs` and `tblOperations` had to be cleared and populated with the data of the next scenario. The operations per job were decided to be between one and the total number of different types of machines. Next, the data for each test scenario will be provided.

B.1.1.1 Test scenario 1 data

The jobs that were entered into `tblJobs` for Test scenario 1 are illustrated in Table B.3.

<table>
<thead>
<tr>
<th>Job ID</th>
<th>Job Name</th>
<th>Job Date</th>
<th>Job Description</th>
<th>Job Priority</th>
<th>Job Quantity</th>
<th>Job DueDate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>J1</td>
<td>2018/06/04 11:40:51</td>
<td>Ball joints</td>
<td>5</td>
<td>7</td>
<td>2018/06/30</td>
</tr>
<tr>
<td>2</td>
<td>J2</td>
<td>2018/06/04 11:41:34</td>
<td>Brackets</td>
<td>3</td>
<td>1</td>
<td>2018/06/15</td>
</tr>
<tr>
<td>3</td>
<td>J3</td>
<td>2018/06/04 11:47:56</td>
<td>Fittings</td>
<td>1</td>
<td>5</td>
<td>2018/06/13</td>
</tr>
<tr>
<td>4</td>
<td>J4</td>
<td>2018/06/04 11:48:50</td>
<td>Housings</td>
<td>3</td>
<td>2</td>
<td>2018/06/30</td>
</tr>
<tr>
<td>5</td>
<td>J5</td>
<td>2018/06/04 11:53:07</td>
<td>Rollers</td>
<td>2</td>
<td>8</td>
<td>2018/06/26</td>
</tr>
</tbody>
</table>

Each job was then assigned operations, and the data populated in `tblOperations` are illustrated in Table B.4. This concludes the definition and population of Test scenario 1 into the information system. The next step is to run the simulation scheduler which will generate schedules according to each dispatching rule. In the next section, the generated schedules for this scenario will be displayed and discussed.
Table B.4: Data entered into tblOperations for Test scenario 1

<table>
<thead>
<tr>
<th>Operation_ID</th>
<th>Job_IDFK</th>
<th>Operation Number</th>
<th>Machine_IDFK</th>
<th>Expected Processing Time</th>
<th>Earliest Start Time</th>
<th>Latest Start Time</th>
<th>Status_IDFK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>01:33:50</td>
<td>2018/06/12 12:00</td>
<td>2018/06/25 12:00</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>00:15:30</td>
<td>2018/06/13 12:00</td>
<td>2018/06/26 12:00</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>01:53:40</td>
<td>2018/06/13 15:00</td>
<td>2018/06/27 12:00</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>01:43:48</td>
<td>2018/06/14 13:00</td>
<td>2018/06/28 12:00</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>01:58:19</td>
<td>2018/06/15 12:00</td>
<td>2018/06/29 12:00</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>00:51:32</td>
<td>2018/06/12 12:00</td>
<td>2018/06/16 16:00</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>01:16:41</td>
<td>2018/06/13 12:00</td>
<td>2018/06/13 16:00</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>01:57:17</td>
<td>2018/06/14 12:00</td>
<td>2018/06/14 16:00</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>00:36:44</td>
<td>2018/06/12 14:00</td>
<td>2018/06/13 10:00</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>00:40:15</td>
<td>2018/06/12 16:00</td>
<td>2018/06/13 13:40</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>1</td>
<td>7</td>
<td>01:23:16</td>
<td>2018/06/12 16:00</td>
<td>2018/06/15 15:00</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>00:12:52</td>
<td>2018/06/14 14:00</td>
<td>2018/06/16 10:00</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>01:10:04</td>
<td>2018/06/15 08:00</td>
<td>2018/06/16 16:00</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>00:41:06</td>
<td>2018/06/16 11:00</td>
<td>2018/06/17 12:00</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>00:39:48</td>
<td>2018/06/17 09:00</td>
<td>2018/06/20 16:00</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>00:30:00</td>
<td>2018/06/12 12:00</td>
<td>2018/06/26 13:00</td>
<td>1</td>
</tr>
</tbody>
</table>
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B.1.1.2 Test scenario 2 data

The jobs that were entered into tblJobs for Test scenario 2 are illustrated in Table B.5.

Table B.5: Data entered into tblJobs for Test scenario 2

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Job Name</th>
<th>Job Date</th>
<th>Job Description</th>
<th>Job Priority</th>
<th>Job Quantity</th>
<th>Job DueDate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>J1</td>
<td>2018/05/21 08:00</td>
<td>Ball joints</td>
<td>5</td>
<td>7</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>2</td>
<td>J2</td>
<td>2018/05/21 08:10</td>
<td>Brackets</td>
<td>3</td>
<td>1</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>3</td>
<td>J3</td>
<td>2018/05/21 08:20</td>
<td>Fittings</td>
<td>1</td>
<td>5</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>4</td>
<td>J4</td>
<td>2018/05/21 08:30</td>
<td>Housings</td>
<td>3</td>
<td>2</td>
<td>2018/06/19</td>
</tr>
<tr>
<td>5</td>
<td>J5</td>
<td>2018/05/21 08:40</td>
<td>Rollers</td>
<td>2</td>
<td>8</td>
<td>2018/06/22</td>
</tr>
</tbody>
</table>

Each job was then assigned operations, and the data populated in tblOperations are illustrated in Table B.6. This concludes the definition and population of Test scenario 2 into the information system. The next step is to run the simulation scheduler which will generate schedules according to each dispatching rule. In the next section, the generated schedules for this scenario will be displayed and discussed.
Table B.6: Data entered into tblOperations for Test scenario 2

<table>
<thead>
<tr>
<th>Operation_ID</th>
<th>Job_IDFK</th>
<th>Operation_Number</th>
<th>Machine_IDFK</th>
<th>Expected Processing Time</th>
<th>Earliest Start Time</th>
<th>Latest Start Time</th>
<th>Status_IDFK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0:13:19</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 14:30</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0:15:59</td>
<td>2018/06/05 14:33</td>
<td>2018/06/19 16:00</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>0:19:59</td>
<td>2018/06/05 16:25</td>
<td>2018/06/20 09:00</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>0:10:39</td>
<td>2018/06/06 08:44</td>
<td>2018/06/20 13:00</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>0:06:39</td>
<td>2018/06/06 09:59</td>
<td>2018/06/20 16:00</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2:50:54</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 16:13</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>3:53:03</td>
<td>2018/06/05 15:50</td>
<td>2018/06/20 12:30</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>1:02:09</td>
<td>2018/06/06 09:43</td>
<td>2018/06/20 16:00</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0:32:38</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 12:00</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>1:00:35</td>
<td>2018/06/05 15:40</td>
<td>2018/06/19 16:13</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>1</td>
<td>7</td>
<td>0:46:37</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 09:13</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>1:14:34</td>
<td>2018/06/05 14:33</td>
<td>2018/06/19 10:47</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>0:18:39</td>
<td>2018/06/06 08:02</td>
<td>2018/06/19 13:16</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0:55:56</td>
<td>2018/06/06 08:39</td>
<td>2018/06/19 13:53</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>0:37:17</td>
<td>2018/06/06 10:31</td>
<td>2018/06/19 16:00</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>0:58:16</td>
<td>2018/06/05 13:00</td>
<td>2018/06/21 16:13</td>
<td>1</td>
</tr>
</tbody>
</table>
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B.1.1.3 Test scenario 3 data

The jobs that were entered into tblJobs for Test scenario 3 are illustrated in Table B.7.

<table>
<thead>
<tr>
<th>Job ID</th>
<th>Job Name</th>
<th>Job Date</th>
<th>Job Description</th>
<th>Job Priority</th>
<th>Job Quantity</th>
<th>Job DueDate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>J1</td>
<td>2018/05/21 08:00</td>
<td>Ball joints</td>
<td>5</td>
<td>7</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>2</td>
<td>J2</td>
<td>2018/05/21 08:10</td>
<td>Brackets</td>
<td>3</td>
<td>1</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>3</td>
<td>J3</td>
<td>2018/05/21 08:20</td>
<td>Fittings</td>
<td>1</td>
<td>5</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>4</td>
<td>J4</td>
<td>2018/05/21 08:30</td>
<td>Housings</td>
<td>3</td>
<td>2</td>
<td>2018/06/19</td>
</tr>
<tr>
<td>5</td>
<td>J5</td>
<td>2018/05/21 08:40</td>
<td>Rollers</td>
<td>2</td>
<td>8</td>
<td>2018/06/22</td>
</tr>
</tbody>
</table>

Each job was then assigned operations, and the data populated in tblOperations are illustrated in Table B.8. The expected processing times of the operations will not be altered in the scheduler for this scenario, which will ensure that the processing times are the same. This concludes the definition and population of Test scenario 3 into the information system. The next step is to run the simulation scheduler which will generate schedules according to each dispatching rule. In the next section, the generated schedules for this scenario will be displayed and discussed.
Table B.8: Data entered into tblOperations for Test scenario 3

<table>
<thead>
<tr>
<th>Operation_ID</th>
<th>Job_IDFK</th>
<th>Operation Number</th>
<th>Machine_IDFK</th>
<th>Expected Processing Time</th>
<th>Earliest Start Time</th>
<th>Latest Start Time</th>
<th>Status_IDFK</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0:13:19</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 14:30</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0:15:59</td>
<td>2018/06/05 14:33</td>
<td>2018/06/19 16:00</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>0:19:59</td>
<td>2018/06/05 16:25</td>
<td>2018/06/20 09:00</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td>0:10:39</td>
<td>2018/06/06 08:44</td>
<td>2018/06/20 13:00</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>0:06:39</td>
<td>2018/06/06 09:59</td>
<td>2018/06/20 16:00</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2:50:54</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 16:13</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>3:53:03</td>
<td>2018/06/05 15:50</td>
<td>2018/06/20 12:30</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>7</td>
<td>1:02:09</td>
<td>2018/06/06 09:43</td>
<td>2018/06/20 16:00</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0:32:38</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 12:00</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>2</td>
<td>8</td>
<td>1:00:35</td>
<td>2018/06/05 15:40</td>
<td>2018/06/19 16:13</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>1</td>
<td>7</td>
<td>0:46:37</td>
<td>2018/06/05 13:00</td>
<td>2018/06/19 09:13</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>1:14:34</td>
<td>2018/06/05 14:33</td>
<td>2018/06/19 10:47</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>0:18:39</td>
<td>2018/06/06 08:02</td>
<td>2018/06/19 13:16</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>0:55:56</td>
<td>2018/06/06 08:39</td>
<td>2018/06/19 13:53</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>0:37:17</td>
<td>2018/06/06 10:31</td>
<td>2018/06/19 16:00</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>0:58:16</td>
<td>2018/06/05 13:00</td>
<td>2018/06/21 16:13</td>
<td>1</td>
</tr>
</tbody>
</table>
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B.1.2 Dispatching rule validation

This section describes the validation process for the dispatching rules that were used by the simulation scheduler. The scheduler will be used to generate a schedule for each dispatching rule, using the data provided in each test scenario. There will therefore be 24 schedules generated, which will then be discussed with reference to the correctness of the sequence of operations allocated to machines.

B.1.2.1 Shortest processing time rule

The discussion of the schedules generated from the shortest processing time dispatching rule for each test scenario will now follow.

When the scheduler was run with the data defined in the test scenarios, the shortest processing time dispatching rule generated a sequence in which jobs must be processed for the different scenarios as shown in Tables B.9, B.10 and B.11. The processing times listed in these tables are the results of the triangular distribution that was applied to the processing times of the operations. The stochastic processing times of the operations of each job are then summed to calculate the total processing time for each job. The output of the rule proved to be correct, because the job with the shortest processing time was first in each sequence, while the job with the longest processing time was last. With these sequences, the scheduler generated a schedule of the shop for all four test scenarios as illustrated in Figures B.2, B.3, B.4, and B.5, where the different machines are denoted by M1 – M8. The total length of the schedule is also provided in “Days:Hours:Minutes:Seconds”.

Table B.9: Shortest processing time sequence for Test scenario 1

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Processing time (hh:mm:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3:52:48</td>
</tr>
<tr>
<td>2</td>
<td>3:55:27</td>
</tr>
<tr>
<td>3</td>
<td>6:11:19</td>
</tr>
<tr>
<td>4</td>
<td>8:30:21</td>
</tr>
<tr>
<td>1</td>
<td>49:59:48</td>
</tr>
</tbody>
</table>
Table B.10: Shortest processing time sequence for Test scenario 2

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Processing time (hh:mm:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>7:32:09</td>
</tr>
<tr>
<td>3</td>
<td>7:34:08</td>
</tr>
<tr>
<td>1</td>
<td>7:37:33</td>
</tr>
<tr>
<td>2</td>
<td>7:38:33</td>
</tr>
<tr>
<td>4</td>
<td>8:05:04</td>
</tr>
</tbody>
</table>

Table B.11: Shortest processing time sequence for Test scenario 3

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Processing time (hh:mm:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7:46:05</td>
</tr>
<tr>
<td>3</td>
<td>7:46:05</td>
</tr>
<tr>
<td>2</td>
<td>7:46:06</td>
</tr>
<tr>
<td>4</td>
<td>7:46:06</td>
</tr>
<tr>
<td>5</td>
<td>7:46:08</td>
</tr>
</tbody>
</table>

For purposes of explanation, the schedule generated for Test scenario 1 will be manually analysed to determine if it is correct. Figure B.1 was manually created, to perform the evaluation of the sequence. The operations of the jobs were manually allocated to the machines, keeping in mind that the utilisation on identical machines should be similar. Operations can therefore be shifted from one machine to an identical machine, to balance the utilisation of both machines. First, the sequence of machines for each job must be evaluated, which will now follow.

\( J_1 \): The sequence of machines that \( J_1 \) must visit is \((M_1,M_3,M_5,M_7,M_8)\), according to the data. The sequence of machines that \( J_1 \) was allocated to is \((M_2,M_4,M_6,M_7,M_8)\), as shown in the graph. The machine difference between \( M_1 \) and \( M_2 \), or \( M_3 \) and \( M_4 \), or \( M_5 \) and \( M_6 \) does not have an effect, because these machines are identical.

\( J_2 \): The sequence of machines that \( J_2 \) must visit is \((M_3,M_5,M_7)\), according to the data. The sequence of machines that \( J_2 \) was allocated to is \((M_4,M_6,M_7)\), as shown in the graph. The machine difference between \( M_3 \) and \( M_4 \), or \( M_5 \) and \( M_6 \) does not have an effect, because these machines are identical.

\( J_3 \): The sequence of machines that \( J_3 \) must visit is \((M_5,M_8)\), according to the data. The sequence of machines that \( J_3 \) was allocated to is \((M_5,M_8)\), as shown in the graph.
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$J_4$: The sequence of machines that $J_4$ must visit is $(M_7, M_8, M_2, M_4, M_6)$, according to the data. The sequence of machines that $J_4$ was allocated to is $(M_7, M_8, M_1, M_4, M_6)$, as shown in the graph. The machine difference between $M_1$ and $M_2$ does not have an effect, because these machines are identical.

$J_5$: The sequence of machines that $J_5$ must visit is $(M_4)$, according to the data. The sequence of machines that $J_5$ was allocated to is $(M_3)$, as shown in the graph. The machine difference between $M_3$ and $M_4$ does not have an effect, because these machines are identical.

Secondly, each machine must be consulted to determine if the sequence follows the sequence of Table B.9, which will now follow.

$M_1$: The sequence on $M_1$ according to the graph is $(J_4)$, which adheres to the correct sequence due to there being only one operation.

$M_2$: The sequence on $M_2$ according to the graph is $(J_1)$, which adheres to the correct sequence due to there being only one operation.

$M_3$: The sequence on $M_3$ according to the graph is $(J_5)$, which adheres to the correct sequence due to there being only one operation.

$M_4$: The sequence on $M_4$ according to the graph is $(J_2, J_4, J_1)$, which adheres to the correct sequence due to Table B.9 indicating that $J_2$ must come first, followed by $J_4$ and lastly $J_1$.

$M_5$: The sequence on $M_5$ according to the graph is $(J_3)$, which adheres to the correct sequence due to there being only one operation.

$M_6$: The sequence on $M_6$ according to the graph is $(J_2, J_4, J_1)$, which adheres to the correct sequence due to Table B.9 indicating that $J_2$ must come first, followed by $J_4$ and lastly $J_1$.

$M_7$: The sequence on $M_7$ according to the graph is $(J_2, J_4, J_1)$, which adheres to the correct sequence due to Table B.9 indicating that $J_2$ must come first, followed by $J_4$ and lastly $J_1$.

$M_8$: The sequence on $M_8$ according to the graph is $(J_3, J_4, J_1)$, which adheres to the correct sequence due to Table B.9 indicating that $J_3$ must come first, followed by $J_4$ and lastly $J_1$.

When Figure B.1 is compared to the schedule generated by the simulation scheduler, as illustrated in Figure B.2, is can be seen that the scheduler generated the exact same...
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The same evaluations done previously was also done with the generated schedule, which proved that the generated schedule is correct. The only difference between the two Gantt charts, is that the manually drawn schedule does not incorporate the stoppage time when the shop is closed between 17:00 and 08:00, while the schedule generated by the scheduler does incorporate the stoppage time.

Figure B.1: Schedule drawn manually through shortest processing time dispatching rule for Test scenario 1

Figure B.2: Schedule generated through shortest processing time dispatching rule for Test scenario 1 (total length is 7:09:13:10)
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Figure B.3: Schedule generated through shortest processing time dispatching rule for Test scenario 2 (total length is 1:23:51:34)

Figure B.4: Schedule generated through shortest processing time dispatching rule for Test scenario 3 (total length is 2:00:06:06)
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These evaluations proved that the schedule generated by the rule for Test scenario 1, is indeed correct. The same evaluations can be done for the other schedules that were generated; however, it will only be done once for purposes of explanation.

When comparing the shortest processing time sequences and the schedules that were generated for each test scenario, it could be concluded that the job with the shortest processing time was scheduled first, followed by the sequence of entries in Tables B.9, B.10 and B.11. This illustrates that the logic behind the shortest processing time dispatching rule was adhered to in the first three test scenarios, and that the output of the simulation scheduler for this rule can be assumed as correct. The sequence of Test scenario 4 was also reviewed, and it proved to be in the correct order.

B.1.2.2 First-come-first-serve rule

The discussion of the schedules generated from the first-come-first-serve dispatching rule for each test scenario, will now follow.

When the scheduler was run with the data defined in the test scenarios, the first-come-first-serve dispatching rule generated the same sequence in which jobs must be processed for the first three scenarios, as shown in Table B.12. The sequence is the same for the first three test scenarios, because the order in which the jobs entered the system stayed constant in each scenario. The output of the dispatching rule was shown to be in the correct sequence, because the generated sequence follows the same sequence in which the jobs entered the system. This sequence was then used by the scheduler to generate a schedule for each test scenario as illustrated in Figures B.6, B.7, B.8 and B.9, where the
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different machines are denoted by M1 – M8. The total length of the schedule is also provided in “Days:Hours:Minutes:Seconds”.

Table B.12: First-come-first-serve sequence for the first three test scenarios

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
</table>

Figure B.6: Schedule generated through first-come-first-serve dispatching rule for Test scenario 1 (total length is 4:22:13:23)

Figure B.7: Schedule generated through first-come-first-serve dispatching rule for Test scenario 2 (total length is 1:23:07:52)
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Figure B.8: Schedule generated through first-come-first-serve dispatching rule for Test scenario 3 (total length is 1:22:32:52)

Figure B.9: Schedule generated through first-come-first-serve dispatching rule for Test scenario 4 (total length is 13:07:40:17)

When comparing the sequence of job allocation and the schedules that were generated for each test scenario, it is evident that the job that entered the system first was scheduled first, followed by the sequence of entries in Table B.12. This illustrates that the logic behind the first-come-first-serve dispatching rule was adhered to for the first three test scenarios, and that the output of the simulation scheduler for this rule can be assumed to be correct. The sequence of Test scenario 4 was also reviewed, and it proved to be in the correct order.
B.1 Validation of scheduling process

B.1.2.3 Most-important-job-first rule

The discussion of the schedules generated from the *most-important-job-first* dispatching rule for each test scenario, will now follow.

When the scheduler was run with the data defined in the test scenarios, the *most-important-job-first* dispatching rule generated the same sequence in which jobs must be processed for the first three scenarios as shown in Table B.13. The reason why the same sequence was generated for the first three test scenarios was that the priorities of the jobs stayed constant in the scenarios. The output of the dispatching rule showed to be in the correct sequence, because the generated sequence is in the order of most important, denoted by “1”, to the least important, denoted by “5”. This sequence was then used by the scheduler to generate a schedule for each test scenario as illustrated in Figures B.10, B.11, B.12 and B.13, where the different machines are denoted by M1 – M8. The total length of the schedule is also provided in “Days:Hours:Minutes:Seconds”.

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Job priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

Table B.13: Most-important-job-first sequence for the first three test scenarios

![Figure B.10: Schedule generated through most-important-job-first dispatching rule for Test scenario 1 (total length is 7:09:18:15)](image)
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Figure B.11: Schedule generated through most-important-job-first dispatching rule for Test scenario 2 (total length is 2:00:48:31)

Figure B.12: Schedule generated through most-important-job-first dispatching rule for Test scenario 3 (total length is 2:00:11:56)
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When comparing the sequence of job allocation and the schedule that was generated for each scenario, it is evident that the job with the highest priority was scheduled first, followed by the sequence of entries in Table B.13. This illustrates that the logic behind the most-important-job-first dispatching rule was adhered to, and that the output of the simulation scheduler for this rule can be assumed to be correct.

B.1.2.4 Earliest due date rule

The discussion of the schedules generated from the earliest due date dispatching rule for each test scenario, will now follow.

When the scheduler was run with the data defined in the test scenarios, the earliest due date dispatching rule generated a sequence in which jobs must be processed for each scenario as shown in Tables B.14, B.15 and B.16. The output of the dispatching rule was shown to be in the correct sequence, because the generated sequences started with the job that has the earliest due date, and it ends with the job that has the latest due date. These sequences were then used by the scheduler to generate a schedule for each scenario as illustrated in Figures B.14, B.15, B.16 and B.17, where the different machines are denoted by M1 – M8. The total length of the schedule is also provided in “Days:Hours:Minutes:Seconds”.

Figure B.13: Schedule generated through most-important-job-first dispatching rule for Test scenario 4 (total length is 14:20:53:59)
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Table B.14: Earliest due date sequence for Test scenario 1

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Job due date</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2018/06/13</td>
</tr>
<tr>
<td>2</td>
<td>2018/06/15</td>
</tr>
<tr>
<td>5</td>
<td>2018/06/26</td>
</tr>
<tr>
<td>1</td>
<td>2018/06/30</td>
</tr>
<tr>
<td>4</td>
<td>2018/06/30</td>
</tr>
</tbody>
</table>

Table B.15: Earliest due date sequence for Test scenario 2

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Job due date</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2018/06/19</td>
</tr>
<tr>
<td>1</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>2</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>3</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>5</td>
<td>2018/06/22</td>
</tr>
</tbody>
</table>

Table B.16: Earliest due date sequence for Test scenario 3

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Job due date</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2018/06/19</td>
</tr>
<tr>
<td>1</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>2</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>3</td>
<td>2018/06/20</td>
</tr>
<tr>
<td>5</td>
<td>2018/06/22</td>
</tr>
</tbody>
</table>
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Figure B.14: Schedule generated through earliest due date dispatching rule for Test scenario 1 (total length is 4:22:02:14)

Figure B.15: Schedule generated through earliest due date dispatching rule for Test scenario 2 (total length is 1:02:58:03)
B.1 Validation of scheduling process

When comparing the sequence of job allocation and the schedules that were generated for each test scenario, it is evident that the job with the earliest due date was scheduled first, followed by the sequence of entries in Tables B.14, B.15 and B.16. This illustrates that the logic behind the *earliest due date* dispatching rule was adhered to in the first three test scenarios, and that the output of the simulation scheduler for this rule can be assumed to be correct. The sequence of Test scenario 4 was also reviewed, and it proved to be in the correct order.
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B.1.2.5 Critical ratio rule

The discussion of the schedules generated from the critical ratio dispatching rule for each test scenario, will now follow. The critical ratio for each job was calculated using

\[
\text{Critical ratio} = \frac{\text{Time until due date}}{\text{Remaining processing time}}.
\]

When the scheduler was run with the data defined in the test scenarios, the critical ratio dispatching rule generated a sequence in which jobs must be processed for each scenario as shown in Tables B.17, B.18 and B.19. The output of the dispatching rule was shown to be in the correct sequence, because the generated sequences started with the job that has the lowest critical ratio, and it ends with the job that has the highest critical ratio. These sequences were then used by the scheduler to generate a schedule for the scenarios as illustrated in Figures B.18, B.19, B.20 and B.21, where the different machines are denoted by M1 – M8. The total length of the schedule is also provided in “Days:Hours:Minutes:Seconds”.

Table B.17: Critical ratio sequence for Test scenario 1

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Processing time (hh:mm:ss)</th>
<th>Date difference</th>
<th>Critical ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>49:59:48</td>
<td>588:44:41</td>
<td>11.8</td>
</tr>
<tr>
<td>3</td>
<td>6:11:19</td>
<td>180:44:41</td>
<td>29.2</td>
</tr>
<tr>
<td>2</td>
<td>3:55:27</td>
<td>228:44:41</td>
<td>58.3</td>
</tr>
<tr>
<td>4</td>
<td>8:30:21</td>
<td>588:44:41</td>
<td>69.2</td>
</tr>
<tr>
<td>5</td>
<td>3:52:48</td>
<td>492:44:41</td>
<td>127.0</td>
</tr>
</tbody>
</table>

Table B.18: Critical ratio sequence for Test scenario 2

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Processing time (hh:mm:ss)</th>
<th>Date difference</th>
<th>Critical ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8:05:04</td>
<td>320:29:58</td>
<td>39.6</td>
</tr>
<tr>
<td>2</td>
<td>7:38:33</td>
<td>344:29:58</td>
<td>45.1</td>
</tr>
<tr>
<td>1</td>
<td>7:37:33</td>
<td>344:29:58</td>
<td>45.2</td>
</tr>
<tr>
<td>3</td>
<td>7:34:08</td>
<td>344:29:58</td>
<td>45.5</td>
</tr>
<tr>
<td>5</td>
<td>7:32:09</td>
<td>392:29:58</td>
<td>52.1</td>
</tr>
</tbody>
</table>
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Table B.19: Critical ratio sequence for Test scenario 3

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Processing time (hh:mm:ss)</th>
<th>Date difference</th>
<th>Critical ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7:46:06</td>
<td>320:06:39</td>
<td>41.2</td>
</tr>
<tr>
<td>2</td>
<td>7:46:06</td>
<td>344:06:39</td>
<td>44.3</td>
</tr>
<tr>
<td>1</td>
<td>7:46:05</td>
<td>344:06:39</td>
<td>44.3</td>
</tr>
<tr>
<td>3</td>
<td>7:46:05</td>
<td>344:06:39</td>
<td>44.3</td>
</tr>
<tr>
<td>5</td>
<td>7:46:08</td>
<td>392:06:39</td>
<td>50.5</td>
</tr>
</tbody>
</table>

Figure B.18: Schedule generated through critical ratio dispatching rule for Test scenario 1 (total length is 4:21:53:46)

Figure B.19: Schedule generated through critical ratio dispatching rule for Test scenario 2 (total length is 1:21:43:15)
B.1 Validation of scheduling process

When comparing the sequence of job allocation and the schedules that were generated for each scenario, it is evident that the job with the lowest critical ratio was scheduled first, followed by the sequences shown in Tables B.17, B.18 and B.19. This illustrates that the logic behind the critical ratio dispatching rule was adhered to in each scenario, and that the output of the scheduler for this rule can be assumed to be correct.

B.1.2.6 Minimum slack time rule

The discussion of the schedules generated from the minimum slack time dispatching rule for each test scenario, will now follow.
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When the scheduler was run with the data defined in the test scenarios, the *minimum slack time* dispatching rule generated a sequence in which jobs must be processed for each scenario as shown in Tables B.20, B.21 and B.22. The output of the dispatching rule was shown to be in the correct sequence, because the generated sequences started with the job that has the minimum slack time, and ended with the job that has the maximum slack time. These sequences were then used by the scheduler to generate a schedule for the scenarios as illustrated in Figures B.22, B.23, B.24 and B.25, where the different machines are denoted by M1 – M8. The total length of the schedule is also provided in “Days:Hours:Minutes:Seconds”.

Table B.20: Minimum slack time sequence for Test scenario 1

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Slack time (hh:mm:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>15:00:00</td>
</tr>
<tr>
<td>3</td>
<td>40:40:00</td>
</tr>
<tr>
<td>4</td>
<td>251:00:00</td>
</tr>
<tr>
<td>5</td>
<td>337:00:00</td>
</tr>
<tr>
<td>1</td>
<td>1128:00:00</td>
</tr>
</tbody>
</table>

Table B.21: Minimum slack time sequence for Test scenario 2

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Slack time (hh:mm:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>387:13:00</td>
</tr>
<tr>
<td>3</td>
<td>1011:46:00</td>
</tr>
<tr>
<td>2</td>
<td>1017:41:00</td>
</tr>
<tr>
<td>4</td>
<td>1576:09:00</td>
</tr>
<tr>
<td>1</td>
<td>1696:09:00</td>
</tr>
</tbody>
</table>

Table B.22: Minimum slack time sequence for Test scenario 3

<table>
<thead>
<tr>
<th>Job_ID</th>
<th>Slack time (hh:mm:ss)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>387:13:00</td>
</tr>
<tr>
<td>3</td>
<td>1011:46:00</td>
</tr>
<tr>
<td>2</td>
<td>1017:41:00</td>
</tr>
<tr>
<td>4</td>
<td>1576:09:00</td>
</tr>
<tr>
<td>1</td>
<td>1696:09:00</td>
</tr>
</tbody>
</table>
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Figure B.22: Schedule generated through minimum slack time dispatching rule for Test scenario 1 (total length is 7:08:15:51)

Figure B.23: Schedule generated through minimum slack time dispatching rule for Test scenario 2 (total length is 2:00:23:21)
B.1 Validation of scheduling process

When comparing the sequence of job allocation and the schedules that were generated for each scenario, it is evident that the job with the minimum slack time was scheduled first, followed by the sequence of entries in Tables B.20, B.21 and B.22. This illustrates that the logic behind the minimum slack time dispatching rule was adhered to in each scenario, and that the output of the simulation scheduler for this rule can be assumed to be correct.

B.1.3 Selection of new schedule

After the schedule for each dispatching rule is generated by the simulation scheduler, the outcome of these schedules according to the KPIs can be compared. The comparison
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between the different schedules was built into the scheduler where a report is generated that displays the confidence intervals of the outcome of each dispatching rule for the different KPIs.

From these confidence intervals, the manager can then select which dispatching rule would be the most preferable for minimising the desired KPI. The confidence intervals and ANOVA tables for each KPI will now be discussed with reference to the different test scenarios. The experiments in the results represent the application of a specific dispatching rule. The dispatching rule that is associated with each experiment is listed in Table B.23.

Table B.23: Dispatching rule and experiment association

<table>
<thead>
<tr>
<th>Dispatching rule</th>
<th>Experiment number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortest processing time</td>
<td>1</td>
</tr>
<tr>
<td>First-come-first-serve</td>
<td>2</td>
</tr>
<tr>
<td>Most-important-job-first</td>
<td>3</td>
</tr>
<tr>
<td>Earliest due date</td>
<td>4</td>
</tr>
<tr>
<td>Critical ratio</td>
<td>5</td>
</tr>
<tr>
<td>Minimum slack time</td>
<td>6</td>
</tr>
</tbody>
</table>

B.1.3.1 Test scenario 1 schedule selection

The results from the application of each dispatch rule in Test scenario 1 will now be discussed and the best-performing dispatching rule will be identified per KPI.

Average flow time

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.26 and B.27, of the average flow time KPI, it can be deduced that the best-performing dispatching rule was the earliest due date rule. The ANOVA table suggests that there is statistical difference between this rule and the other dispatching rules. When the outcome of the experiments was analysed it could be concluded that the earliest due date rule was indeed the best-performing rule. This is due to the fact that the rule, together with the first-come-first-serve and the critical ratio rules, provided the shortest schedule (as illustrated in Figures B.6, B.14 and B.18). However, what set the earliest due date rule apart, was that $J5$, which only had one operation, was processed earlier than in the other two schedules. This ultimately caused the average flow time of jobs to be the shortest of all the dispatching rules.
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![Confidence intervals](image)

Figure B.26: Confidence intervals for the average flow time KPI for Test scenario 1

![ANOVA results](image)

Figure B.27: ANOVA results for the average flow time KPI for Test scenario 1

**Average queue time**

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.28 and B.29, of the *average queue time* KPI, it can be deduced that the best-performing dispatching rule was the *earliest due date* rule. The ANOVA table suggests that there is statistical difference between this rule and the other dispatching rules. When the outcome of the experiments was analysed it could be concluded that the *earliest due date* rule was indeed the best-performing rule. This is due to the fact that the rule, together with the *first-come-first-serve* and the *critical ratio* rules, provided the shortest schedule (as illustrated in Figures B.6, B.14 and B.18). However, what set the earliest due date rule apart, was that *J5*, which only had one operation, was processed earlier than in the other two schedules. This meant that *J5* did not have to queue before processing, and therefore the *average queue time* of jobs in the system is shorter.
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Figure B.28: Confidence intervals for the average queue time KPI for Test scenario 1

Figure B.29: ANOVA results for the average queue time KPI for Test scenario 1

Average job tardiness

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.30 and B.31, of the average job tardiness KPI, it can be deduced that the best-performing dispatching rule was the shortest processing time rule. The ANOVA table suggests that there is statistical difference between this rule and the other dispatching rules. When the outcome of the experiments was analysed it could be concluded that the shortest processing time rule was indeed one of the best-performing rules. This is due to the fact that the rule, together with the most-important-job-first, earliest due date, and minimum slack time rules, provided the shortest schedule (as illustrated in Figures B.2, B.10, B.14 and B.22). All four of these dispatching rules completed the jobs before or just after their respective due dates. However, when taking the stochastic nature of the processing times into account, the shortest processing time rule performed the best.
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![Confidence intervals](image)

Figure B.30: Confidence intervals for the average job tardiness KPI for Test scenario 1

![ANOVA results](image)

Figure B.31: ANOVA results for the average job tardiness KPI for Test scenario 1

**Average job lateness**

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.32 and B.33, of the *average job lateness* KPI, it can be deduced that the best-performing dispatching rule was the *earliest due date* rule. The ANOVA table suggests that there is statistical difference between this rule and the other dispatching rules. When the outcome of the experiments was analysed it could be concluded that the *earliest due date* rule was indeed one of the best-performing rules. This is due to the fact that the rule provided the shortest schedule (as illustrated in Figure B.14), which then caused the *average lateness* of the jobs to be the least of all the other dispatching rules.
B.1 Validation of scheduling process

Figure B.32: Confidence intervals for the average job lateness KPI for Test scenario 1

<table>
<thead>
<tr>
<th></th>
<th>Exp 1</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
<th>Exp 5</th>
<th>Exp 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 2</td>
<td>0</td>
<td>0</td>
<td>0.957</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure B.33: ANOVA results for the average job lateness KPI for Test scenario 1

**Makespan**

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.34 and B.35, of the makespan KPI, it can be deduced that the best-performing dispatching rules were the *earliest due date* and *critical ratio* rules. The ANOVA table suggests that there is no statistical difference between these two dispatching rules and therefore either one of them can be chosen. When the outcome of the experiments was analysed it could be concluded that these two rules were indeed the best-performing rules. This is due to the fact that these rules generated two of the shortest schedules of all the dispatching rules (as illustrated in Figures B.14 and B.18), which minimised the makespan of the system.
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Figure B.34: Confidence intervals for the makespan KPI for Test scenario 1

Figure B.35: ANOVA results for the makespan KPI for Test scenario 1

B.1.3.2 Test scenario 2 schedule selection

The results from the application of each dispatch rule in Test scenario 2 will now be discussed and the best-performing dispatching rule will be identified per KPI.

Average flow time

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.36 and B.37, of the average flow time KPI, it can be deduced that the best-performing dispatching rule was the earliest due date rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore the earliest due date rule must be chosen. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.15), which caused the average flow time of jobs to be the shortest of all the dispatching rules.
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![Confidence intervals for the average flow time KPI for Test scenario 2](image)

Figure B.36: Confidence intervals for the average flow time KPI for Test scenario 2

![ANOVA results for the average flow time KPI for Test scenario 2](image)

Figure B.37: ANOVA results for the average flow time KPI for Test scenario 2

Average queue time

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.38 and B.39, of the average queue time KPI, it can be deduced that the best-performing dispatching rule is again the earliest due date rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore this rule must be chosen. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.15), which caused the average queue time of jobs to be the shortest of all the dispatching rules.
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Figure B.38: Confidence intervals for the average queue time KPI for Test scenario 2

Figure B.39: ANOVA results for the average queue time KPI for Test scenario 2

Average job tardiness
When referring to the confidence intervals, as illustrated in Figure B.40, of the average job tardiness KPI, it can be deduced that there were no jobs that were completed after their due date. This means that an ANOVA table could not be created to compare the outcomes of the different dispatching rules. The confidence intervals therefore suggest that any of the dispatching rules could be selected if the average job tardiness KPI was to be minimised.
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When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.41 and B.42, of the average job lateness KPI, it can be deduced that the best-performing dispatching rule is the earliest due date rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore this rule must be selected. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.15), which caused the average lateness of the jobs to be the least of all the dispatching rules.

Average job lateness

Figure B.40: Confidence intervals for the average job tardiness KPI for Test scenario 2

Figure B.41: Confidence intervals for the average job lateness KPI for Test scenario 2
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Figure B.42: ANOVA results for the average job lateness KPI for Test scenario 2

**Makespan**

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.43 and B.44, of the *makespan* KPI, it can be deduced that the best-performing dispatching rule is the *earliest due date* rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore this rule must be selected. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.15), which caused the *makespan* to be the shortest of all the dispatching rules.

Figure B.43: Confidence intervals for the makespan KPI for Test scenario 2

Figure B.44: ANOVA results for the makespan KPI for Test scenario 2
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B.1.3.3 Test scenario 3 schedule selection

The results from the application of each dispatch rule in Test scenario 3 will now be discussed and the best-performing dispatching rule will be identified per KPI. Due to the deterministic processing times that were used to ensure that the processing times are equal, the results will not include any ANOVA tables or confidence intervals which compare the outcomes of the different dispatching rules. The expected values of KPIs for each dispatching rule, are illustrated in Figure B.45.

Average flow time

When referring to Figure B.45, it can be deduced from the results of the average flow time KPI, that the best-performing dispatching rule was the earliest due date rule, which had the minimum value. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.16), which caused the average flow time of the jobs to be the shortest of all the dispatching rules.

Average queue time

When referring to Figure B.45, it can be deduced the results of the average queue time KPI, that the best-performing dispatching rule was the earliest due date, which had the minimum value. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.16), which caused the average queue time of the jobs to be the shortest of all the dispatching rules.

Average job tardiness

When referring to Figure B.45, it can be deduced the results of the average job tardiness KPI, that there were no jobs that were completed after their respective due dates. The expected values therefore suggest that any of the dispatching rules could be selected if the
average job tardiness KPI was to be minimised.

**Average job lateness**

When referring to Figure B.45, it can be deduced the results of the average job lateness KPI, that the best-performing dispatching rule was the earliest due date rule, which had the minimum value. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.16), which caused the average lateness of the jobs to be the shortest of all the dispatching rules.

**Makespan**

When referring to Figure B.45, it can be deduced the results of the makespan KPI, that the best-performing dispatching rule was the earliest due date rule, which had the minimum value. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the rule generated the shortest schedule of all the dispatching rules (as illustrated in Figure B.16), which caused the makespan of the jobs to be the shortest of all the dispatching rules.

**B.1.3.4 Test scenario 4 schedule selection**

The results from the application of each dispatching rule in Test scenario 4 will now be discussed and the best-performing dispatching rule will be identified per KPI.

**Average flow time**

When referring to the confidence intervals and ANOVA table, as illustrated in Figures B.46 and B.47, of the average flow time KPI, it can be deduced that the best-performing dispatching rule was the minimum slack time rule. The ANOVA table suggests that there is statistical difference between this rule and the other dispatching rules. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the schedule generated by this rule, as illustrated in Figure B.25, ensured that jobs with fewer operations could be processed earlier and exit the system earlier. Therefore the average flow time of jobs in the system due to this rule was shorter than the other dispatching rules.
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![Confidence intervals for the average flow time KPI for Test scenario 4](image1)

Figure B.46: Confidence intervals for the average flow time KPI for Test scenario 4

<table>
<thead>
<tr>
<th></th>
<th>Exp 1</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
<th>Exp 5</th>
<th>Exp 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>0.703</td>
<td>0.016</td>
<td>0</td>
<td>0.161</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 2</td>
<td>0.002</td>
<td>0</td>
<td>0.156</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 3</td>
<td>0</td>
<td>0.195</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure B.47: ANOVA results for the average flow time KPI for Test scenario 4

Average queue time

When referring to the confidence intervals and ANOVA table, as illustrated in Figures B.48 and B.49, of the average queue time KPI, it can be deduced that the best-performing dispatching rule was again the minimum slack time rule. The ANOVA table suggests that there is statistical difference between this rule and the other dispatching rules. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact that the schedule generated by this rule, as illustrated in Figure B.25, ensured that jobs with fewer operations could be processed earlier and exit the system earlier. Therefore, these jobs spent less time waiting in a queue, which caused the average queue time of jobs in the system to be shorter for this rule than for the other dispatching rules.
When referring to the confidence intervals and ANOVA table, as illustrated in Figures B.50 and B.51, of the average job tardiness KPI, it can be deduced that when either the earliest due date or critical ratio rule was implemented, there were no jobs that were completed after their respective due dates. The confidence intervals therefore suggest that either one of the rules can be selected when the average job tardiness KPI needs to be minimised. When the outcome of the experiments was analysed it could be concluded that these rules were indeed the best-performing rules. This is due to the fact both of these rules focus on the due dates of the jobs and ensure that the jobs with the earliest due date, are processed first. This will in turn then minimise the average tardiness of the jobs in the system. Experiments 4 and 5 do not feature in the ANOVA table, because for both experiments there were no tardy jobs and therefore no variation occurred.
B.1 Validation of scheduling process

Figure B.50: Confidence intervals for the average job tardiness KPI for Test scenario 4

![Confidence Intervals Graph]

Figure B.51: ANOVA results for the average job tardiness KPI for Test scenario 4

<table>
<thead>
<tr>
<th>Exp</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>0.013</td>
<td>0.954</td>
<td>0</td>
</tr>
<tr>
<td>Exp 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Average job lateness**

When referring to the confidence intervals and ANOVA table, as illustrated in Figures B.52 and B.53, for the *average job lateness* KPI, it can be deduced that the best-performing dispatching rule was the *critical ratio* rule. When the outcome of the experiments was analysed it could be concluded that this rule was indeed the best-performing rule. This is due to the fact the rule focuses on the remaining processing time and the due dates of the jobs, which will ensure that the jobs with the earliest due date and longest remaining processing time are processed first. This will in turn then minimise the *average lateness* of the jobs in the system.
B.1 Validation of scheduling process

![Confidence intervals for the average job lateness KPI for Test scenario 4](image1)

**Figure B.52**: Confidence intervals for the average job lateness KPI for Test scenario 4

![ANOVA results for the average job lateness KPI for Test scenario 4](image2)

**Figure B.53**: ANOVA results for the average job lateness KPI for Test scenario 4

**Makespan**

When referring to the confidence intervals and ANOVA table, as illustrated in Figures B.54 and B.55, for the makespan KPI, it can be deduced that the best-performing dispatching rules were the *first-come-first-serve* and *critical ratio* rules. The ANOVA table suggests that there is no statistical difference between these two rules and therefore either of them can be selected. When the outcome of the experiments was analysed it could be concluded that these rules were indeed the best-performing rules. This is because the rules generated two of the shortest schedules of all the dispatching rules (as illustrated in Figures B.9 and B.21), which caused the makespan of the jobs to be the shortest of all the dispatching rules.
B.1 Validation of scheduling process

Figure B.54: Confidence intervals for the makespan KPI for Test scenario 4

Figure B.55: ANOVA results for the makespan KPI for Test scenario 4

B.1.4 Synthesis

From the analysis of Test scenarios 1, 2 and 3, it became evident that the best-performing dispatching rule was almost always the *earliest due date* rule, while Test scenario 4 showed more realistic outputs. This can possibly be attributed to the small dataset of five jobs with 16 operations, that was used in the first three test scenarios. It was therefore decided to create another test scenario, called Test scenario 5, again with five jobs which have alternating expected processing times. The processing times will alternate between long processing times and short processing times, *i.e.* $J_1$, $J_3$ and $J_5$ will have long expected processing times, while $J_2$ and $J_4$ will have short expected processing times. This test scenario will then be run to determine if a dispatching rule other than the *earliest due date* rule could perform best. The results of this scenario will be discussed next.

**Average flow time**
**B.1 Validation of scheduling process**

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.56 and B.57, for the *average flow time* KPI, it can be deduced that the best-performing dispatching rule was the *most-important-job-first* rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore the *most-important-job-first* rule must be chosen when the *average flow time* KPI is minimised.

![ANOVA results for the average flow time KPI for Test scenario 5](image)

**Average queue time**

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.58 and B.59, for the *average queue time* KPI, it can be deduced that the best-performing dispatching rule is again the *most-important-job-first* rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore this rule must be chosen when minimising the *average queue time* KPI.

![Confidence intervals for the average flow time KPI for Test scenario 5](image)
B.1 Validation of scheduling process

Figure B.58: Confidence intervals for the average queue time KPI for Test scenario 5

<table>
<thead>
<tr>
<th></th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
<th>Exp 5</th>
<th>Exp 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.034</td>
</tr>
<tr>
<td>Exp 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure B.59: ANOVA results for the average queue time KPI for Test scenario 5

**Average job tardiness**

When referring to the confidence intervals, as illustrated in Figure B.60, for the *average job tardiness* KPI, it can be deduced that only one dispatching rule caused jobs to be tardy. This means that an ANOVA table could not be created to compare the outcomes of the different dispatching rules. The confidence intervals therefore suggest that any of the dispatching rules, except the *first-come-first-serve* rule, could be selected if the *average job tardiness* KPI was to be minimised.
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Figure B.60: Confidence intervals for the average job tardiness KPI for Test scenario 5

Average job lateness
When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.61 and B.62, for the average job lateness KPI, it can be deduced that the best-performing dispatching rule is the minimum slack time rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore this rule must be selected when minimising the average job lateness KPI.

Figure B.61: Confidence intervals for the average job lateness KPI for Test scenario 5
B.1 Validation of scheduling process

<table>
<thead>
<tr>
<th>Exp</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
<th>Exp 5</th>
<th>Exp 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure B.62: ANOVA results for the average job lateness KPI for Test scenario 5

**Makespan**

When referring to the confidence intervals and the ANOVA table, as illustrated in Figures B.63 and B.64, for the *makespan* KPI, it can be deduced that the best-performing dispatching rule is the *minimum slack time* rule. The ANOVA table suggests that there is statistical difference between this rule and the other rules, therefore this rule must be selected when minimising the *makespan* KPI.

![Confidence intervals](image)

Figure B.63: Confidence intervals for the makespan KPI for Test scenario 5

<table>
<thead>
<tr>
<th>Exp</th>
<th>Exp 2</th>
<th>Exp 3</th>
<th>Exp 4</th>
<th>Exp 5</th>
<th>Exp 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>0</td>
<td>0.005</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Exp 5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure B.64: ANOVA results for the makespan KPI for Test scenario 5

From the results of Test scenario 5, it became evident that the *earliest due date* dispatching rule did not perform as well as some of the other rules. It also suggests that the
B.2 Validation of sensor operation

A small dataset could have skewed the results so that the *earliest due date* rule performed best every time. However, Test scenario 5, which is the same size as the first three test scenarios in terms of the number of jobs and operations, showed more realistic output. This then proves that the scheduler is working correctly.

This concludes the validation of the scheduling process, which included dispatching rule validation and best-performing schedule selection. Next, the validation of the sensors will be discussed.

**B.2 Validation of sensor operation**

This section will serve to describe the validation of the sensors for the sensorised shop-floor. The validation will test whether the sensors implement the operation status changes correctly.

For the validation test, a scenario was set up where a job is logged on the information system and is linked to a specific RFID card. This job will then be allocated several operations, and the sensors will be used to log the flow of the job between the machines. The information system will be accessed after each status change that is completed by a sensor, to determine if the status change was completed correctly on the information system.

The test scenario that was created contains one job (named $J_6$) which has four operations. The operations that were given to the job are illustrated in Table B.24. The job has a Job ID of “7” and all the operations will start with an OperationStatus_ID of “1” which means the operation is *Pending*. When the job arrives at the machine for its first operation (which is the machine with MachineID of “1”), the OperationStatus_IDFK should change to “2” which means that the job is *Waiting*. Therefore, the correct button on the sensor is selected and the RFID card corresponding to the job is swiped. The result of the process is illustrated in Table B.25. This process suggests that the sensor succeeded in changing the operation status of the job in the cloud-based information system. All the sensors that were developed in this project, use the same coding with the exception of the sensor number that differs. Each sensor was given its own number which should correspond with the machine number that it is used on.

The web pages that were created will also display the result of the status change to the user of the system. The change as seen by the user is illustrated in Figure B.65.
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<table>
<thead>
<tr>
<th>OperationStatus</th>
<th>OperationStatus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pending</td>
<td>Waiting</td>
</tr>
<tr>
<td>Pending</td>
<td>Pending</td>
</tr>
<tr>
<td>Pending</td>
<td>Pending</td>
</tr>
<tr>
<td>Pending</td>
<td>Pending</td>
</tr>
</tbody>
</table>

(a) User view of data before operation status change

(b) User view of data after operation status change

Figure B.65: User view of the change in operation status
<table>
<thead>
<tr>
<th>Operation_ID</th>
<th>Job_IDFK</th>
<th>Operation_Number</th>
<th>Machine_IDFK</th>
<th>Processing_Time</th>
<th>Earliest_StartTime</th>
<th>Latest_StartTime</th>
<th>Operation_Status_IDFK</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0:10:00</td>
<td>5/8/2018</td>
<td>5/8/2018</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>0:30:00</td>
<td>5/10/2018</td>
<td>5/11/2018</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>0:45:00</td>
<td>5/12/2018</td>
<td>5/13/2018</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>7</td>
<td>4</td>
<td>8</td>
<td>0:25:00</td>
<td>5/15/2018</td>
<td>5/17/2018</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.24: Data entered into tblOperations for sensor validation

<table>
<thead>
<tr>
<th>Operation_ID</th>
<th>Job_IDFK</th>
<th>Operation_Number</th>
<th>Machine_IDFK</th>
<th>Processing_Time</th>
<th>Earliest_StartTime</th>
<th>Latest_StartTime</th>
<th>Operation_Status_IDFK</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>0:10:00</td>
<td>5/8/2018</td>
<td>5/8/2018</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>0:30:00</td>
<td>5/10/2018</td>
<td>5/11/2018</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>0:45:00</td>
<td>5/12/2018</td>
<td>5/13/2018</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>7</td>
<td>4</td>
<td>8</td>
<td>0:25:00</td>
<td>5/15/2018</td>
<td>5/17/2018</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.25: Data in tblOperations after sensor test
B.3 Chapter summary

This chapter described the validation and testing of the scheduling process, as well as the sensors’ operations. For the validation of the scheduling process, test scenarios were defined. The expected solution when applying each dispatching rule to the test scenario was determined and then compared to the schedule generated by the simulation scheduler. For the validation of the sensors, the sensor was tested to determine whether it could successfully and accurately change the operation status of a chosen job on the information system.
Appendix C

Operational testing

This chapter describes the operational testing of the developed system. The testing will include logging disruptions to the information system, after which the generated schedules will be analysed to determine whether the scheduler could deal with the disruption. The operational testing will also include simultaneous testing of the sensors.

C.1 Operational testing of the simulation scheduler

The operational testing of the simulation scheduler is carried out to incorporate disruptions into the system and then determine what effect they have on the schedules. The disruptions that will be tested include:

- logging a machine as broken,
- logging an operator as absent, and
- adding a new job with many operations.

For the operational testing, it was decided to use input data for a test scenario with ten jobs entered into the system. Each of the ten jobs has similar expected processing times. First, a reference schedule needed to be generated where no disruptions occurred. Therefore, the schedules that include the disruptions will be compared to the reference schedule. For explanation purposes, only one the schedule of the shortest processing time dispatching rule will be showed; however, the results of all the dispatching rules will be

![Figure C.1: Reference schedule with no disruptions (duration 3:05:27:30)](image-url)
C.1 Operational testing of the simulation scheduler

compared. The reference schedule that was generated is illustrated in Figure C.1, where the length of the schedule is also provided in “Days:Hours:Minutes:Seconds”. The results of this scenario, where there are no disruptions, are illustrated in Table C.1. The inclusion and discussion of the disruptions will now follow.

C.1.1 Log machine as broken

There are two parts that can be tested when logging machines as Broken. Firstly, how the schedule changes when a single machine fails, and secondly, how the schedule changes when identical machines fail.

When only one machine is logged as Broken, it is expected that the scheduler will start with that machine as unavailable and not utilise the machine before it is operational again. The jobs that were allocated to the failed machine will therefore be allocated to the identical machine, if applicable. When the machine is operational again, the scheduler should determine the outstanding jobs that were allocated to the identical machine. These jobs should then be reallocated equally between the two operational machines. If there is no identical machine, the jobs will wait in a queue in front of the failed machine. Figure C.2 is an illustration of how the reference schedule changed when a milling machine (M3) failed and remained broken for a period of four days, and where the length of the schedule

<table>
<thead>
<tr>
<th>Dispatching Rule</th>
<th>Average Flow Time</th>
<th>Average Queue Time</th>
<th>Average Job Tardiness</th>
<th>Average Job Late-ness</th>
<th>Makespan</th>
</tr>
</thead>
</table>
C.1 Operational testing of the simulation scheduler

Figure C.2: Schedule generated when a milling machine was broken for four days (duration 3:01:57:30)

is also provided in “Days:Hours:Minutes:Seconds”. From the figure it is evident that the scheduler did not use the machine for the time it was broken, and the operations that were allocated to M3 shifted to the identical milling machine (M4). The scheduler performed as expected. Table C.2 provides the results of the different performance indicators for this disruption. From the table it is evident that the scheduler changed the schedule to accommodate the disruption, because the values are longer than those where no disruption occurred.
C.1 Operational testing of the simulation scheduler

Table C.2: Results when a milling machine was broken for four days

<table>
<thead>
<tr>
<th>Dispatching Rule</th>
<th>Average Flow Time</th>
<th>Average Queue Time</th>
<th>Average Job Tardiness</th>
<th>Average Job Lateness</th>
<th>Makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most-important-job-first</td>
<td>2:23:40:39</td>
<td>2:15:54:01</td>
<td>0</td>
<td>-1:00:34:25</td>
<td>5:12:05:40</td>
</tr>
<tr>
<td>Earliest due date</td>
<td>3:00:23:15</td>
<td>2:16:36:37</td>
<td>0</td>
<td>-2:03:51:06</td>
<td>4:12:35:01</td>
</tr>
<tr>
<td>Minimum slack time</td>
<td>3:00:21:13</td>
<td>2:16:34:35</td>
<td>0</td>
<td>-2:00:49:33</td>
<td>4:18:35:22</td>
</tr>
</tbody>
</table>

When two identical machines are logged as Broken, it is expected that the scheduler will start with both machines as unavailable and not utilise either machine before they are operational again. The jobs that were allocated to them will therefore start queueing in front of the two machines. Typically, both machines would not remain broken for the same length of time, therefore, when one of the machines becomes operational, the scheduler should allocate all of the jobs for both machines to the available machine. However, when the second machine also becomes operational again, the remaining jobs at the first operational machine should be divided equally between the identical machines. Figure C.3 is an illustration of how the reference schedule changed when both milling machines (M3 and M4) failed and remained broken for a period of four and three days respectively, and where the length of the schedule is also provided in “Days:Hours:Minutes:Seconds”. From the figure it is evident that the scheduler did not use either machine for the time they were both broken. After three days, when M4 became operational, it started processing operations. However, M3 only became operational after four days, and then it started with processing. Due to both M3 and M4 being unavailable for at least three days, the operations on the other machines also had to wait. Therefore, the scheduler did perform as expected. Table C.3 provides the results of the different performance indicators for this disruption. From the table it is evident that the scheduler changed the schedule to accommodate the disruption, because the values are longer than those where no disruption
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Figure C.3: Schedule generated when both turning machines failed (duration 5:21:18:51) occurred.

Table C.3: Results when both milling machines were broken

<table>
<thead>
<tr>
<th>Dispatching Rule</th>
<th>Average Flow Time</th>
<th>Average Queue Time</th>
<th>Average Job Tardiness</th>
<th>Average Job Lateness</th>
<th>Makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortest processing time</td>
<td>5:00:53:05</td>
<td>4:17:06:27</td>
<td>03:16</td>
<td>-1:09:30:54</td>
<td>6:16:18:46</td>
</tr>
</tbody>
</table>
C.1.2 Log operator as absent

When an operator is logged as *Absent*, it is expected that the scheduler will start with the machine where the operator is stationed as unavailable and not utilise the machine before the operator is available again. The same process will apply as when the machine is broken, where the jobs allocated to that machine are moved to the identical machine, if applicable. When the operator is present again, the scheduler will divide the remaining jobs allocated to the identical machine between the two machines. If there is no identical machine, the jobs will just queue in front of the applicable machine. Figure C.4 is an illustration of how the reference schedule changed when the operator located at a grinding machine (M6) was absent for three days, and where the length of the schedule is also provided in “Days:Hours:Minutes:Seconds”. From the figure it is evident that the scheduler did not use the machine for the time the operator was absent, and the operations that were allocated to M6 shifted to the identical grinding machine (M5). In the scheduling system, the scheduler views a failed machine and an absent operator at a machine as the same instance; however, these events are logged separately for management information purposes. Table C.4 provides the results of the different performance indicators for this disruption. From the table it is evident that the scheduler changed the schedule to accommodate the disruption, because the values are longer than those where no disruption occurred.

![Operator absent at M6 for three days](image)

Figure C.4: Schedule generated when the operator at a grinding machine is absent for three days (duration 4:05:12:30)
### C.1 Operational testing of the simulation scheduler

Table C.4: Results when the operator at a grinding machine is absent for three days

<table>
<thead>
<tr>
<th>Dispatching Rule</th>
<th>Average Flow Time</th>
<th>Average Queue Time</th>
<th>Average Job Tardiness</th>
<th>Average Job Lateness</th>
<th>Makespan</th>
</tr>
</thead>
</table>

#### C.1.3 Add new job

When a new job with several operations is added to the information system, it is expected that the schedule generated by the scheduler will incorporate the new job into the new schedule. The job that was added has an expected processing time that is considerably longer than those of the other jobs. Figure C.5 illustrates that the new job was successfully

![Figure C.5](https://scholar.sun.ac.za)

Figure C.5: Schedule generated when a new job is added (duration 3:16:48:23)
C.2 Operational testing of the sensors

added to the schedule, where the operations of the new job are circled and the length of the schedule is provided in “Days:Hours:Minutes:Seconds”. Each of these disturbances that were tested proved that the scheduler adapted and generated a new schedule that incorporated each disturbance. The scheduler can therefore be assumed to be working correctly. Table C.5 provides the results of the different performance indicators for this disruption. From the table it is evident that the scheduler changed the schedule to accommodate the disruption, because the values are longer than those where no disruption occurred. This concludes the operational testing of the scheduler and the following section will discuss the operational testing of the sensors.

Table C.5: Results when a new job is added

<table>
<thead>
<tr>
<th>Dispatching Rule</th>
<th>Average Flow Time</th>
<th>Average Queue Time</th>
<th>Average Job Tardiness</th>
<th>Average Job Lateness</th>
<th>Makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earliest due date</td>
<td>3:14:07:30</td>
<td>3:03:33:18</td>
<td>0</td>
<td>-1:21:11:28</td>
<td>5:00:17:23</td>
</tr>
</tbody>
</table>

C.2 Operational testing of the sensors

For the operational testing of the sensors, a test data set was logged on the cloud-based information system. The test data consisted of five jobs, each with several operations. After the data set was logged, each job could be linked with a specific RFID card which will uniquely identify each job. Thereafter, the RFID cards were methodically swiped at each machine where the respective job had an operation. After each card swipe, the information system was consulted to determine whether the status change took place correctly. After
all the jobs were taken through the whole system, it could be concluded that the sensors reported all the status changes correctly.

There were also two considerations that needed to be taken into account, the first of which is that the information package sent from the different sensors should not interact or interfere with each other. Another consideration is that if an RFID card of a job is swiped at a sensor where it does not have an operation, the sensor should send the information package, but the Raspberry Pi should not log any status changes. Both these considerations were tested and the sensors performed as expected. This concludes the operational testing of the sensors.

C.3 Chapter summary

This chapter describes the operational testing of the developed system. The testing includes logging disruptions on the information system, after which the generated schedules are analysed to determine whether the scheduler could deal with the disruption. The operational testing also includes simultaneous testing of the sensors.