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Abstract

Retrospective Study on Mandible Morphology Towards
Improving Implant Design

R. Gillingham
Department of Mechanical and Mechatronic Engineering,

University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.

Thesis: MEng (Mech)
April 2019

Pre-surgery planning is crucial to the success of orthognathic surgery. With
the advancement in 3D imaging modalities, modern methods in predicting
a pathological mandible’s ideal geometry have improved. As a result, the
design of patient-specific implants has become more commonplace. Before this,
standard sized implants were inevitably used. Despite these enhanced virtual
reconstruction techniques, limitations in these methods still exist. The most
effective approach during virtual reconstruction is to replace the pathological
area with the unaffected region on the opposite half of the mandible. This
mirroring method becomes futile in scenarios where the disturbance overlaps
the mandibular midline. Therefore, the aim of this study was to develop a
virtual mandibular reconstruction technique for the purpose of aiding surgeons
during implant design, whilst accounting for this limitation. It was proposed
that this could be achieved by performing a retrospective investigation on the
population’s mandibular structure and developing prediction models based on
statistical methods.

Two prediction models were formulated: a sparse prediction model (SPM)
and a statistical shape model (SSM). The SPM offers a prediction of impor-
tant unknown mandibular measurements when receiving the values of known
measurements as an input, whilst the SSM provides an estimate for the full
mandibular geometry after receiving mandibular coordinates as an input. The
effectiveness of these techniques was tested by predicting missing anatomical
features on subjects not part of the dataset used to create the models. The
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ABSTRACT iv

tests took place for two scenarios: the first being for when the plane of sym-
metry is available and the second for when it’s not. For the first scenario
of testing, the mirroring method was also implemented, where the resulting
accuracy served as the baseline.

For both testing scenarios, the SSM clearly outperformed the SPM. Thus,
there is no clear benefit in using the SPM over the SSM for virtual reconstruc-
tion scenarios. For the first scenario of testing, the SSM compared similarly
to the mirroring method, where no significant difference was found between
their respective accuracies (p<0.05). The difference between these two meth-
ods lies in their restriction of use. Whilst the mirroring method is constrained
to situations such as the first scenario, the SSM has no such restriction. For
the second scenario, the SSM produced estimations with accuracies similar to
the first scenario, thus producing consistent accuracies in geometry prediction
regardless of the area being reconstructed. It was therefore concluded that a
SSM of the mandible presents itself as a modular virtual reconstruction tech-
nique that successfully accounts for the limitations found in current methods.
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Uittreksel

Retrospective Study on Mandible Morphology Towards
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Privaatsak X1, Matieland 7602, Suid Afrika.

Tesis: MIng (Meg)
April 2019

Beplanning voor chirurgie is noodsaaklik vir die sukses van ortognatiese chi-
rurgie. Modern metodes om n patologiese kakebeen se ideale geometrie te
skep het verbeter met die bevordering van 3D-beeldmodaliteite. Daarom het
die ontwerp van pasiënt-spesifieke inplantings meer algemeen geword. Dit was
voorhein onvermydelik om standaard-grootte inplantings te gebruik. Ten spyte
van hierdie verbeterde virtuele rekonstruksie tegnieke is daar steeds beperkinge
met die metodes. Die mees effektiewe rekonstruksie manier is om die patolo-
giese gebied te vervang met die onaangeraakde streek op die teenoorgestelde
helfte van die kakebeen. Nietemin, hierdie spieëlmetode is nutteloss in gevalle
waar die kakebeen versteuring die middellyn oorvleuel. Daarom was die doel
van hierdie studie om ’n virtuele kakebeen rekonstruksie tegniek te ontwikkel
om inplantingsontwerp te ondersteun tydens chirurgie wat hierdie beperkings
voorkom. Dit is voorgestel dat dit bereik kan word deur ’n terugwerkende
ondersoek op die populasie se kakebeen struktuur en die ontwikkeling van ’n
voorspellingsmodelle wat gebaseer is op statistiese metodes.

Twee voorspellingsmodelle is geformuleer: ’n skars voorspellingsmodel
(SVPM) en ’n statistiese vormmodel (SVM). Die SVPM bied ’n voorspelling
van belangrike onbekende kakebeen metings wanneer die waardes van bekende
metings as ’n inset ontvang word. Die SVM lewer ’n voorspelling van die
volledige kakebeen geometrie nadat die kakebeen koördinate as inset ontvang
is. Die effektiwiteit van altwee tegnieke is getoets deur ontbrekende anatomiese
kenmerke te voorspel op persone wat nie deel was van die datastel wat gebruik
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UITTREKSEL vi

is om die modelle te skep nie. Die toetse het plaasgevind vir twee scenario’s:
die eerste is vir wanneer die simmetrievlak beskikbaar is en die tweede vir
wanneer dit nie is nie. Vir die eerste scenario van toetse is die spieëlmetode
ook geïmplementeer en die resultate dien as die akkuraatheid basis vir die res
van die toetse.

Vir beide toets scenario’s het die SVM beter presteer as die SVPM. Daarom
is daar geen duidelike voordeel in die gebruik van die SVPM oor die SVM vir
virtuele rekonstruksiescenario’s nie. Vir die eerste scenario van toetse het die
SVM geen beduidende verskil gewys in vergelyking met die spieëlmetode (met
’n akkuraatheid van p <0.05). Die twee metodes is onderskeibaar deur hulle
verskillende beperkings van gebruik. Terwyl die spieÃ«lmetode beperk word
tot gevalle soos die eerste scenario, die SVM het geen sodanige beperkings
nie. Vir die tweede scenario het die SVM skattings gelewer met n soortgelyke
akkuratheid as die eerste scenario, en het dus konsekwente akkuraatheid in
geometriese voorspellings gelewer ongeag die gebied wat herbou word. Daar is
tot die gevolgtrekking gekom dat ’n SVM van n kakebeen n suksesvolle tegniek
is vir modulère virtuele rekonstruksie wat die beperkings van huidige metodes
voorkom.
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Chapter 1

Introduction

1.1 Background
Orthognathic surgery involves correcting conditions relating to the jaw and
face. These conditions/defects can be congenital1 or acquired during life.
Some of the main reasons for a patient requiring this surgery include maloc-
clusion2, facial deformities and the presence of tumors (Kim and Park, 2007).
Orthognathic surgery not only treats functional and cosmetic issues, but also
benefits the patient psychologically and socially. This surgery poses an ex-
tensive amount of risks and the difficulties are well documented. These risks
include: nerve damage, infection, vascular disease, periodontal disease3 and
bone necrosis4 amongst others (Martis and Karabouta 1984; Lanigan and West
1990; Schultes et al. 1998; Jacks et al. 1998; Mehra et al. 1999; Kim and Park
2007). Due to the seriousness behind most reasons for orthognathic surgery
as well as the risks associated with it, the pre-surgery planning step is crucial
(Kolokitha and Topouzelis, 2011).

For decades, manual implementation of cephalometric methods has been
used as a pre-surgery planning technique (Kolokitha and Topouzelis, 2011).
These methods predominately involve the surgeon analysing a lateral X-ray
image of the patient’s skull, where a prediction is made on the patient’s ideal
post-surgery mandibular structure. Cephalometric studies provide detailed in-
formation on ideal skull measurements and are used by surgeons as guidelines
when performing these cephalometric predictions (Rao et al., 2015). Predict-
ing the shape of a structure as complex as the mandible from 2D data can
prove to be extremely difficult, especially in situations where large sections

1Abnormality present from birth
2Disharmony between the upper and lower teeth
3Infection that damages the gum and may destroy the jawbone
4Decay of bone tissue due to a lack of blood supply

1
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CHAPTER 1. INTRODUCTION 2

of bone are to be removed. This difficulty in prediction often leads to a sur-
geon’s estimations of mandibular geometry falling short of the patient’s ideal
mandibular structure. In situations such as this, the surgeon would have to
alter the implant intraoperatively5. This intraoperative alteration to the im-
plant is made possible by the implant’s bendable nature. Traditionally, these
implants are found in standard sizes and often provide unsatisfactory results
(Singare et al., 2017).

The recent advancement in 3D imaging modalities has led to the natural
progression in implant design. Where previously, geometric predictions were
made with only 2D data at the surgeon’s disposal, surgical reconstructions
can now be made in 3D space. Virtual reconstruction has made the design
of mandibular implants a more intuitive process. This emergence in virtual
surgical reconstruction (VSR), combined with the various rapid prototyping
techniques commercially available, has allowed for these designed implants to
be 3D printed with great accuracy (Al-Ahmari et al., 2015). The design of cus-
tom patient-specific implants has improved surgical precision, whilst reducing
overall operating time (Han et al., 2017). Studies such as ones produced by
Kondo et al. (2015) and Singare et al. (2017) report on cases where custom im-
plants were used during surgery. All the surgeries were conducted smoothly,
where no adjustments to the implants were required and no complications
arose.

1.2 Motivation
During VSR, the most effective method in reconstructing the mandible is the
mirroring technique. This technique involves assuming the mandible to be
symmetrical across the sagittal plane. The disrupted region is replaced by
the mirrored area on the healthy half of the mandible (Parthasarathy et al.
2009; Kondo et al. 2015). This reconstructed mandibular region serves as
the template for the resultant 3D printed implant. Despite its success in
clinical cases, the mirroring technique is limited to scenarios where symmetrical
features are available. For instance, if the disruption on the mandible occurs
in a region that overlaps the mandibular midline, then the mirroring technique
cannot be used as a standalone method. This is due to anatomical disturbances
occurring on both halves of the mandible in similar regions (Singare et al.,
2017).

Surgeons have come across a similar issue in the virtual reconstruction of
the glenoid6. Generally, surgeons would make use of the contralateral7 bone

5Tasks taking place during the surgery itself
6Shallow surface on the scapula that articulates with the head of the humerus
7Denotes the side of the body opposite to which a structure occurs
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CHAPTER 1. INTRODUCTION 3

as a template for glenoid reconstruction (Eraly et al., 2011). Problems in
this method arise when disorders, such as glenoid arthritis, affect both sides.
Scalise et al. (2008) proposed a method of using a template model of the
glenoid that can change size proportionally until it best fits the pathological8
glenoid. Singare et al. (2017) also reported the use of the template method
during a mandibular reconstruction scenario where symmetrical characteristics
were unavailable. The problem with template-based methods is that they do
not take shape variability into account (Plessers et al., 2018). A measurement
estimation technique reported by Ganapathi et al. (2011) takes population
variation into account in producing linear regression algorithms that predict
certain clinically important glenoid measurements. Whilst this method is able
to predict a limited set of measurements, recent studies proposed the use of
statistical shape modelling as a means for estimating entire missing anatom-
ical structures. Zhang and Besier (2017), Vanden Berghe et al. (2017) and
Plessers et al. (2018) constructed a statistical shape model (SSM) of the fe-
mur, acetabulum9 and glenoid respectively. The models were all created for the
purpose of VSR, where high quality reconstruction accuracies were reported.
Zachow et al. (2005) advocates the use of a SSM for mandibular reconstruction
purposes, especially for when the plane of symmetry is unavailable.

Based on the promising results obtained from studies using statistical meth-
ods to account for limitations present in current VSR applications, it is pro-
posed that similar techniques can be applied for the reconstruction of the
mandible. The methods present themselves as modular techniques that can
offer estimates of correct mandibular geometry regardless of whether the plane
of symmetry is present.

1.3 Aim and objectives
The aim of this study was to formulate a pre-operative virtual mandibular
reconstruction technique for the South African population, whilst accounting
for limitations present in current methods. This was to be achieved by retro-
spectively investigating the population’s mandibular structure and developing
methods based on statistical correlations that can be used to predict mandibu-
lar geometry from partial inputs. From this aim, the following objectives were
formulated:

1. Cephalometric Analysis: Conduct a cephalometric analysis on the South
African population. Using the correlations found between the cephalo-
metric measurements, a sparse prediction model (SPM) is formulated.
This SPM should be able to offer estimations of unknown measurements

8Something suffering/affected by disease
9Socket of the hip bone, into which the femur fits
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CHAPTER 1. INTRODUCTION 4

(i.e. on the damaged area of the mandible) by receiving known values
of certain observed measurements (i.e. on the healthy portion of the
mandible).

2. Statistical shape model (SSM): Construct a SSM of the mandible. This
SSM is based on finding the statistical correlations that exist amongst
a dense set of coordinates that make up the mandible. Whilst the SPM
serves to predict certain important mandibular measurements, the SSM
should be able to predict the full mandibular geometry. This method
relies on using known mandibular geometry (i.e. healthy portion of the
mandible) as partial input in order to predict the unknown geometry
(i.e. damaged portion of the mandible).

3. The effectiveness of both methods should be compared to each other as
well as the mirroring method that is currently used in practice. This
mirroring technique serves as the baseline.

The expected result of this study will offer surgeons and implant design engi-
neers the tools to develop an estimate of the patient’s mandible, in its healthy
form, quickly and with ease. This would result in a more cost and time-effective
means of pre-surgery planning as well as a more accurate implant, since the
potential for human error in the design process would be reduced.
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Chapter 2

Literature Study

Before delving into the construction of the prediction models, literature giving
context to the project’s objectives was first reviewed. This chapter initially
offers a background of the mandible’s morphology and its basic functions.
Thereafter, reasons behind the need for orthognathic surgery as well as tra-
ditionally used methods of pre-operative planning are looked into. Finally,
current methods of virtual reconstruction are discussed, as well as the limita-
tions that still exist with these methods.

2.1 The Mandible
The mandible or lower jaw, is the strongest bone in the human face. It holds
the lower teeth in place and is the only movable bone of the skull (Tortora
and Derrickson 2008; Standring 2015). This movement comes about via its
articulation with the temporal bones at the temporomandibular joints (see
Figure 2.1). The bone is formed in the fetus during the merging of the left and
right mandibular prominences. The area where these sides join is called the
mandibular symphysis and is still visible as a faint ridge. Like other symphy-
ses in the body, this is a midline articulation where the bones are joined by
fibrocartilage, but this articulation fuses together in early childhood (Fehren-
bach and Herring, 2015). The mandible can be seen as having seven different
regions. Using information provided by Harnsberger et al. (2006), Standring
(2015) and Fehrenbach and Herring (2015), these regions are described below.
A visualisation of these regions is shown in Figure 2.2.

1. Body: The body (Figure 2.2a) or base of the mandible is a large hori-
zontal section that is slightly rectangular in shape. The mental foramen
(opening for the terminal branches of the inferior alveolar nerve) is found
on the body, usually below the 2nd premolar tooth.

5
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CHAPTER 2. LITERATURE STUDY 6

2. Alveolar process: The alveolar process (Figure 2.2b) is superior to the
body and contains the roots that hold the 16 mandibular teeth.

3. Parasymphyseal: The parasymphyseal (Figure 2.2c) represents the an-
terior surface of the mandible located adjacent and inferior to the body
and alveolar process respectively. The mandibular midline, known as the
mandibular symphysis or symphysis menti, is found in this region. The
symphysis menti is often used as the mandibular plane of symmetry.

4. Angle: The angle (Figure 2.2d) of the mandible is the juncture between
the body and the ramus.

5. Ramus: The ramus (Figure 2.2e) is the second largest region of the
mandible and extends from the mandibular angle at roughly 110 degrees
away from the body. The outer surface of the ramus serves for the
attachment of the masseter muscle. This muscle connects the mandible
to the cheekbone and plays a major role in the chewing motion. The
groove present at the posterior part of the ramus, known as the sigmoid
notch (Figure 2.2f), separates the two processes (coronoid and condylar).

6. Coronoid process: The coronoid process (Figure 2.2g) is a flat and tri-
angular shaped protrusion extending from the ramus. This section serves
for the attachment of the temporalis muscle, that assists in connecting
the mandible to the temple. This muscle also contributes to the chewing
motion.

7. Condylar process: The condylar process (Figure 2.2h) is the more an-
terior process extending from the ramus. This region forms the lower
bony portion of the temporomandibular joint. Unlike the coronoid pro-
cess, the head of the condylar process is rounded, allowing for smooth
articulation with the temporal bone.

Figure 2.1: Mandible’s articulation with the temporal bone
(Illustration: Fehrenbach and Herring (2015))
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CHAPTER 2. LITERATURE STUDY 7

(a) Body (b) Alveolar process

(c) Parasymphyseal (d) Angle

(e) Ramus (f) Sigmoid notch

(g) Coronoid process (h) Condylar process

Figure 2.2: Regions of the mandible
(Illustration: RL Gillingham)
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2.2 Orthognathic surgery
Orthognathic surgery, also referred to as corrective jaw surgery, is the surgical
application of correcting deformities related to the jaw that cannot be treated
easily using braces. Amongst the most common reasons for such deformities,
are tumors and craniofacial microsomia1 (Zachow et al., 2005). For such a
surgical procedure, osteotomies2 are usually performed, after which osteodis-
traction3 or osteosynthesis4 could follow. These procedures often include the
use of bone grafts to replace missing bone, when large portions of the mandible
are removed. This process is visualised in Figure 2.3. Figure 2.3a shows the
removal of the affected bone (osteotomy) as well as the fixation of a titanium
implant to the remaining bony sections (osteosynthesis). Figure 2.3b illus-
trates the attachment of bone grafts to the remaining mandibular sections
and titanium implant. Usually, these bone grafts are taken from the femur or
iliac crest (Qaisi et al., 2016). Other common non-tumor related deformities
requiring orthognathic surgery are shown in Figure 2.4 and described below
using literature provided by AAOMS (2015).

1. Open bite: There are two main incidents of open bite, namely: anterior
and posterior open bite. An anterior open bite occurs when the front
teeth fail to touch and no overlap is present between the upper and lower
incisors. A posterior open bite is when the posterior teeth fail to make
contact with their corresponding teeth. To correct such a deformity, a
portion of the bone in the upper tooth bearing region of the jaw, below
both eye sockets, is removed. The upper jaw is then aligned correctly
and secured using titanium plates (Figure 2.4a).

2. Protruding lower jaw: This condition, also known as mandibular
prognathism, arises in situations where the mandible outgrows the max-
illa. This condition is corrected surgically by separating the rear of the
mandible from its front portion so that the front section can be moved
backward until a suitable alignment has been achieved (Figure 2.4b).

3. Receding lower jaw: Opposite to mandibular prognathism, a receding
lower jaw (maxillary prognathism) is when the maxilla has outgrown
the mandible, resulting in a pronounced overbite. To correct such a
condition, the mandible is separated into two sections. The separation
usually occurs in the area just behind the molars. The front section of

1Lack of development in craniofacial structures
2Surgical cutting of a bone in order to alter its alignment
3Gradual separation of severed bone, allowing the bones’ self-healing process to fill the

gap
4Stabilizing the ends of fractured/separated bone by using implantable devices
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CHAPTER 2. LITERATURE STUDY 9

the mandible is repositioned forward and held in place using titanium
plates (Figure 2.4c).

(a) Osteotomy and osteosynthesis
perofrmed

(b) Bone grafts attached to remaining
mandibular sections

Figure 2.3: Orthognathic surgery for tumor resection
(Illustration: Synthes (2012))

Pre-surgery planning is crucial to the success of the final surgery (Kolokitha
and Topouzelis, 2011). Not only does this pre-surgery step assist the surgeon
in obtaining an estimate for the patient’s ideal mandibular geometry, but also
offers the patient him/herself a view of the predicted final results. The com-
munication of the treatment and predicted result to the patient is important
in bridging the gap in understanding between the surgeon and patient, as well
as obtaining the patient’s informed consent (Friede et al. 1987; Kolokitha and
Topouzelis 2011). One of the most routine and traditionally used methods in
diagnosis and treatment planning is cephalometrics (Kolokitha and Topouzelis,
2011). Using cephalometrics also enables the surgeon to evaluate the changes
following the surgery. Cephalometric methods usually involve recording de-
sired cephalometric measurements from a patient’s cephalogram5, and com-
paring these measurements to the normal range (Rao et al., 2015). These
cephalometric norms are obtained by cephalometric studies/analyses done on
the population in question.

Using these cephalometric norms, the surgeon is able to obtain a sparse
representation of the patient’s ideal post-surgery mandibular geometry. This
sparse representation isn’t always sufficient in offering the surgeon the desired
confidence in estimating this geometry. As such, more modern techniques such

5X-ray image of the craniofacial region
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as 3D virtual surgical reconstruction (VSR) have been preferred to, or used
in combination with traditional cephalometric methods. VSR involves using
3D imaging modalities to obtain a more representative view of the defected
site, whereafter a virtual reconstruction of this region takes place. In orthog-
nathic and craniomaxillofacial 6 VSR, the assumption of facial symmetry is
most commonly used, where the defected site is replaced by the corresponding
unaffected area on the opposite half of the skull.

(a) Open bite (b) Protruding lower jaw

(c) Receding lower jaw

Figure 2.4: Common orthognathic deformities
(Illustration: AAOMS (2015))

2.3 Cephalometry
Cephalometry refers to the study and measurement of the head (usually the
human head). Cephalometry has many applications such as in clinical research,
forensics, obstetrics7 and ancestral tracking (Goldberg et al. 1966; Kallenberger
and Pilbrow 2012). In its clinical application, cephalometry is referred to as
a cephalometric analysis. During such a study, an analysis of the dental and
skeletal relationships of a human skull is undertaken. The results are used by
surgeons as a tool for planning patient-specific treatments (Tenti, 1981). In
most cases, these analyses involve the identification of desired/useful landmark
positions and finding the norms of clinically important skeletal measurements.

6Relating to any parts of the head enclosing the brain and face
7Branch of medicine relating to pregnancy, child birth and post-pregnancy period
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Some studies go as far as to find relationships/correlations that exist between
these measurements. When conducting a cephalometric analysis, it is impor-
tant that all head data being observed is taken according to the same frame of
reference. Figure 2.5 displays the location of certain important cephalometric
planes used by researchers to obtain a frame of reference (Cheung et al. 2011;
Bayome et al. 2013).

(a) (b)

Figure 2.5: Important cephalometric planes
(Illustration: RL Gillingham)

2.3.1 Cephalometric analysis

Cephalometry was first used as a means to study and understand craniofacial
growth and its development. This use gradually progressed to also forming
cephalometric norms for surgeons to use as guidelines of correct facial form
during orthodontic and orthognathic surgeries (Baruah et al., 2009). Pioneer-
ing analyses, such as those produced by Downs (1948), Steiner (1953) and
Ricketts (1961), were conducted by analysing lateral cephalograms of multiple
subjects. A diagrammatic representation of a typical lateral cephalogram is
shown in Figure 2.6. On each cephalogram, anatomical landmarks would be
identified and measurements based on these landmarks would be recorded. The
average values obtained for the measurements would serve as the cephalometric
norms. The norms published from these early studies were used as the standard
for analysing population groups all over the world (Baruah et al., 2009). These
studies were primarily performed on Caucasians. Over time, researchers no-
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ticed that significant morphological variation existed between different ethnic
groups. It therefore became clear that these Caucasian cephalometric norms
were not sufficient in treating other ethnic groups or populations from differ-
ent geographic locations. As a result, analyses have since been performed on
population-specific groups.

Figure 2.6: Diagramatic representation of a lateral cephalogram
(Illustration: Scala et al. (2012))

During the undertaking of a cephalometric analysis, the identification of
landmarks is crucial to the accuracy of the data (Asi et al., 2014). Therefore,
it is essential to ensure that the decided upon landmarks are easily identifi-
able and analogous to the general human skull. Early cephalometric analyses
relied on lateral cephalograms for the identification of landmarks. The 2D
nature of these cephalograms has raised certain questions about their relia-
bility. Amongst the drawbacks of using these 2D cephalograms are the errors
involved in landmark identification, the projection of these landmarks in 2D
space, superimposition of anatomical structures and the implications of incor-
rect head orientation (Ahlqvist et al. 1983; Baumrind et al. 2003). Landmark
identification has become a more intuitive and precise process since the incep-
tion of high-quality cone-beam computed tomography (CBCT or CT) of the
facial region (Cevidanes et al., 2007). This initiated the era of 3D imaging in
orthodontics. Amongst the advantages of CT include the ability to assess a
scanned image from three planes as well as obtain 3D models with a lack of
distortion and overlapping structures (Ludlow et al., 2009). An added benefit
of using CT scans is that fine adjustments to the head orientation of the pa-
tient is not needed as the 3D nature of the imaging results in the landmarks
maintaining their spatial relationships (Ludlow et al., 2009). Due to these
advantages, researchers have begun to develop cephalometric norms based on
analysing 3D data. Studies such as those published by Cheung et al. (2011) and
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Vahdettin et al. (2016) have reported 3D cephalometric norms for the Chinese
and Turkish-Cypriot populations respectively. Bayome et al. (2013) presented
a similar study, except that the linear relationships that exist between the
measurements were also reported.

These linear relationships can prove to be extremely useful if strong lin-
ear correlations are found between measurements. If stong correlations exist
between measurements, then the unknown value of one measurement can be
estimated using the known value(s) of one or more measurements. Ganapathi
et al. (2011) reported on a study relating to the scapula using a similar con-
cept. In this study, 58 scapulae were analysed, where 3 measurements were
recorded for each subject. These measurements were the anterior glenoid wall
angle (AGWA), Resch angle (RA) and glenoid version (GV). Linear correal-
tions were found between the measurements and were used to create linear
regression equations. These equations were used to estimate unknown glenoid
version measurements, with satisfactory results. Tables 2.1 and 2.2 lists and
describes landmarks relevant to the current study, found on the mandible,
maxilla and other cranial regions as identified by Bayome et al. (2013), Proffit
et al. (2006) and Abraham (2014). The positioning of the desired landmarks
can be visualised in Figures 2.7 and 2.8.

Figure 2.7: Cranial and maxillary landmarks
(Illustration: RL Gillingham)
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Table 2.1: Mandibular landmarks

Landmarks Symbol Description

B point B
The most posterior point between the
infradentale and pogonion on the sagit-
tal plane

Pogonion Pg The most anterior point on the chin,
found along the sagittal plane

Gnathion Gn
The point found midway between the
menton and pogonion on the sagittal
plane

Menton Me The most inferior point on the chin,
found along the sagittal plane

Gonion Go The most inferior and posterior point
found on the angle.

Sigmoid notch Sig The most inferior point found on the
sigmoid notch

Condylion Co The most posterior point found on the
condyle

Lateral condyle Co-out The most lateral point found on the
condyle

Medial condyle Co-in The most medial point found on the
condyle

Infradentale Id The highest point of the gum between
the two central incisors of the lower jaw

Coronoid process apex CP The most superior point found on the
coronoid process
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Table 2.2: Cranial and Maxillary landmarks

Landmarks Symbol Description

Cranial Landmarks

Nasion N
The intersection of the nasal and fron-
tonasal sutures found on the sagittal
plane

Sella S The midpoint of the sella turcica found
on the sagittal plane

Porion Po The most superior point on the upper
margin of the ear canal

Orbitale Or The most inferior point on the lower
rim of the orbit

Frontomalare orbitale FO The point on orbital rim intersecting
with the frontozygomatic suture

Maxillary Landamrks

Anterior nasal spine ANS The most anterior point on the base of
nose

Posterior nasal spine PNS The most posterior point on the base
of nose

Zygomaxillary anteriore ZA The center of the concavity of the zy-
gomatic process of the maxilla

A point A
The deepest point on the anterior sec-
tion of the maxilla found along the
sagittal plane
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Figure 2.8: Mandibular landmarks
(Illustration: RL Gillingham)

2.3.2 Cephalometric prediction

Cephalometric analyses have been used as a surgical pre-planning guide for
decades. Traditionally, this cephalometric prediction has been accomplished
manually. Surgeons would place acetate paper over the patient’s cephalogram,
on which tracings of desired/predicted post surgery location of hard tissue
would be drawn (Kolokitha and Topouzelis, 2011). Cephalometric norms from
analyses done by researchers would be used as an indication for the correct
geometric measurements. A generalised form of this procedure is known as
the overlay tracing method. This technique is the simplest method of surgical
prediction for mandibular reconstruction scenarios (Kolokitha and Topouzelis,
2011). The steps required to perform the overlay tracing method are as follows:

1. The patient’s cephalogram is traced on a sheet of paper.

2. All areas not being affected during the surgery are traced onto a second
transparent acetate sheet. This second sheet is known as the overlay
tracing.

3. The overlay tracing is superimposed on top of the original tracing. The
original tracing is manoeuvred until the correct occlusion8 is visualised.
The rest of the mandibular region is traced onto the overlay tracing. As
a result, the transparent overlay has the post-surgical prediction traced
onto it.

8Relationship between the maxillary and mandibular teeth when they are in contact
with each other
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4. The overlay and original tracings are re-orientated back to their original
positions. This is so that the difference between the patient’s current and
post-operative predicted bone structure can be observed and measured.

Many variants to the overlay tracing method have been devised and used by
surgeons. One of the earliest variants was described by Cohen (1965) to cor-
rect mandibular prognathism. For this method, a divider was used to measure
the amount by which the mandible would have to move back to correct the
patient’s underbite. This measurement took place on the original cephalo-
gram (Figure 2.9a). An acetate paper tracing of the mandibular region, with
an estimation of the soft tissue profile, was then made and cut out (Figure
2.9b). This cut-out section was placed on the original image and moved along
the occlusal plane by the distance originally measured by the divider (Figure
2.9c). Once the cut-out section was correctly in place, the section was outlined
(preferably in a different colour) so as to observe the predicted post-operative
facial appearance.

(a) Patient cephalogram (b) Aceteate cut-out (c) Cut-out overaid on
cephalogram

Figure 2.9: Cephalometric prediction of mandibualr proganthism
(Illustration: Cohen (1965))

McNeill et al. (1972) offered an alternative method for cephalometric pre-
diction. With this method, casts of the maxillary and mandibular dental
regions were made and aligned to correct occlusion using an articulator9. An
overlay tracing of the mandibular regions not to be affected during the resul-
tant surgery was drawn and placed over the patient’s original cephalogram.
This overlay tracing was manoeuvred over this cephalogram until the dental
occlusion mimicked that of the aligned casts.

9Mechanical device used to clamp dental casts
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A technique was introduced by Henderson (1974) that differs slightly to the
before-mentioned methods. With this technique, a cephalogram is combined
with a transparency of the patient’s external face. The transparent image
is sectioned along predicted surgical lines that would take place on the bone
during the surgery itself. The sectioned transparency pieces of the patient’s
face are then orientated until a suitable facial alignment has been achieved.
The main advantage of this method is that the patient is able to gain an idea
of the external view of his/her face post surgery.

These manual cephalometric prediction techniques are not as widely used
anymore. This is mainly due to their time-consuming nature and reliance on
the experience and skill of the surgeon performing the techniques. As a result,
various software programs currently exist that allow for the manipulation of
cephalogram images and recording of desired measurements. These programs
essentially mimic the manual methods previously described, whilst reducing
the amount of human-error and total pre-operative planning time. Despite
the efforts to translate the manual prediction methods to more automated
and computerized ones, limitations in these techniques still exist. The main
limitation in using these methods is that they are limited to explaining the
reconstruction area in 2D.

2.4 Virtual surgical reconstruction
3D pre-operative planning and VSR of bony matter have been present for over
20 years, yet has gained momentum in the late 2000s (Kirke et al. 2016; Han
et al. 2017). VSR accounts for many limitations present in previous methods,
with the main advantage being to plan complex reconstruction movements
in 3D space (Zielinski et al., 2015). VSR has been said to not only increase
surgical precision, but also reduce the operating time spent during surgery.
Amongst the greatest advantages of using VSR in mandibular reconstruction,
is in the design and preparation of patient-specific mandibular implants (Han
et al., 2017). This design of patient-specific implants has resulted in less in-
traoperative changes during surgery.

During the design of a mandibular implant, surgeons can come across two
different cases of mandibular reconstruction. The first of these cases is when
the disrupted area occurs on the one half of the mandible but not on the other.
An assumption of mandibular symmetry is used in order to create an implant
to replace the damaged region. The second case is when the reconstruction
process cannot be guided by symmetry as anatomical disturbances occur on
both halves of the mandible in similar regions (Zachow et al., 2005). In a
case such as the latter, the surgeon’s intuition and experience are crucial in
estimating what implant geometry would be suitable in replacing the damaged
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mandibular region (Jurda et al., 2015).

2.4.1 Use of symmetry for implant design

Making use of tomographic images from the CT scan that a patient typically
undergoes before diagnosis, a virtual 3D model of the patient’s mandible is
created. Once a virtual model has been formed, the disrupted area on the
mandible is identified. This area is then removed from the model. If the
disturbance occurs only on one half of the mandible, then the assumption of
mandibular symmetry is used, where the unaffected region on the opposite
half of the model is mirrored to replace the damaged region (Parthasarathy
et al. 2009; Kondo et al. 2015). The result is a 3D model of a healthy looking
mandible. Al-Ahmari et al. (2015), Mohammed et al. (2016) and Manmad-
hachary et al. (2017) discuss this technique during their respective implant
design processes. An illustration of this mirroring technique is shown in Fig-
ure 2.10. This model forms a basis for the shape of the resultant titanium plate
or mesh that is to be designed. Using Computer Aided Design (CAD) soft-
ware, a plate is designed to take the shape of the reconstructed area that was
previously damaged. The plate design is subsequently 3D printed in titanium
and eventually used to connect the remaining pieces of mandible together after
the damaged area is cut away (Al-Ahmari et al., 2015).

Singare et al. (2017) discusses cases in which the mirroring method was
used during various reconstructions. The first case was for a 50-year-old male
who had already undergone mandibular reconstruction. For his initial surgery,
a standard implant was used that was bent intraoperatively to best fit his
mandibular structure. Months after this surgery took place, this implant had
fractured. For the patient’s second surgery, a custom patient-specific implant
was made by mirroring the unaffected right half of the mandible. The implant
was inserted during surgery without any further adjustments to the implant.
Another pathological case described by Singare et al. (2017) was for the maxil-
lary bone resection surgery of a 34-year-old female. Like with the mandibular
case, the healthy half of the patient’s maxilla was mirrored over to replace
the damaged region using 3D imaging software. This mirrored segment was
3D printed in titanium and inserted during the resultant surgery. Again, no
complications arose. This emphasises the mirroring technique’s effectiveness,
not only in mandibular reconstruction scenarios, but also for other craniomax-
illofacial surgeries.
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(a) Half of mandible with tumor
identified

(b) Healthy half of mandible
mirrored to replace damged half

(c) Region of interest is isolated and forms
basis for resultant implant

Figure 2.10: Mirroring virtual reconstruction technique
(Illustration: RL Gillingham)

2.4.2 Design without the use of symmetry

In cases where the damaged area occurs on both halves of the mandible in
similar regions, the use of symmetry alone cannot be used to create an esti-
mate of the mandible’s healthy geometry. Traditionally in situations like this,
implants that come in standard sizes are used. These implants are bent intra-
operatively to match the patient’s mandibular structure as best as possible,
where a surgeon’s intuition and mental image of a regular-shaped mandible
is crucial (Zachow et al., 2005). An illustration of such an implant is shown
in Figure 2.11. These plates pose a challenge in adapting them to the pa-
tient’s mandibular structure, where unsatisfactory functional results usually
occur post-surgery (Singare et al., 2017). Not only do these standard sized
plates offer unsatisfactory results, but they often fail structurally. This failure
occurs predominantly at the area of bending. It is for this reason that custom
patient-specific implants are desired, that closely resemble the patient’s ideal
mandibular geometry, where minimal (if any) intraoperative bending of the
implant is needed.
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Figure 2.11: Bendable mandibular implant
(Illustration: Synthes (2012))

Singare et al. (2017) describes a case where a custom implant was made for a
patient suffering from mandibular osteosarcoma10, where the mirroring method
couldn’t be used. The patient, 43 years of age, underwent a prior surgery
during which a traditional bendable plate was inserted. Despite the surgeon’s
efforts, this plate failed to match the patient’s mandibular morphology. Due
to the implant’s failure, the patient lost all oral function. For the subsequent
surgery, a custom implant was proposed. The portion of mandible resected
during the prior surgery, exceeded past the mandibular plane of symmetry.
As a result, the mirroring technique alone could not be used for the virtual
reconstruction of the disrupted area. First, the remaining undamaged area
of the mandible was mirrored to the defected half. The region not accounted
for, was reconstructed by scaling a similar mandibular model from a database,
until it matched the missing area as well as possible. The resultant implant
was successfully inserted during surgery without any further adjustments.

When the mirroring method cannot be used in its entirety, the difficulty in
designing custom implants is increased, especially when similar virtual anatom-
ical models are not available as a template. Linear regression, previously men-
tioned in Section 2.3.1, could be used to estimate certain important mandibular
measurements based on the correlations that they have with other recorded
measurements. This technique, although proven effective for predicting un-
known variables on other anatomical structures, offers an extremely sparse es-
timation for a shape that is complex in shape (Plessers et al., 2018). Recently,
research has been done on the use of statistical shape modelling as a method

10A type of cancer that originates in the cells that form bones
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for virtual reconstruction. Unlike the measurement estimation techniques, sta-
tistical shape modelling is able to offer a full representation of the geometry to
be estimated. Plessers et al. (2018) investigated the use of a statistical shape
model (SSM) to reconstruct glenoid bone defects. This was due to the amount
of information relating to the glenoid joint predicted by previous methods be-
ing very limited. A SSM presents itself as a mean shape of a population, that
can morph into any other shape within the variation limits described by the
training data used to create the model (Plessers et al., 2018). This model is able
to estimate the most likely shape of missing/damaged geometries by receiv-
ing the healthy portion of the anatomical structure as partial input. Plessers
et al. (2018) reported good results when using the SSM to virtually recon-
struct glenoid joints. Studies by Zhang and Besier (2017) and Vanden Berghe
et al. (2017) also investigated the use of statistical shape modelling for recon-
struction purposes, where they implemented the technique on the femur and
acetabulum respectively. Both studies reported high-quality reconstruction
errors that compared favourably to other clinically relevant methods.

Limited literature exists on the use of statistical shape modelling for the re-
construction of the mandible. Zachow et al. (2005) advocates the possibility of
using a SSM for mandibular reconstruction purposes. During this pilot study,
a SSM was created from training data consisting of 11 mandibular instances.
The author reported promising preliminary results, yet no comparisons were
made with other clinically implemented methods (such as the mirroring tech-
nique). Abdolali et al. (2017) recently constructed a SSM of the mandible
from a more comprehensive training set (84 mandibles). This study, however,
investigated the use of a SSM for automating the segmentation of mandibles
from CT scans rather than its virtual reconstruction ability.

2.5 Summary
The main objective of this study is to devise a method to assist surgeons dur-
ing the virtual surgical reconstruction of the mandible. The literature behind
traditional and virtual methods of reconstruction was reviewed. Traditional
methods of geometry prediction and the use of implants that are bent intraop-
eratively have been shown to have notable shortcomings. Using VSR to create
custom patient-specific implants has lead to better results with fewer compli-
cations. The design of these custom implants has proved difficult in situations
where the plane of symmetry is unavailable. Recent studies have suggested
that forming a SSM of the anatomical structure in question may be used to
overcome this complication.
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Chapter 3

Cephalometric Analysis

As mentioned earlier in Chapter 2, cephalometric studies have played an in-
tegral role in the treatment planning of orthognathic surgeries over the years.
The results of these studies are generally represented by cephalometric norms
that are used to offer an indication of correct geometrical measurements that
should occur on the patient’s skull. The current study offers these norms for
the South African population, whilst also drawing correlations between the
various cephalometric measurements included within the study.

Obtain ethical
clearance Collect data Segment skull

surfaces

Record
cephalometric
measurements

Intergender
comparison 

Comparison to
other ethnicities

Draw correlations
between

measurements

Statistical Analysis

Sparse prediction
model

Figure 3.1: Cephalometric analysis methodology
(Illustration: RL Gillingham)
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The findings from this study serve to offer useful insight into the morphol-
ogy of the mandible as well as gender dimorphism in mandibular structure.
A comparison was also made between the findings from the current analysis
and other similar analyses performed on subjects from various geographic lo-
cations. The correlations found between the measurements were used to create
a sparse prediction model (SPM), that can predict certain unknown measure-
ments from the partial input in the form of known/healthy measurements.
Figure 3.1 displays the logical flow of task completion in order to successfully
conduct the cephalometric analysis.

3.1 Ethical clearance and data collection
In order to retrospectively analyse previous patient data, ethical clearance
was required. To obtain this clearance, the project had to be conducted in
accordance with internationally recognized standards and the guidelines of:

1. the Declaration of Helsinki

2. the South African Guidelines for Good Clinical Practice

3. the Medical Research Council’s (MRC) Ethical Guidelines for Research.

After this ethical clearance had been granted, patient data could be collected
from the hospital’s database. Due to patient confidentiality, the patient’s CT
data was loaded on a private, password protected computer. This data was
given a unique randomized code that’s independent to the patient’s details.
By doing this, the data remained anonymous and the patient’s identity was
never revealed. Care was taken to collect an equal (approximately) amount of
male and female scans. This is due to a separate statistical analysis that had
to be done on both genders as a result of morphological differences that may
exist between them. An important part of a clinical study is the determination
of the sample size. Before this calculation could take place, certain factors, as
described by Kadam and Bhalerao (2010) and Pandis et al. (2011), had to be
decided upon:

1. Effect size: The minimum difference between two sample populations
that would be considered significant. The magnitude of the effect size
is most preferably estimated by referring to similar studies in litera-
ture (Kadam and Bhalerao, 2010). The study performed by Bayome
et al. (2013), which looked at the cephalometric differences between male
and female subjects of the Korean population, is closely related to the
cephalometeric analysis conducted during the current study. As a re-
sult, the effect size for each measurement recorded in that study was
determined. The smallest effect size was chosen for the sample size cal-
culation.
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2. Standard deviation (σ): This is the estimated shared standard deviation
between the two sample populations. Like the effect size, this standard
deviation should be determined by examining similar studies in litera-
ture.

3. Type 1 error (α): A type 1 error refers to the probability of falsely
inferring a significant difference. α was chosen to be 0.05.

4. Type 2 error (β): Conversely to a type 1 error, a type 2 error is the
probability of failing to notice a significant difference. This error was
chosen to be 0.2. The power of a study is equal to 1-β.

With the decided upon parameters, the required sample size was calculated
using Equation 3.1, where ntot, Zα, Z1−β, σ and ∆ refer to the sample size, Z
scores corresponding to the α and 1− β values, the shared standard deviation
and the chosen effect size respectively (Chow et al., 2017). q1 and q2 refer to
the proportion of subjects that are in the two groups being investigated.

ntot =

(
1

q1
+

1

q2
)(Zα + Z1−β)2σ2

∆2
(3.1)

The sample size required, using the chosen parameter values, was calculated to
be 68, with 32 and 36 of the 68 belonging to the male and female populations
respectively. The unequal required sample sizes was due to the difference in
the amount of male and female scans acquired during the study performed
by Bayome et al. (2013) (18 male and 20 female). This result was validated
using Matlab’s built-in sample size function, where the results thereof can
be seen in Appendix A. For conservativeness, 40 scans for each gender were
obtained, with ages of 25±4.3 years and 27±4.2 years for the male and female
subjects respectively. Once results from the current study were obtained, this
sample size calculation was repeated, this time with parameters obtained from
the current study. If the results of the study were to offer unsatisfactory or
inconclusive results, more data would have been collected. It was important
to ensure that all the required data was collected before the ethical clearance
expired. Each CT scan had a spatial resolution of between 0.5 and 0.65 mm
in the X, Y and Z directions. Once obtained, these scans were converted to
a DICOM (Digital Imaging and Communications in Medicine) format so that
they could be opened and observed using medical imaging software. The desire
was to develop and analyse cephalometric relationships for a healthy and fully
developed skull. Therefore, the following inclusion criteria was placed on the
obtained patient scans :

1. CT scans of patients with normal occlusion with a balanced facial struc-
ture were used.
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2. Each scan had to be of a patient over the age of 18. This is due to the
analysis being based on a fully developed mandible. By the age of 18,
mandibular growth becomes limited .

3. The patient had to have full permanent dentition. This is because
mandibular resorption occurs in areas where teeth are absent (Wical
and Swoope, 1974). Since the analysis is based on healthy mandibular
structure, no mandibular resorption may be present amongst the data.

4. The patient had to have a Class 1 skeletal relationship, meaning that
his/her upper (maxilla) and lower (mandible) jaw should be in harmony
with each other. i.e. no under or overbite could have been present
amongst the data.

3.2 Segmenting of skull surfaces
The software program 3D Slicer was used to create and eventually manipulate
3D rendered surfaces from the CT scans. 3D Slicer (Version 4.10, obtainable
from https://download.slicer.org/) is a free open source software program that
focuses on image analysis and visualisation. This made this program very
suitable for creating virtual 3D surfaces from medical data. The patient scan
data is essentially tomographic images of the region of interest viewed from
all three planes, taken at 0.6 mm intervals. The image software combines
these images to form a 3D virtual surface of this region. Figure 3.2 offers an
illustration of a typical CT tomographic scan as observed from all three planes
in 3D Slicer.

Figure 3.2: Snapshot of patient CT scan from all three planes
(Illustration: RL Gillingham)

The desired landmark positions occur on the skull. The software program
has the function to isolate certain tissue groups by limiting the rendered volume
to a certain density threshold. The higher this threshold is made, the denser
the tissue matter that remains. This threshold was increased to such a point
where only bony matter was visible.
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3.3 Recording cephalometric measurements
Once the skull surfaces had been segmented and the anatomical landmarks
were identified on each surface, the relevant measurements could be recorded.
The locations of the landmarks are shown in Figures 2.7 and 2.8. Figure 3.3
illustrates the chosen coordinate system used when locating the landmarks and
recording the measurements. The planes used for this coordinate system are
described below:

Vertical plane (YZ): This plane is the same as the sagittal plane and
divides the skull into two lateral halves.

Horizontal plane (XY): The horizontal plane is made parallel to the
FH plane (shown in Figure 2.5), whilst passing through the nasion (N).

Frontal plane (XZ): The frontal plane passes through the nasion (N),
whilst being perpendicular to both the YZ and XY planes.

The linear and angular measurements that were recorded for each skull surface
are documented in Tables 3.1 and 3.2 respectively. 24 different measurements
(13 linear and 11 angular) were recorded for each subject. Of these 24 mea-
surements, 9 were bilateral (i.e. occurring on both sides), resulting in a total
of 33 measurements.

Figure 3.3: Coordinate system
(Illustration: RL Gillingham)
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Table 3.1: Linear Measurements

Measurement Description

Linear Measurements (mm)

N-ANS Distance between nasion and anterior
nasal spine

FO-FO Distance between right and left fron-
tomalare orbitales

ZA-ZA Distance between right and left zygo-
maxillare anteriores

Or-Or Distance between right and left or-
bitales

Go-Sagittal Distance between gonion and sagittal
plane (bilateral)

Co-Sagittal Distance between condylion and sagit-
tal plane (bilateral)

N-Me Vertical distance between nasion and
menton

ANS-Me Vertical distance between anterior
nasal spine and menton

Co-Go Distance between condylion on gonion
(bilateral)

Co-Sig
Vertical distance between condylion
and sigmoid notch (bilateral)

ID-Me Distance between infradentale and
menton

Go-Me Distance between gonion and menton
(bilateral)

Co-in - Co-out
Distance between the innermost and
outermost point of the condyle (bilat-
eral)
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Table 3.2: Angular Measurements

Measurement Description

Angular Measurements (°)

SNA Angle bewteen the sella, nasion and A
point

SNB Angle between the sella, nasion and B
point

ANB Angle between the A point, nasion and
B point

Facial Angle Angle between the nasion, pogonion
and FH plane

SN-Pg Angle between the sella, nasion and
pogonion

Me angle Angle between the right and left
gnathion and menton

Convexity angle Angle between the nasion, A-point and
pogonion

Me-Go-Co Angle between the menton, gonion and
condylion (bilateral)

Id-Me angle Angle between the infradentale and
menton

Co-Go-Fh Angle between the condylion, gonion
and FH plane (bilateral)

Sn-GoGn Angle between the SN and GoGn
planes (bilateral)

3.4 Statistical analysis
Once the measurements had been acquired from all the surfaces, a statistical
analysis was performed on the results. This was to draw conclusions on gender
differences, find the correlations that exist amongst the measurements and
to test for the repeatability in obtaining the measurements. The statistical
measures that were undertaken on the data are described in the following
subsections.
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3.4.1 Correlation

The SSM of the mandible to be formed by the end of this study relies on
dense point correspondence. Forming this dense point correspondence is a
challenging task (Clogenson et al., 2015). Using the correlations between mea-
surements of a cephalometric analysis, a more sparse and manageable approach
is achieved in predicting certain unknown facial geometries. If strong correla-
tions exist between certain facial measurements, then the known value of one
or more measurements may be used to predict the unknown value of another
by means of regression.

The Pearson correlation coefficient (r) is a measure of the linear correlation
between two variables (Lee Rodgers and Nicewander, 1988). This coefficient
may be used to show the degree of correlation between the cephalometric
measurements. The value of this coefficient ranges between −1 < r < 1,
where a value in the region of 0.65 < r < 1 or −1 < r < −0.65 indicates a
strong positive or negative correlation between the two variables respectively.
This correlation coefficient is calculated as follows:

r =

∑n
i=1(Xi − µX)(Yi − µY )√∑n

i=1(Xi − µX)2
∑n

i=1(Yi − µY )2
(3.2)

r,X,Y and µ represent the correlation coefficient, the respective measurements
and the mean value of the measurement respectively. Equation 3.2 can be
simplified to:

r =
cov(X, Y )

σxσy
(3.3)

The numerator is the covariance between the two measurements and the de-
nominator is the product of the standard deviations of the two measurements.
Rasmussen and Williams (2006) offers the following regression formula to cal-
culate the value X when having the known value of Y :

X = µX +
cov(X, Y )

σ2
y

(Y − µY ) (3.4)

3.4.2 Statistical significance

This test serves to quantify the significance in the difference between two
datasets. The p-value (p), which quantifies this difference, is the probability
of obtaining the observed difference between the samples if the null hypothesis
were true. The null hypothesis is the hypothesis that there is no difference
between the two sets of data (Altman, 1990). This p-value came about by
performing a two-sample t-test. This test compares the means and standard
deviations of two datasets and returns a value (p-value) ranging between 0
and 1 (Snedecor and Cochran, 1989). A value p<0.05 indicates that the two
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datasets are significantly different, whilst any other value signifies that no
significant difference is observed. For the current study, this test was used to
asses:

1. The difference between the male and female South African population’s
skull structure.

2. The extent of the difference between overlapping measurements recorded
by the current and other studies performed on subjects from different
geographic locations.

3.4.3 Reliability of data

Before any assessment is used during clinical application, it is recommended
to first establish the reliability of the data that’s being recorded. Daly and
Bourke (2008) defines this reliability as the extent to which measurements
can be replicated. Reliability reflects both the correlation and agreement be-
tween values (Koo and Li, 2016). The intraclass correlation coefficient (ICC)
is an index that successfully quantifies the degree of correlation and agreement
between recorded measurements. This index is calculated using Equation 3.5,
where σt and σe represent the standard deviation of the original measurements
and the standard deviation of the error between the original and subsequent
measurements respectively.

rICC =
σt

2

σt2 + σe2
(3.5)

Depending on the application, various types of reliability exist. During the
current study, the measurements were recorded by a single observer. The
type of reliability that reflects the variation of data measured by a single rater
across two or more trials is known as intra-rater reliability. The ICC coefficient
ranges between 0 and 1, where a value closer to 1 indicates greater reliability.
Cicchetti (1994) offers the following guidelines on interpreting the ICC rating:

- 0 < rICC < 0.4: poor
- 0.4 < rICC < 0.6: fair
- 0.6 < rICC < 0.75: good
- 0.75 < rICC < 1: excellent

3.5 Results/Findings
The following section offers the findings relating to gender dimorphism, cor-
relations between measurements and comparisons to other ethnicities. The
reliability of the study, as well as the updated sample size requirement was
also reported.
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3.5.1 Gender comparison

Table 3.3 shows the recorded angular measurements, where µ and σ represent
the mean and standard deviation of these measurements respectively. A two-
sample t-test was performed on the data to determine if the differences in the
measurements performed on both genders differ significantly or not. From the
results, it was shown that no significant difference was observed between the
two genders for any of the angular measurements. When comparing linear
measurements performed on the same subjects, as seen in Table 3.4, a large
percentage of the measurements taken showed a significant difference between
the two genders. Of the 19 recorded measurements, the two genders differed
significantly in 17 measurements. The only measurements that didn’t show a
significant difference were the depths of the sigmoid notches (Co-Sig).

Table 3.3: Angular measurement comparison

Male (n=40) Female (n=40)

Measurement [°] µ± σ µ± σ p-value

SNA 85.15±3.50 83.46±4.40 0.06
SNB 81.72±4.11 80.04±4.70 0.09
ANB 3.83±2.22 4.02±2.54 0.72
Facial angle 87.24±2.40 86.92±2.15 0.53
SN-Pg 81.30±4.06 79.58±4.45 0.08
Me angle 62.22±5.34 62.54±5.21 0.79
Id-me angle 69.19±6.39 69.36±7.74 0.92
Convexity angle 8.19±4.95 8.41±5.65 0.85
Me-Go-Co (right) 115.41±3.88 115.42±4.60 0.99
Me-Go-Co (left) 115.87±4.20 115.42±5.22 0.67
Co-Go-Fh (right) 86.04±2.91 85.79±3.16 0.76
Co-Go-Fh (left) 85.55±3.13 85.45±3.68 0.90
Sn-GoGn (right) 32.21±5.00 34.43±6.02 0.08
Sn-GoGn (left) 31.12±4.95 33.32±5.94 0.08
From two-sample t-test, *p<0.05(significant)

**p<0.001(very significant)
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Table 3.4: Linear measurement comparison

Male Female

Measurement [mm] µ± σ µ± σ p-value

N-ANS 49.54±2.81 46.41±3.23 < 0.001∗∗
FO-FO 101.16±4.23 97.08±3.61 < 0.001∗∗
ZA-ZA 94.70±5.51 89.89±4.97 < 0.001∗∗
Or-Or 71.71±6.13 68.04±5.51 0.006∗
Go-Sagittal (right) 46.65±3.14 44.46±2.65 0.001∗
Go-Sagittal (left) 45.61±3.43 43.37±3.10 0.003∗
Co-Sagittal (right) 50.72±2.87 47.08±3.14 < 0.001∗∗
Co-Sagittal (left) 50.04±2.79 47.10±3.05 < 0.001∗∗
N-Me 118.04±5.68 111.31±6.87 < 0.001∗∗
ANS-Me 68.51±4.22 64.90±4.98 < 0.001∗∗
Co-Go (right) 58.52±3.53 54.10±4.79 < 0.001∗∗
Co-Go (left) 57.69±3.96 53.08±4.47 < 0.001∗∗
Co-Sig (right) 18.61±2.82 18.15±3.09 0.49
Co-Sig (left) 18.21±3.09 17.84±3.13 0.60
ID-Me 34.08±3.06 31.75±3.56 0.002∗
Go-Me (right) 89.20±4.88 84.83±4.67 < 0.001∗∗
Go-Me (left) 89.44±5.77 84.93±4.73 < 0.001∗∗
Co-in - Co-out (right) 19.47±1.92 17.78±2.07 < 0.001∗∗
Co-in - Co-out (left) 19.21±1.97 17.81±2.15 0.003∗

From two-sample t-test, *p<0.05(significant)
**p<0.001(very significant)

3.5.2 Correlations

Pearson’s correlation coefficient (r) was calculated between the recorded mea-
surements in order to establish the extent of the linear relationships that ex-
ist between them. For the purpose of this study, r values in the range of
−1 6 r 6 −0.65 and 0.65 6 r 6 1 are documented. These correlations
found between measurements performed on the male and female subjects are
displayed in Table’s 3.5 and 3.6 respectively.
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Table 3.5: Strong correlations found between measurements performed on the
male population

Male Population (n=40)

Measurement 1 Measurement 2 r

N-ANS N-Me 0.72
FO-FO Or-Or 0.75

SNA SNPg 0.71
SNB 0.75

SNPg SNB 0.98
ANB Convexity angle 0.96
Me angle Go-Sagittal (right) 0.77
Go-Sagittal (right) Go-Sagittal (left) 0.78

N-Me ANS-Me 0.88
Id-Me 0.80

Co-Go (right) Co-Go (left) 0.75
Co-Sig (right) Co-Sig (left) 0.88
Me-Go-Co (right) Me-Go-Co (left) 0.69

Facial angle Go-Me (right) 0.71
Go-Me (left) 0.72

Id-Me angle Convexity angle -0.67
Go-Me (right) Go-Me (left) 0.90
Co-in - Co-out (right) Co-in - Co-out (left) 0.85
Sn-GoGn (right) Sn-GoGn (left) 0.94

From the results, it is clear that bilateral measurements (measurements
that occur on both halves) share strong correlations with each other. Con-
versely, very few bilateral measurements showed strong correlations with mea-
surements occurring on the mid-section of the mandible. Another deduction
from the findings is that no measurements based purely on upper cranial or
maxillary landmarks showed strong correlations with mandibular measure-
ments. Using these correlations, the regression functions that form part of the
SPM were formulated. These functions that regress the unknown value of a
measurement by receiving the known value of other measurements as an input,
can be seen in Appendix B.
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Table 3.6: Strong correlations found between measurements performed on the
female population

Female Population (n=40)

Measurement 1 Measurement 2 r

N-ANS N-Me 0.80
FO-FO Or-Or 0.85
SNA SNB 0.73

SNPg
SNB 0.98
Sn-GoGn (right) -0.73
Sn-GoGn (left) -0.78

ANB Convexity angle 0.97

Me angle Go-Sagittal (right) 0.77
Go-Sagittal (left) 0.72

Go-Sagittal (right) Go-Sagittal (left) 0.92
Co-Sagittal (right) Co-Sagittal (left) 0.76
Co-Go-FH (right) Co-Go-FH (left) 0.85

N-Me ANS-Me 0.91
Id-Me 0.84

Co-Go (right) Co-Go (left) 0.84
Co-Sig (right) Co-Sig (left) 0.92
Me-Go-Co (right) Me-Go-Co (left) 0.69
Id-Me Id-Me angle -0.70
Id-Me angle Convexity angle -0.68
Go-Me (right) Go-Me (left) 0.94
Sn-GoGn (right) Sn-GoGn (left) 0.98

The strong correlations found between bilateral measurements were further
supported by the results of a two sampled t-test. The results of this test, shown
in Table 3.7, indicate that no significant difference exists between bilateral
measurements for both the male and female subjects.
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Table 3.7: Comparison of bilateral measurements

Male Female

Measurement r p-value r p-value

Me-Go-Co [°] 0.69 0.48 0.58 0.21
Co-Go-FH [°] 0.57 0.45 0.85 0.82
SN-GoGn [°] 0.94 0.35 0.98 0.78
Go-Sagittal [mm] 0.78 0.07 0.92 0.25
Co-Sagittal [mm] 0.64 0.40 0.76 0.80
Co-Go [mm] 0.75 0.29 0.84 0.18
Co-Sig [mm] 0.88 0.55 0.92 0.71
Go-Me [mm] 0.90 0.79 0.94 0.95
Co-in - Co-out [mm] 0.85 0.38 0.49 0.53
From two-sample t-test, *p<0.05(significant)

**p<0.001(very significant)

3.5.3 Comparison to other geographic areas

Table 3.8 shows the comparison between overlapping measurements performed
by other studies on various ethnic groups for both the male and female pop-
ulations. As can be seen by the comparisons, significant differences in the
overlapping measurements can be found between the current study and other
studies.
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3.5.4 Reliability

The 33 measurements were recorded again for both male and female datasets,
three weeks after the first set of measurements were obtained. This was in
order to test for the intra-rater reliability of the measurements. The intra-
class correlation coefficient (ICC), as described in Section 3.3.3, was calcu-
lated for each measurement to quantify their respective reliability. The male
and female measurement’s ICC ranged between 0.858 ≤ rICC ≤ 0.996 and
0.863 ≤ rICC ≤ 0.997 respectively. The three week break between the first
and second measurement recordings, was to reduce the bias of memory when
selecting the landmark positions. Following the standards described by Cic-
chetti (1994), these ICC ranges indicate excellent intra-rater reliability.

3.5.5 Recalculation of required sample size

The sample size calculation shown by Equation 3.1 was repeated using param-
eters obtained from the results. This was to determine if the current amount of
samples used were sufficient. The effect size to shared standard deviation ra-
tio (

4
σ

) was calculated for each measurement for which a significant difference
was observed between the male and female subjects. For conservativeness, the
smallest ratio was used for the calculation as this would result in the largest
sample size. The required number of samples was calculated to be 70, with 35
needed for each gender. As a result, no further samples were needed.

3.6 Discussion
The implications of the findings are discussed in the following subsections.

3.6.1 Gender comparison

No significant difference was found between any angular measurements per-
formed on the male and female subjects. This suggests that the shape of the
male and female skulls are relatively similar. Other studies, such as those per-
formed by Miura et al. (1965), Huang et al. (1998) and Baruah et al. (2009)
on the Japanese, USA and Assamese populations respectively, showed simi-
lar results, where angular measurements performed on both genders showed
little significant difference. Conversely to the results of the angular measure-
ment comparison, the two genders differed significantly for the majority of the
recorded linear measurements (17 of 19). This shows that despite the skull
structure of the male and female population being similar in shape, they dif-
fer significantly in size. These results are in agreement with other published
cephalometric norms. Thilander et al. (2005) and Bayome et al. (2013), who
conducted their studies on the Swedish and Korean populations respectively,
reported that the linear measurements in male subjects were noticeably larger
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than that in females. This was observed in the current study, where the average
magnitude for every linear measurement, was greater for the male population.
This clear difference in size leads to the conclusion that separate studies for
both genders should be conducted when analysing cephalometric morphology.

3.6.2 Correlations

The strong linear correlations found between the recorded measurements are
shown in Tables 3.5 and 3.6. For both genders, the majority of the bilateral
measurements showed strong correlations with each other. It can therefore
be assumed that bilateral measurements will have greater success in predict-
ing missing bilateral measurements through regression than measurements oc-
curring on the front section of the mandible. Another deduction from the
findings is that no measurements based purely on upper facial or cranial land-
marks showed a strong correlation with any mandibular measurements. This
indicates that difficulties would arise if an estimation of mandibular geometry
was attempted using the upper portion of a patient’s skull. It would thus be
preferable to use measurements local to the patient’s mandibular defect when
attempting to infer the shape of missing geometry.

3.6.3 Symmetrical nature

The use of the mirroring technique during VSR relies on the assumption that
the mandible is symmetrical across the sagittal plane, i.e both halves of the
mandible are similar. The findings shown in Table 3.7 indicate that no signif-
icant difference is present between any of the bilateral measurements (angular
or linear) for both genders. This lack of significant difference between bilat-
eral measurements as well as the strong linear correlations present between
these measurements, supports the intuitive observation of the mandible being
symmetrical across the sagittal plane.

3.6.4 Comparison to other geographic regions

Comparisons between overlapping measurements recorded in the current study
and similar studies performed on subjects from different geographic areas (see
Table 3.8), showed that significant differences in skull structure exist between
the South African population and these other populations. Even studies on
populations of the same racial type (black) to the subjects analysed for the
current study, reported significantly different cephalometric norms. This shows
that despite populations being of the same race, their anatomy could still be
significantly different in shape and size. Baruah et al. (2009) reported simi-
lar findings where Indian groups from different locations differed significantly
to each other. This emphasizes the need for a population-specific model for
geometry prediction.
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Chapter 4

Statistical Shape Model
Construction

As seen in Chapter 2, the design of implants for patients with mandibular
deformities is a very difficult and non-exact task, especially when mandibular
symmetry cannot be used as a guide. The human error present in the design
method presents a strong chance for the resulting implant not matching the
patient’s mandibular geometry accurately. Any kind of guideline for the shape
of the resultant implant would be highly desired (Zachow et al., 2005). The
method of using a cephalometric analysis as described in Chapter 3, finds
correlations that exist amongst a discrete amount of measurements that make
up the human skull. This serves as a sparse representation of a shape that is
complex in geometry. Statistical shape modelling offers a different approach
in analysing the variation that exists in a particular shape family. A shape
can be represented as a collection of points of any dimension (Cootes et al.,
2000). If a training set of shapes are aligned according to the same frame
of reference and are then superimposed, a distribution of the points making
up that particular shape can be observed. Statistical shape modelling involves
the statistical analysis of this point distribution, where information on how the
shapes within that particular shape family vary can be obtained. This analysis
is usually carried out by performing Principal component analysis (PCA) on
the point distribution. PCA finds the directions (principal components) in
which the data varies. A model (SSM) of the shape in question is represented
as a mean shape combined with these principal modes of variation.

Two gender-specific SSMs were constructed. Figure 4.1 illustrates the steps
performed in order to construct the SSMs. The mandibular surfaces required
for constructing the SSMs were obtained similarly to the way the skull sur-
faces were formed in Chapter 3. Once these surfaces had been segmented,
they were aligned to a single reference shape, after which, correspondence

40
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was found amongst the dataset. Once aligned, PCA was performed on the
point distribution. The resultant PCA model is able to offer an estimate of
healthy mandibular geometry by receiving partial input in the form of known
mandibular coordinates.

Figure 4.1: Steps in the SSM construction process
(Illustration: RL Gillingham)

4.1 Segmenting of mandibular surfaces
The resultant SSM of the mandible is created from mandibular surfaces. Seg-
menting mandibular surfaces is a more intricate process than when segmenting
the skull surfaces in Chapter 3. When segmenting the skull surfaces, the den-
sity threshold of the particular region was increased to a point where the bony
matter remained. In this case, only the mandibular surfaces of the subjects
were desired. As a result, simply limiting the scene to a certain density thresh-
old wouldn’t isolate the mandible, as the mandible has a similar density to the
surrounding unrelated bony matter. In order to isolate the rendering to only
that of the mandible, the following steps were taken:

1. The density threshold function is used to isolate the anatomy in the CT
scan scene to that of a threshold corresponding to the density of the
mandible. Due to the mandible’s similar bone density to surrounding
matter, such as the teeth, this initial rendering contains many unwanted
artefacts. Figure 4.3a displays this initial surface rendering.
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2. To ensure that only a rendering of the mandible results, the unrelated
matter was erased manually from each slice. Figure 4.2 illustrates the
isolation of the mandible in the CT scan scene, whilst Figure 4.3b shows
the surface rendering once the mandible has been isolated.

3. Remaining artefacts and noise were removed from the surfaces using the
program’s smoothing function. Figure 4.3c shows a mandibular surface
after the smoothing process.

Figure 4.2: Snapshot of patient CT scan with mandible isolated
(Illustration: RL Gillingham)

(a) (b) (c)

Figure 4.3: Segmentation process
(Illustration: RL Gillingham)

4.2 Shape alignment and developing
correspondance

As mentioned earlier, every shape can be represented by a certain number of
points that define its geometry. Before a point distribution of these shapes
could be obtained, the shapes had to be aligned to the same orientation as
a chosen reference shape. The most popular method to align the shapes of a
given dataset is the Procrustes analysis (PA) (Heimann and Meinzer, 2009).
This method initially involves defining a set of corresponding landmarks on
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a reference shape, D = {di, ..., dn}, and the shape to be aligned to this ref-
erence, M = {mi, ...,mn}. A transformation is found that maps the target
shape to the reference shape. This transformation consists initially of trans-
lating the centroid of the target shape to the centroid of the reference shape
(Clogenson et al., 2015). Once this translation is achieved, the target shape
undergoes a rotation until its alignment matches that of the reference shape.
This transformation is defined by Equation 4.1 (Lorusso et al., 1995).

τ(m) = R(mi + T ) (4.1)

T represents a translation vector that moves the centroid of M to the centroid
D and R is a rotation matrix that rotates M to the same alignment of D after
M has been translated. To obtain R, a correlation matrix, H, of the centred
point sets is first calculated :

H =
n∑
i=1

(mc,i)(dc,i)
T (4.2)

Using singular value decomposition (SVD), the correlation matrix is broken
down as follows:

H = UΛV T (4.3)

The rotation matrix (R) is calculated by means of Equation 4.4 (Lorusso et al.,
1995):

R = V UT (4.4)

Figure 4.4 illustrates this alignment of two shapes. When there is more than
one shape that has to be aligned, the generalised Procrustes analysis is used.
The steps detailing this method, as presented by Cootes et al. (2000), are as
follows:

1. Choose one of the shapes as the reference shape, ςR

2. Align the rest of the shapes, (ς1, ..., ςn), to the reference shape.

3. Once all the shapes have been aligned to the reference shape, compute
the mean shape, ςµ.

4. Use the calculated mean shape, ςµ, as the new reference shape and repeat
the procedure from step 2. If the new reference shape remains the same
as the previous iteration, convergence can be assumed and the procedure
is complete.
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(a) Two originally non-aligned shapes

(b) Centroid of unaligned shape
translated to centroid of reference

shape

(c) Unaligned shape rotated to match
alignment of reference shape

Figure 4.4: Alignmnet of shapes
(Illustration: RL Gillingham)

Once the shapes were aligned, correspondence was to be drawn amongst the
shapes in the dataset. This means that for every point on one surface, the
corresponding point had to be found on the other surface (Albrecht, 2011).
This correspondence finding procedure is often termed as registration. Reg-
istration is accomplished by finding some mapping or deformation that maps
the reference shape onto the target shape. This problem can be defined by
Equation 4.5 and visualised in Figure 4.5 (Clogenson et al., 2015):

T (x) = Ωr → Ωt (4.5)

There are two types of transformations in order to find this mapping, namely:
rigid-body and nonrigid transformations (Audette et al., 2000). One of the
most commonly used rigid-body transformations to find correspondence is the
Iterative closest point (ICP) method developed by Besl and McKay (1992)
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Figure 4.5: Illustration of matching point pairs
(Illustration: RL Gillingham)

(Heimann and Meinzer, 2009). This method assumes that the pose of the two
shapes has not yet been accounted for and that every point on the reference
shape corresponds to the closest point on the target shape. A transformation
that reduces the root mean square (RMS) distance between the matched point
pairs is implemented on the target shape. The sum of the squared distances
between matched point pairs is used as the similarity metric. This process is
repeated until the similarity metric shows a negligible change. This method
is similar to the Procrustes analysis described earlier, except for the fact that
the Procrustes analysis requires corresponding point sets as an input, whereas
the ICP method treats this correspondence as a variable to be estimated.
This method of correspondence should be limited to situations where a good
size initialisation has already been achieved between the reference and target
shapes. If the target and reference shapes differ considerably in size, then
the ICP method will most likely draw incorrect correspondences (Heimann
and Meinzer, 2009). It’s for this reason that rigid-body transformations are
best suited to applications where the same shape has been imaged by different
modalities, and deformations to this shape are negligible. Seeing as for this
study’s application, correspondence is to be found amongst a dataset consisting
of similar shapes, but not the same shape, a nonrigid transformation would be
better suited to find this correspondence.

A general form of this nonrigid approach would be to find a global poly-
nomial function that maps the reference shape to the target shape (Lavallee,
1996). This process of mapping is referred to as global polynomial interpola-
tion. Such functions are known to not always produce suitable local deforma-
tions on anatomical structures (such as bones). Unpredictable behaviour can
also result in the deformation finding process when the degree of the polyno-
mial function is too high (Audette et al., 2000). This can be mitigated some-
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what by replacing the global polynomial function with a piecewise polynomial
function. An example of such a piecewise polynomial function is a spline.
Splines are known to show a very high degree of smoothness/continuity at
the points (knots) where the piecewise polynomials connect (Judd and Judd,
1998). In interpolation/approximation applications, the use of splines are of-
ten preferred to global polynomial functions as the results yielded are similar,
whilst the problem of instability is avoided. Subsol et al. (1998) and Fleute
et al. (1999), who were amongst the first to use nonrigid deformation meth-
ods to find correspondence amongst the training shapes, both made use of
spline approximation, specifically B-spline and Octree spline approximation
respectively (Heimann and Meinzer, 2009).

Similar to the spline-based approaches, where complex deformations can
be expressed through a combination of piecewise functions, Lüthi et al. (2017)
describes a method where a deformation can be sampled from a Gaussian
process as a linear combination of basis functions. A Gaussian process is a
collection of random variables, any finite number of which have a joint Gaussian
(normal) distribution (Wilson and Adams, 2013). There is no limit to the
number of entries in this random collection of variables. As such, a Gaussian
process can be generalised as a distribution over functions, rather than simply
a finite amount of variables. In the case of finding correspondence between
shapes, the functions are represented by the deformations that are added to
the reference shape in order to match the target shape. A deformation sampled
from a Gaussian process may be generalised as a mean deformation combined
with a covariance function (Wilson and Adams 2013; Lüthi et al. 2017).

u(x) ∼ GP (µ(x), k(x, x′)) (4.6)

k(x, x′) represents a covariance/kernel function that determines the measure
of similarity between two points. It is this kernel function that ultimately
determines the smoothness of the deformations. With this method, smooth
and predictable deformations are sampled and added to the reference shape,
allowing it to deform in a manner that preserves its topology. Another re-
cently devised registration technique that deforms the reference point set in a
smooth manner that preserves its topology, is the Coherent point drift (CPD)
algorithm developed by Myronenko and Song (2010). With this method, the
reference point set is represented as Gaussian mixture model (GMM) centroids.
These centroids are fitted to the target points by maximising the likelihood
of correspondence using the Expectation maximum (EM) algorithm, initially
described by Dempster et al. (1977).

For this step of the SSM construction, the Gaussian process morphable
model (GPMM) registration technique described by Lüthi et al. (2017) was
used. This was due to this method’s ability to produce smooth deformations
to the reference shape, allowing its topology to be preserved. An added benefit
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of this method is its flexibility, where prior knowledge of the shape in question
can be utilised to restrict the deformations under various conditions (Clogenson
et al., 2015). The open source software programs Statismo and Scalsimo easily
allow for the implementation of this registration technique (Lüthi et al., 2012).
The rest of this section serves to summarise the use of this method in adding
a deformation to the reference shape so that it matches the target shape.

This reference shape combined with a deformation sampled from the Gaus-
sian process results in a new shape instance. This Gaussian process, by per-
forming a Karhunen-Loéve expansion, is represented parametrically as the
summation of an infinite set of basis functions, as shown in Equation 4.7
(Lüthi et al., 2017):

u(x) = µ(x) +
∞∑
i=1

bi
√
λiφi(x), bi ∈ N(0, 1) (4.7)

λi and φi represent eigenvalue/eigenfunction pairs that are calculated via
Equation 4.8 and bi is a constant that follows a normal distribution. (Ras-
mussen and Williams, 2006).

λiφi(x
′) =

∫
k(x, x′)φi(x)dρ(x) (4.8)

Due to there being an infinite amount of basis functions that make up the
Gaussian process, computing the integral in Equation 4.8 is infeasible unless
a lower-rank approximation is obtained. This low-rank approximation is ob-
tained by letting dρ(x) = p(x)dx, where p(x) is a probability density function
(PDF). This leads to Equation 4.9, where xl is sampled from p(x).

λiφi(x
′) =

∫
k(x, x′)φi(x)p(x)dx ∼ 1

n

n∑
l=1

k(xl, x
′)φi(xl) (4.9)

Substituting (xl)l=1→n for x′ in Equation 4.9 results in the eigenvalue problem
defined by Equation 4.10.

Kui = λesti ui (4.10)

K represents a n × n covariance matrix of the sampled points, λesti the ith
eigenvalue and ui, the corresponding eigenvector. λesti and ui are calculated
by performing SVD on the covariance matrix, where λesti serves as an estimate
for λi, whilst φi(x) is estimated via Equation 4.11:

φesti (x) =

√
n

λesti
kX(x)ui (4.11)

Note that kX(x) = (k(x1, x), ..., (k(xn), x). φesti (x) serves as an estimation for
the ith eigenfunction of the Gaussian process and extends to all points within
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the domain. This is contrary to ui that extends only to the sampled points.
If an infinite amount of points were sampled, ui and λesti would be equal to
λi and φi(x) respectively. Therefore, the more points sampled from p(x), the
more accurately these quantities are estimated (Lüthi et al., 2017). With λesti
and φesti (x), Equation 4.7 is approximated by Equation 4.12:

uest(x) = µ(x) +
n∑
i=1

bi
√
λesti φesti (x), bi ∈ N(0, 1) (4.12)

With this low-rank approximation, a deformation is sampled from the Gaussian
process and added to the reference shape. To find correspondence with a target
shape, the reference shape must undergo a deformation until the deformed
shape matches that of the target shape. This model fitting problem is shown
by Equation 4.13 and is illustrated in Figure 4.6.

Sd = Sr + uest(x), Sd ∼ St (4.13)

Sd represents the deformed reference shape (Sr) that matches the target shape
(St). This model fitting problem may be solved by optimising the values of the
weighting factors, bi→n so as to minimise the error between the reference and
target shapes, or by obtaining a posterior estimate, as described in Section 4.4.
Sd serves as a representation of St that is in correspondence with Sr (Clogenson
et al., 2015).

Figure 4.6: Deformation of reference shape (red) to match target shape (blue)
(Illustration: RL Gillingham)

4.3 Principal component analysis
Once all the instances within the dataset were aligned and superimposed, the
variation at each of the points making up the general shape could be seen.
This point distribution was then statistically analysed and represented as a
mean shape combined with modes of variation. Figure 4.7 illustrates a typical
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point distribution model of a dataset consisting of 17 aligned shape instances
of the mandible’s left side. Cootes and Taylor (1995) were amongst the first
to statistically analyse the point distribution of a shape family and develop
modes of variation from the training data. These modes were calculated using
principal component analysis (PCA).

Figure 4.7: Example of a point distribution model
(Illustration: RL Gillingham)

The basis of a PCA-based SSM relies on the assumption that the total
variation that exists amongst a shape family may be learned from example
shapes (Lüthi et al., 2017). PCA makes use of an orthogonal transformation
in order to convert a set of possibly correlated variables into a set of linearly
uncorrelated variables called principal components. These principal compo-
nents, which are achieved by performing Singular-value decomposition (SVD)
on the data’s covariance matrix, are arranged in descending order of explained
variance. Each of these principal components or modes of variation represent
the "directions" in which the data (in our case shapes) changes. These direc-
tions are tough to visualise in applications where the dimension of the data is
high. Figure 4.8 offers a more intuitive view of these principal components,
where the dimensionality of the data points is only two. Therefore, in the
case of shape modelling, any shape within the variation limits described by
the training data can be realised by combining these components to the mean
shape under various weightings.

This PCA-based model is generalised by Equation 4.14, where s, µ, b and φ
represent a shape instance, the mean shape, a certain weighting and a principal
component respectively. The rest of this section serves to detail the steps
performed in order to obtain a PCA-based SSM in the form of Equation 4.14.

s = µ+
n∑
i=1

biφi (4.14)
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Figure 4.8: Basic example of PCA
(Illustration: RL Gillingham)

Each shape within the example data is represented as a vector si ∈ <3n,
where the x, y and z components of each point making up the shape, form the
contents of the vector (Nair and Cavallaro, 2009):

si = (x1x, x1y, x1z, ..., xnx, xny, xnz)
T (4.15)

The general assumption that the shape variations can be modelled as a normal
distribution is made, where µ and Σ represent the mean shape and covariance
matrix of the data respectively (Lüthi et al., 2017):

s v N(µ,Σ) (4.16)

The mean shape vector µ and covariance matrix
∑

are calculated as follows
(Shlens, 2014) :

µ =
1

n

n∑
i=1

si (4.17)

∑
=

1

n− 1

n∑
i=1

(si − µ)(si − µ)T (4.18)

The resultant covariance matrix has dimensions of n × n, with n being the
number of entries in the original shape vector si. The element in the (i, j)
position of the matrix is the covariance between the ith and jth elements of
the shape vector si. This covariance is the measure of the linear relationship
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between the two variables. For example, if the larger values of one variable
correspond with the larger values of the other variable, and the same holds for
the lesser values, then the covariance between the two variables is positive. If
a relationship opposite to the one just mentioned occurs, then the covariance
between the variables will be negative (Rasmussen and Williams, 2006).

An expansion of Equation (4.16) with vector and matrix representations of
µ and

∑
respectively is shown in Equation (4.19):

s ∼ N





µx1x
µx1y
µx1z
...

µxnx

µxny

µxnz


︸ ︷︷ ︸

µ

,



∑
x1xx1x

∑
x1xx1y

∑
x1xx1z · · ·

∑
x1xxnz∑

x1yx1x
∑
x1yx1y

∑
x1yx1z · · ·

∑
x1yxnz∑

x1zx1x
∑
x1zx1y

∑
x1zx1z · · ·

∑
x1zxnz

...
...

... . . . ...∑
xnzx1x

∑
xnzx1y

∑
xnzx1z · · ·

∑
xnzxnz


︸ ︷︷ ︸∑


(4.19)

The next step in producing the PCA based shape model is determining the
principal modes of variation or "directions" in which the data changes with
each other (Cootes et al., 2000). This is accomplished by executing eigenvalue
decomposition on the covariance matrix, as seen in Equation (4.20):

∑
=


...

...
...

φ1 · · · φn
...

...
...


λ1 · · · 0

... . . . ...
0 · · · λn




...
...

...
φ1 · · · φn
...

...
...


T

(4.20)

φi and λ represent the principal modes/directions of variation (eigenvectors)
and the variance (eigenvalues) that occurs at these modes respectively, centred
at the mean of the data (Cootes et al., 2000). The standard deviation (σi) of
the data along the direction of the respective principal modes (φi) is calculated
by taking the square root of the variance λi:

σi =
√
λi (4.21)

According to the generalised normal distribution, ∼ 99.7% of the data in line
with any mode of variation can be realised within the confines of 3 standard
deviations either side of the mean. As a result, PCA leads to a probabilistic
model where any valid shape can be approximated by the linear combination
of the modes to the data’s mean shape (Heimann and Meinzer, 2009):

s = µ+
n∑
i=1

biσiφi (4.22)

where bi represents any value within the confines of {−3, 3}.
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4.4 Shape estimation
Once the PCA shape model had been constructed, it could be used as a tool
to estimate missing geometry of any shape within the shape family. This is
accomplished by converting the prior model into what is known as a posterior
shape model using partial input in the form of known point positions (Lüthi
et al., 2017). The new posterior model has the same characteristics as the
prior shape model, sP v N(µP ,ΣP ) , with the new mean (µP ) serving as an
estimate for the most likely geometry of the shape needing to be reconstructed
based on the partial input received. The total variance in point positions
observed in the covariance matrix (ΣP ) is also reduced as a result of having
fixed point positions fed into the shape model. This posterior shape model is
often referred to as a conditional shape model. The first part of producing a
posterior model is identifying the known landmark positions on the shape to
be reconstructed L = {L1, ..., Ln} as well as the corresponding positions on
the mean shape of the prior model y = {y1, ..., yn} (Lüthi et al., 2017). From
these positions, the discrepancies between the observed landmark positions
and their corresponding positions on the prior model are calculated:

U =

∆1
...

∆n

 =

L1 − y1
...

Ln − yn

 (4.23)

The formulae for the new posterior model mean (µP ) and covariance matrix
(ΣP ) are as follows (Rasmussen and Williams, 2006):

µp = µ+ Σxy
TΣyy

−1U (4.24)

ΣP = Σ− Σxy
TΣyy

−1Σyx (4.25)

where Σyy represents the covariances between the observed landmark positions
on the prior model and Σyx are the covariances between the observed and non-
observed positions. Σ represents the prior model’s covariance matrix. Figure
4.9 illustrates this model fitting process, with the original and posterior SSMs
seen as point clouds. Figure 4.9a shows the identification of certain landmark
positions on both the SSM mean (green) and target shape (blue). These
observed landmarks serve as partial input to calculate the posterior SSM mean,
shown in Figure 4.9b. Notice how the point cloud that represents the posterior
SSM mean closely resembles that of the target shape. An even better fit is
achieved if more landmarks corresponding on both the SSM and target shape
are chosen.

The ICP method described earlier, is a useful technique to obtain this
dense set of corresponding points. This method of correspondence should be
limited to when a good size initialisation has already been achieved between
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the reference and target shapes. It is therefore recommended to first obtain a
posterior shape estimate of the target shape from sparse and manual landmark
selection as partial input to the SSM.

(a) identifying of landmarks on each
shape

(b) Posterior shape estimate

(c) Posterior shape estimate after
ICP

Figure 4.9: Model fitting procedure
(Illustration: RL Gillingham)

The posterior estimate then serves as the reference shape, on which a dense
set of random points is generated and serve as pseudo-landmarks. The corre-
sponding point on the target shape for each of the randomly generated points
on the reference shape is assumed to be the point closest in distance. The
distance discrepancies between these pseudo-landmarks and the corresponding
closest points on the target shape serve as the new U , as seen in Equation 4.23.
From here, a new posterior mean and covariance matrix is calculated using this
dense set of distance discrepancies. This process is iterated a pre-determined
amount of times or until negligible differences occur between estimates of con-
secutive iterations. An illustration of the new posterior estimate of the target
shape may be seen in Figure 4.9c. Note how this estimate resembles the target
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shape closer than the posterior estimate in 4.9b, when only a few landmarks
were selected as partial input.

4.5 Model validation
Before using the SSM for reconstruction purposes, the quality of the SSM was
evaluated. Davies (2002) and Styner et al. (2003) describe three objective
evaluation measures, namely: the compactness, specificity and generality of
the model. The model’s performance in these measures was compared to
other models in literature, where a decision was made on whether the current
model’s quality is of a suitable standard or not. These evaluation measures
that were performed on the models are described below:

1. Compactness: A compact model is one where few parameters are needed
to explain the variation limits that describe that model. The compact-
ness of the SSM is calculated as the cumulative variance of the model as
a function of the number of parameters, in this case, modes (Styner et al.
2003; Clogenson et al. 2015) . In many cases, the amount of modes used
in the specific model are reduced to a number that describes a suitable
amount of the population’s variance, usually 90 to 100% (Heimann and
Meinzer, 2009). This is especially useful when a model is constructed
from a large dataset, where reducing the dimensionality of the model
could reduce noise and improve computational efficiency. This is shown
by Equation 4.26, where C(M), M and λi, represent the cumulative
variance, number of modes and the ith eigenvalue respectively.

C(M) =
M∑
i=1

λi (4.26)

The fewer modes needed for the desired amount of variance to be ex-
plained, the more compact the model is.

2. Generality: The generalization ability of a model refers to the model’s
ability to represent unseen data of the same class that the model is made
from. This is done by means of performing a leave-one-out experiment
(Styner et al. 2003; Clogenson et al. 2015). This involves formulating the
SSM with all but one of the mandibular surfaces from the training set
and testing the SSM’s ability to represent the left out surface. This test
is repeated for all the surfaces that form part of the training set. The
generalization ability is calculated as the root mean square error (RMSE)
between the SSM estimation and the unseen surface as a function of the
model’s number of modes. This is shown by Equation 4.27, where G(M),
Si, ti and ng represent the generalization ability of the model, the model’s
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estimate of the ith unseen surface,the ith unseen surface and the number
of members in the training set respectively.

G(M) =
1

ng

ng∑
i=1

RMSE(Si(M), ti) (4.27)

The RMSE, which is a frequently used measure of the differences between
predicted and observed values, is calculated via Equation 4.28

RMSE =

√√√√ 1

n

n∑
i=1

(Pi −Oi)2 (4.28)

where P , O and n represent the predicted, observed and the number of
points respectively (Hyndman and Koehler, 2006).

3. Specificity: Specificity measures the model’s ability to generate instances
that are similar to those of the training set. This is achieved by gener-
ating a random instance from the SSM and finding the member of the
training set where the RMSE is the lowest between to two shapes. This
process is repeated a predetermined amount of times, where the RMSE
is recorded for each iteration. The specificity is defined as the average of
the recorded RMSE’s as a function of the model’s modes. This can be
seen in Equation 4.29, where S(M), Ri, ti and ns represent the specificity,
ith random SSM instance, the member of the training set that resembles
this instance the closest and the number of iterations respectively.

S(M) =
1

ns

ns∑
i=1

RMSE(Ri(M), ti) (4.29)

4.6 SSM validation results
Two gender-specific SSMs were constructed, each made using 40 mandibular
surfaces. As discussed in Section 4.5, the three objective measures of model
quality: compactness, specificity and generality were performed on the models
in order to decipher whether they are of a suitable standard or not. The rest
of this section offers the results of the evaluation tests performed on the SSMs.

4.6.1 Compactness

As mentioned in Section 4.5, the fewer parameters needed to describe a model’s
variance, the more compact the model is. Figure 4.10 shows the compactness
of the SSMs as a function of the number of modes used. 12 and 11 Modes were
needed to capture 90% of the data’s variance for the male and female SSMs
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respectively. Abdolali et al. (2017) who constructed a gender-mixed SSM of
the mandible from 84 subjects, reported approximately 90% of the cumulative
variance of the dataset being explained by 15 modes. Tables 4.1 and 4.2 show
the amount of variance captured by the first three modes as well as a visual
implication of altering the shape parameters of these modes (between -3 σ and
+3 σ) for the male and female SSMs respectively.

(a) Male (b) Female

Figure 4.10: Compactness
(Illustration: RL Gillingham)

Table 4.1: Variance captured by first three modes for male SSM

M −3σ mean +3σ %

1 44

2 11

3 7

mean shape shown in white, altered shape shown in red
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Table 4.2: Variance captured by first three modes for female SSM

M −3σ mean +3σ %

1 50

2 11

3 6

mean shape shown in white, altered shape shown in red

4.6.2 Specificity

A model should only generate shape instances that are similar to those shapes
part of the training set. The lower the specificity values the better. The test for
specificity was performed 100 times where the specificity score and standard
error, as a function of the model’s number of modes, are shown seen in Figure
4.11. The specificity ranged from 0.6 to 1.13 mm and 0.63 to 1.16 mm for the
male and female models respectively.

(a) Male (b) Female

Figure 4.11: Specificity
(Illustration: RL Gillingham)
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The previously mentioned gender mixed model developed by Abdolali et al.
(2017) achieved a specificity ranging between 1.38 and 1.39 mm. Similar to
the current study, Abdolali et al. (2017) made use of a nonrigid free-form
deformation model to draw correspondence amongst the training shapes. The
similarity measure between the reference and target shapes in that study was
optimised using the gradient descent algorithm. Specificity performance results
from other studies on SSMs of various anatomical structures are shown in Table
4.3.

Table 4.3: Specificity ranges of SSMs on various anatomical structures

Current study Abdolali et al.
(2017)

Van der Merwe
(2018)

Clogenson et al.
(2015)

Mayya et al.
(2015)

Structure Mandible Mandible Femur Vertebra (C2) Scapula

Gender Male
(n=40)

Female
(n=40)

Neutral
(n=84)

Male
(n=32)

Female
(n=32)

Neutral
(n=92)

Neutral
(n=85)

Specificity
range (mm) 0.6 to 1.13 0.63 to 1.16 1.38 to 1.39 0.92 to 1.75 0.71 to 1.38 0.63 to 0.84 1.37 to 1.77

All of the studies shown in Table 4.3 made use of nonrigid registration
methods in order to achieve correspondence amongst the training data.

4.6.3 Generality

A generality test was performed on the SSMs to assess their ability to represent
unseen data. This was done by performing a leave-one-out experiment, as
described in Section 4.5. As with specificity, the lower the generality values,
the better. The generalization ability of the two models as a function of the
number of modes used, is shown in Figure 4.12. The generalization ability
ranged from 0.64 to 1.08 mm and 0.66 to 1.16 mm for the male and female
models respectively. Abdolali et al. (2017)’s model of the mandible achieved
similar generality values ranging between 0.6 and 1.3 mm. The generalization
abilities of models produced by other studies are shown in Table 4.4.

Table 4.4: Generality ranges of SSMs on various anatomical structures

Current study Abdolali et al.
(2017)

Van der Merwe
(2018)

Clogenson et al.
(2015)

Mayya et al.
(2015)

Structure Mandible Mandible Femur Vertebra (C2) Scapula

Gender Male
(n=40)

Female
(n=40)

Neutral
(n=84)

Male
(n=32)

Female
(n=32)

Neutral
(n=92)

Neutral
(n=85)

Generality
range (mm) 0.64 to 1.08 0.66 to 1.16 0.6 to 1.3 0.67 to 1.09 0.55 to 0.87 0.3 to 0.93 0.6 to 2.5
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(a) Male (b) Female

Figure 4.12: Generalization ability
(Illustration: RL Gillingham)

4.7 Discussion
The steps required to construct a SSM, as summarised in Figure 4.1, were
carried out to create two gender-specific SSMs of the South African popula-
tion. Each SSM was created from 40 mandibular surfaces. The quality of the
resulting SSMs was tested using the evaluation measures described and carried
out in Sections 4.5 and 4.6 respectively. The models performed well in all the
of the evaluation measures.

4.7.1 Compactness

Both models proved to be compact, where relatively few modes were needed
to capture the great majority of the population’s variation (90%). In order to
gain a visual image of shape variation, the shape parameters (b) of the models’
modes were altered. A large amount of variation could be seen when altering
the parameters of the first three modes (Tables 4.1 and 4.2). Despite the large
amount of variation observed, the topology of the mandible remained intact,
where only valid instances could be seen. For testing purposes, all 39 modes of
the SSMs will be utilised, yet the amount of modes can be decreased without
heavily affecting the amount of variation explained by the models. Due to
the relatively few number of modes needed to capture the great majority of
the dataset’s variation, and the two models’ good compactness comparative
to a similar model in literature, we are satisfied that the models’ are suitably
compact.
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4.7.2 Specificity

The current study’s specificity range of 0.6 to 1.13 mm and 0.63 to 1.16 mm
for the male and female models respectively, compare similarly to that of
other models in literature (see Table 4.3). The comparatively satisfactory
specificity ranges indicate that the models generate mandibular instances that
are representative of the training data used to create the models.

4.7.3 Generality

Likewise with the specificity of the current study’s models, the generalization
ability compares similarly to other models on anatomical structures in litera-
ture (see Table 4.4). The study by Vanden Berghe et al. (2017) on using an
SSM for the reconstruction of the acetabulum, reported a generality range of
0.7 to 2.75 mm. The model’s subsequent ability to virtually reconstruct the
acetabulum was tested. The results showed an improvement to other avail-
able reconstruction methods. The current study’s SSMs have a generality
range that compares favourably to this model. Seeing as that both SSMs have
generalization abilities comparable to other successfully implemented SSMs
in literature, we are satisfied with the models’ ability to represent unseen
mandibular shapes.
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Chapter 5

Virtual Reconstruction

This chapter explores the use of the SPM and SSM devised during earlier
chapters, for the virtual reconstruction of the mandible. This reconstruction
was tested for two different scenarios, where each scenario consisted of two
separate tests. The first test was the surface-to-surface error. For this test,
the distance between the dense set of points that make up the estimated and
ground truth shapes was calculated and reported as an RMSE. This test only
applies to the SSM and mirroring techniques, as the SPM is limited to estimat-
ing measurements. The second test consisted of recording certain mandibular
measurements on the estimated shapes that occur in the region of interest,
and comparing these to the actual measurements taken on the ground truth
shapes.

5.1 Testing procedure
The testing procedure was conducted for two different reconstruction scenarios.
The first of these scenarios is for when the symmetrical plane is available and
the second one for when this line of symmetry is not made available as the
disruption on the mandible occurs on its front area. For both scenarios, ten
healthy mandibular surfaces that were not part of the dataset used to create
the SSM, each had a section removed. A reconstruction of the mandible took
place using various methods. The methods’ effectiveness were compared to
each other using two evaluation techniques:

1. A surface-to-surface error calculated between the points of the estimated
and actual surfaces at the reconstructed area. A two sample t-test was
also conducted to calculate whether the differences in the various meth-
ods’ accuracies were statistically significant.

2. Measurements based on landmarks occurring on the reconstructed area
of the mandible were taken on the healthy and estimated mandibular
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surfaces. A two sample t-test was also performed to calculate whether
the difference between the ground truth and estimated measurements
were statistically significant or not. Pearson’s correlation coefficient was
determined between the ground truth and estimated measurements for
the different reconstruction techniques. This was to determine the extent
of the mutual relationship that exists between the actual and estimated
measurements.

5.1.1 First scenario

(a) (b)

Figure 5.1: Reconstruction for first scenario
(Illustration: RL Gillingham)

For the first scenario of testing, the ground truth mandibular surfaces had
half of their area removed (see Figure 5.1a). This was done by using the sagittal
plane to divide each mandible into two halves and then removing either half in
turn. This scenario served to replicate the situation where a patient’s mandible
is damaged on only one side, and a reconstruction can take place by mirroring
the healthy portion of the mandible across the sagittal plane as an estimate
for the damaged half. This mirroring method was compared to using an SSM
or SPM to predict missing mandibular geometry when half the mandible is
available as an input. The accuracy achieved by using the mirroring method
served as the baseline accuracy for what is currently being achieved in practice.
The location of the landmarks that were used as partial input for the SSM is
shown in Figure C.1 (Appendix C).

5.1.2 Second scenario

For this scenario of testing, the front section of each mandibular surface was
removed, as shown in Figure 5.2a. This was to mimic a reconstruction pro-
cedure in which the plane of symmetry is not available and the mirroring
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method cannot be used. The devised geometry prediction techniques used the
two flanges of the mandible as in input to estimate the geometry of the front
section (Figure 5.2b). The location of the landmarks that were used as partial
input for the SSM is shown in Figure C.2 (Appendix C).

(a) (b)

Figure 5.2: Reconstruction for first scenario
(Illustration: RL Gillingham)

5.2 Results
This section documents the summary of results obtained from the VSR tests.
For a more detailed view on individual patient test results, see Appendix C.

5.2.1 First scenario

Table 5.1 displays the results of the surface-to-surface test done for the first
scenario. The RMSE is reported as the mean (µ) and standard deviation
(σ). This test was performed for the reconstruction of both the left and right
halves of the mandible. The RMSE errors found using both methods were
very similar, where no significant difference was found between the respective
errors for both genders. Eight Measurements from the cephalometric analysis
conducted in Chapter 3, that occur in the region of interest, were recorded
using all three methods. A correlation coefficient (r) was calculated between
the measurements obtained from the ground truth and estimated shapes, to
show the extent of the linear relationship that exists between the actual and
estimated measurements. Pearson’s correlation was used for the data that
followed a normal distribution, whilst Spearman’s correlation was used other-
wise. To test for this normality, a Lilliefors test was performed on each dataset.
The two-sample t-test that was performed on the data, showed that no signifi-
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cant difference was present between estimated and ground truth measurements
when using any of the three techniques. The comparison between the three
methods’ effectiveness in predicting these measurements on the right half of
the mandible is shown in Tables 5.2 and 5.3.

Table 5.1: First scenario: Surface-to-surface error

Mirroring SSM

Male Female Male Female

µ± σ µ± σ µ± σ µ± σ
RMSE (right half) [mm] 1.09±0.21 1.22±0.28 1.06±0.27 1.18±0.33
RMSE (left half) [mm] 1.01±0.16 1.29±0.30 1.14±0.14 1.33±0.22

A r value of r ≥ 0.65 will be considered to be a strong correlation, whilst
anything else will be seen as poor. For the male population, estimated mea-
surements occurring on the right half of the mandible using the mirroring
method produced strong correlations in all of the measurements. The SSM
and SPM estimations each showed strong correlations with the ground truth
values in six of the eight measurements. In terms of the average error, the
SSM and SPM, each outperformed the mirroring method in four of the eight
measurements.

Table 5.2: First scenario: Male measurement estimation comparison for right
half

Mirroring SSM SPM

Measurement µ± σ r µ± σ r µ± σ r

Me angle [°] 1.07±1.31 0.84† 0.73±0.80 0.98 2.90±1.97 0.77
Me-Go-Co [°] 1.84±2.26 0.79† 2.32±2.68 0.66† 2.43±2.04 0.72†
Go-Sagittal [mm] 1.96±2.28 0.79 1.52±1.67 0.79 1.48±0.98 0.88
Co-sagittal [mm] 1.46±1.56 0.72† 0.74±0.90 0.91† 2.07±2.38 0.20†
Co-Go [mm] 1.50±1.62 0.79 1.95±2.29 0.37 1.54±1.18 0.26
Co-Sig [mm] 0.97±1.06 0.96 1.56±1.94 0.62 0.66±0.56 0.98
Go-Me [mm] 1.87±2.60 0.85 1.16±1.42 0.96 1.39±1.06 0.85†
Co-in - Co-out [mm] 1.14±1.22 0.66 1.30±1.23 0.77 0.73±0.73 0.72
† Spearman’s correlation

As with the male subjects, the mirroring method’s estimations showed
strong correlations with the ground truth values in all of the measurements
conducted on the right half of the female mandible. The SSM and SPM pro-
duced estimations that shared strong correlations with the ground truth values
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in six and five of the eight measurements respectively. The average error in
measurement prediction generated using the SSM and SPM methods outper-
formed the mirroring technique in four and one measurements respectively.

Table 5.3: First scenario: Female measurement estimation comparison for right
half

Mirroring SSM SPM

Measurement µ± σ r µ± σ r µ± σ r

Me angle [°] 1.26±1.57 0.93 0.95±1.22 0.93 2.74±1.57 0.82
Me-Go-Co [°] 2.06±2.25 0.87 2.18±3.19 0.62 2.75±2.16 0.42
Go-sagittal [mm] 1.05±1.34 0.94 1.20±1.54 0.94 1.13±0.88 0.94
Co-sagittal [mm] 0.95±1.43 0.85 0.70±1.20 0.87 1.40±1.53 0.46
Co-Go [mm] 1.99±2.02 0.86 1.70±2.14 0.80 1.51±0.87 0.92
Co-Sig [mm] 0.79±0.88 0.93 0.99±1.24 0.88 1.02±0.48 0.95
Go-Me [mm] 1.12±1.14 0.97† 0.90±1.06 0.98† 1.59±0.90 0.91†
Co-in - Co-out [mm] 0.58±0.79 0.70 2.31±2.63 0.08 1.19±1.14 0.34
† Spearman’s correlation

Tables 5.4 and 5.5 show the comparisons between the various methods’
ability to predict measurements occurring on the left side of the mandible for
the male and female populations respectively. For the male population, the
mirroring method produced estimations that showed strong linear correlations
with the ground truth values in all but one measurement (Co-sagittal).

Table 5.4: First scenario: Male measurement estimation comparison for left
half

Mirroring SSM SPM

Measurement µ± σ r µ± σ r µ± σ r

Me angle [°] 1.21±1.37 0.90 0.78±1.02 0.96 3.37±2.28 0.75
Me-Go-Co [°] 1.65±2.06 0.88 2.22±2.80 0.45 1.74±2.18 0.72
Go-Sagittal [mm] 1.80±2.18 0.81 1.70±1.90 0.86 2.23±1.69 0.87
Co-sagittal [mm] 1.17±1.40 0.54 0.66±1.29 0.83 2.43±1.98 0.20
Co-Go [mm] 1.55±2.05 0.82 2.30±2.90 0.66 2.07±1.32 0.26
Co-Sig [mm] 0.83±1.07 0.94 1.83±2.24 0.71 0.64±0.42 0.98
Go-Me [mm] 1.45±2.30 0.90 1.63±1.86 0.93 1.94±0.91 0.68
Co-in - Co-out [mm] 0.95±1.03 0.73 1.47±1.62 0.31 0.85±0.77 0.72
† Spearman’s correlation
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Both the SSM and SPM’s estimations showed strong correlations with six
of the eight measurements. When looking at the average error in measurement
prediction, the SSM and SPM methods outperformed the mirroring method
in three and two out of the eight measurements respectively. For the female
population, the mirroring method’s estimations correlated strongly with the
ground truth values for every measurement, whilst the SSM and SPM methods
produced estimations that showed strong correlations with the ground truth
values in six and five out of the eight measurements respectively. The SSM
and SPM’s error in measurement estimation bettered that of the mirroring
method in four and three measurements respectively.

Table 5.5: First scenario: Female measurement estimation comparison for left
half

Mirroring SSM SPM

Measurement µ± σ r µ± σ r µ± σ r

Me angle [°] 1.96±2.05 0.85 0.89±1.13 0.96 2.93±2.06 0.82
Me-Go-Co [°] 2.20±2.84 0.76 3.67±4.29 0.45 3.75±3.30 0.42
Go-sagittal [mm] 1.04±1.25 0.96 0.70±0.92 0.97 1.56±0.78 0.95
Co-sagittal [mm] 2.02±2.55 0.81 1.91±3.02 0.81 1.96±1.37 0.46
Co-Go [mm] 1.67±2.08 0.85 2.54±2.94 0.61 1.99±1.24 0.92
Co-Sig [mm] 0.92±1.20 0.91 † 1.61±2.24 0.70† 0.86±0.48 0.95†
Go-Me [mm] 1.89±2.41 0.90 1.58±1.73 0.95 1.66±1.11 0.90
Co-in - Co-out [mm] 0.66±0.80 0.74 1.73±1.27 0.67 1.54±1.20 0.34
† Spearman’s correlation

5.2.2 Second scenario

Seeing as for the second scenario, the symmetrical plane is not made available,
the mirroring method cannot be used. As a result, this section serves to
report the geometry prediction effectiveness when using the SSM and SPM
techniques. Table 5.6 displays the results of the surface-to-surface test done
using the SSMs. The surface-to-surface error achieved using the male and
female SSMs were similar. The error involved in predicting the front section
of the mandible proved to be slightly higher than the values obtained in the
first scenario, yet this difference was not significant.

Table 5.6: Second scenario: Surface to surface error

Male Female

µ± σ µ± σ

RMSE [mm] 1.27±0.33 1.29±0.30
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Seven measurements that occur in the region of interest were identified.
The two methods’ ability to predict these measurements for the male and fe-
male populations are shown in Tables 5.7 and 5.8 respectively. Similarly to the
first scenario, no significant difference was found between the estimated and
ground truth measurements for either technique. For the male population, the
SSM’s estimated measurements showed strong correlations in five of the seven
measurements. The SPM produced measurements that showed strong corre-
lations with the ground truth values in three measurements. With regards to
the average error, the SSM outperformed the SPM in all but one measurement
(Id-Me).

Table 5.7: Second scenario: Male measurement estimation comparison

SSM SPM

Measurement µ± σ r µ± σ r

Me angle [°] 0.45±0.58 0.99 2.56±1.54 0.66
Id-Me angle [°] 2.12±3.03 0.62 5.01±4.85 0.38
Me-Go-Co (right) [°] 1.13±1.30 0.94 3.35±2.15 0.28
Me-Go-Co (left) [°] 0.84±1.06 0.84 2.88±1.97 0.13
Id-Me [mm] 1.25±1.68 0.58 1.15±1.04 0.90
Me-Go (right) [mm] 0.72±0.93 0.99 2.65±1.52 0.86
Me-Go (left) [mm] 0.69±0.96 0.98 2.23±1.45 0.89†

† Spearman’s correlation

When testing on the female population, the SSM’s estimated values showed
strong correlations with the ground truth values in all of the measurements.
The SPM produced estimations that showed strong correlations with the ground
truth values in three measurements. The error in measurement estimation gen-
erated by the SSM bettered that of the SPM in every measurement.

Table 5.8: Second scenario: Female measurement estimation comparison

SSM SPM

Measurement µ± σ r µ± σ r

Me angle [°] 0.82±1.11 0.96 2.69±1.60 0.83
Id-Me angle [°] 3.21±2.98 0.85† 3.78±3.73 0.75†
Me-Go-Co (right) [°] 1.10±1.50 0.88 2.42±1.99 0.41
Me-Go-Co (left) [°] 1.69±1.92 0.93 3.63±2.82 0.42
Id-Me [mm] 1.16±1.20 0.96 1.68±1.48 0.90
Me-Go (right) [mm] 1.46±1.88 0.94 2.89±2.67 0.50
Me-Go (left) [mm] 1.27±1.69 0.96 2.83±1.99 0.62
† Spearman’s correlation
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5.3 Discussion
From the results, certain deductions could be made about the comparative
effectiveness of the three investigated techniques. These deductions, as well as
the implications of the results, are discussed in the following subsections.

5.3.1 First scenario

The first scenario of testing simulated situations where the symmetrical plane
was available. The results of reconstruction using the mirroring method served
as the baseline for the reconstruction accuracy that is currently being achieved.
The effectiveness of the geometry prediction techniques devised during this
study was then compared to this current golden standard. The estimations
produced by the SSMs for both genders had a surface-to-surface error very
similar to that of estimations produced using the mirroring method, where
no significant differences were found between the two techniques’ RMSE’s.
Mandibular measurements occurring in the region of interest were recorded
using the three methods. These measurement estimations were then com-
pared to the actual ground truth measurements. Generally speaking, the use
of the SSMs and mirroring method, produced estimations that showed strong
linear correlations with the ground truth measurements on a more consistent
basis than when using the SPM, with the mirroring method being the most
consistent of them all. The fact that these two methods also produce full
representations of the mandible, whilst the SPM only offers a set of sparse
measurement predictions, also adds to their favour. In terms of the accuracy
in measurement prediction, the mirroring and SSM methods compared simi-
larly. For the male and female testing, the SSMs produced better measurement
estimations than the mirroring technique in seven and eight of the 16 (eight
each on the left and right halves) measurements respectively. The SPM’s es-
timated measurements achieved accuracies better than the mirroring method
in six and four out of the 16 measurements for the male and female popula-
tions respectively. Seeing as the SPM produces measurement estimations that
show inconsistent linear correlations with the ground truth values and weaker
overall measurement estimation when compared to the mirroring method, we
conclude that there is no clear benefit in using the SPM over the mirroring or
SSM methods for shape estimation when the symmetrical plane is available.
The use of an SSM however, shows comparatively similar reconstruction re-
sults to the method of mirroring, where no significant difference can be found
between the effectiveness of both methods. The difference between these two
methods lies in their restriction of use. The mirroring method can only be used
in situations such as in the first scenario, whereas the SSM method extends to
all reconstruction scenarios.
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5.3.2 Second scenario

This scenario simulated a situation where a virtual reconstruction is required
on the front section of the mandible and the symmetrical plane was unavailable.
As a result, the mirroring method could not be used. The surface-to-surface er-
ror achieved by the SSM for both genders was very similar (see Table 5.6). The
magnitude of these errors was slightly higher than the errors achieved using
the mirroring method or SSMs in the first scenario, although these differences
were not significant (i.e. p > 0.05). Although direct comparisons between
the surface-to-surface errors obtained in the first and second scenarios are not
recommended as different sections of the mandible are being reconstructed in
each scenario, the fact that these errors are similar offers reasonable confidence
that the reconstruction ability using the SSMs is similar regardless of the area
in question. Mandibular measurements occurring in the reconstructed region
were estimated using the prediction methods. These estimations (seven in to-
tal) were compared to the ground truth measurements. The SSMs produced
estimations that showed strong linear correlations with the majority of the
ground truth measurements. This was contrary to the SPM, whose estima-
tions showed poor linear correlations with a large portion of the ground truth
measurements (three of seven for male and four of seven for female). When
looking at the accuracy in measurement prediction, the SSMs outperformed
the SPMs in almost all the measurements (seven of eight for male and eight
of eight for female). From these results, we conclude that an SSM is superior
to that of the SPM technique in its geometry prediction ability.

5.3.3 Results summary

For both reconstruction scenarios, the use of an SSM performed better than the
SPM. Not only does the SSM produce better estimations of mandibular mea-
surements, but it also offers a full representation of the mandible. The SSMs
reconstruction ability compared favourably to that of the mirroring technique,
which serves as the golden standard in practice. This mirroring technique
is limited, however, to situations where the symmetrical plane is available,
whereas the SSM can be used for any reconstruction scenario.
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Chapter 6

Conclusions

The aim set out at the commencement of this study was to formulate a pre-
operative virtual mandibular reconstruction technique for the South African
population, that accounts for the limitations present in current methods. It
was proposed that such a technique could take the form of a prediction model
based on statistical methods. This chapter offers conclusions on the extent to
which the objectives have been fulfilled, recommendations on how to possibly
improve the study and suggestions for future work.

6.1 Fulfilment of project objectives
Three objectives were formulated based on the study’s aim. These objectives,
as described in Chapter 1.3, were as follows:

1. Conduct a cephalometric analysis on the South African population. A
SPM should be formulated using the correlations found between cephalo-
metric measurements. This model must be able to predict unknown
measurements from the input of other known measurements.

2. Construct a SSM of the mandible. This model must encapsulate the
variation found in the population’s mandibular structure. From partial
input in the form of known mandibular coordinates, the SSM should
offer a prediction for the most likely geometry of the missing region.

3. Evaluate the effectiveness of the developed models. A comparison should
be made between these models and the mirroring technique. The mir-
roring technique serves as the baseline.

The extent to which these objectives were achieved is discussed in the following
subsections.

70
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6.1.1 Cephalometric analysis

The cephalometric analysis was performed on 40 male and female subjects.
The sample size used for the study was calculated using parameters obtained
from similar studies in literature. Once the results were finalised, this calcu-
lation was repeated using parameters obtained from the current study. The
required sample size ended up being less than the amount used for the anal-
ysis, indicating that no further samples were required. The findings from the
analysis compared similarly to that of other studies, where the male and fe-
male populations’ skull structure was shown to be similar in shape, but not in
size. The correlations existing between the cephalometric measurements were
recorded and used to create regression functions that form the basis of the
SPM. Strong linear relationships were shown to exist between bilateral mea-
surements. These strong correlations combined with the fact that no significant
difference was found between bilateral measurements, supports the intuitive
observation of the mandible being symmetrical. High intra-rater reliability
scores were reported, indicating that the study is very repeatable.

Due to the sufficient population size, similar findings to other studies in
literature as well as the high reliability of the analysis, it was deemed that this
objective was satisfied.

6.1.2 Statistical shape model

Using the same data analysed for the cephalometric analysis, two gender-
specific SSMs were constructed. The GPA and GPMM methods were used
in order to align and register the mandibular surfaces respectively. Modes of
variation (directions in which the shapes change) were found by performing
PCA on the point distributions. Objective evaluation measures that determine
compactness, specificity and generality were performed on the SSMs. Both
models performed well in all the evaluation measures, where comparisons were
made with models found in literature. These models are able to produce
estimates of the most likely geometry of missing regions by being fed known
mandibular coordinates.

The objective of constructing a SSM was adjudged to have been satisfied.
This was due to the satisfactory validation scores as well as the ability of these
models to offer estimates of missing geometries from partial input.

6.1.3 Evaluation of techniques

A VSR testing procedure was set up to evaluate the effectiveness of the de-
vised prediction models as well as to form a baseline for the accuracy that is
currently being achieved in practice. Testing involved reconstructing missing
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areas of mandibles not part of the dataset used to create the models. The mir-
roring method was used to establish a baseline reconstruction accuracy. The
effectiveness of the mirroring method and SSM were very similar, where both
methods comfortably outperformed the SPM. A scenario of testing also took
place where the mirroring method couldn’t be used, as the plane of symmetry
was made unavailable. The SSM was still able to produce similar reconstruc-
tion accuracies during this scenario. This suggests that the SSM produces
consistent reconstruction accuracies regardless of the region in question.

Both prediction models’ effectiveness was compared to the VSR method
that is used in practice. Results from testing suggest that a SSM accounts
for limitations present in current methods. As a result, this objective was
satisfied.

6.2 Recommendations
Despite the promising results shown by the SSMs during the virtual recon-
struction scenarios, the following recommendations are put forward to possibly
further improve their quality.

1. Increase sample size: Despite the popularity of PCA-based SSMs,
the issue of data size sufficiency is not normally considered. As such,
there is little literature on this issue (Mei et al., 2008). Despite this, it
is desired to increase the sample size used for both the cephalometric
analysis and SSM construction to observe if the performance of these
models improves.

2. Correspondence improvement: During the registration process, a
reference shape must be chosen. This reference shape is then deformed
to match the rest of the shapes in the training set in order to develop cor-
respondence amongst the data. It has been documented that the repre-
sentations of the training set after the registration process, show induced
bias towards the chosen reference (Heimann and Meinzer, 2009). This
was also noticed in the current study, where certain subtle characteristics
found on the reference shape were present in many of the training set
representations after the correspondence finding process. It is therefore
recommended to use a more representative shape as the reference in or-
der to reduce this biasing to one particular shape (Mutsvangwa et al.,
2015). Vos et al. (2004) and Clogenson et al. (2015) offer a method to
reduce this biasing to the reference shape. This method involves calcu-
lating the mean shape of the training set once correspondence has been
found amongst the data. This mean shape is then to be used as the ref-
erence shape and the correspondence finding process is repeated. This

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 6. CONCLUSIONS 73

is repeated until the calculated mean shape shows a negligible difference
to the mean shape calculated in the previous iteration.

3. Compare different correspondence techniques: Although the method
of using the GPMM technique to draw correspondence performed ade-
quately, a more comprehensive evaluation of different correspondence
finding techniques would be recommended. This can be done by per-
forming the same evaluation measures done in Chapter 5 on each model
using a different registration technique. By doing this, a conclusion can
be made on whether a different registration method yields better corre-
spondence results.

4. Interobserver Repeatability: The successful implementation of the
predictive modelling techniques relies on the accurate identification of
landmark positions. Section 3.5.4 showed that the intra-observer re-
peatability of the study is very high. The intra-observer error measures
the repeatability in recording data by the same observer. Although sat-
isfactory for a pilot study, it would be recommended to also perform an
interobserver agreement test, in order to gather how reproducible results
are if performed by different observers.

6.3 Future work
This study investigated the use of an SSM for virtual reconstruction purposes.
This involves the model fitting scenario of matching the SSM surface to the
surface of the target shape. This SSM can be adapted for the scenario of model
fitting the surface of the SSM to an image. This adapted SSM is referred to
as an active shape model (ASM) and was initially introduced by Cootes and
Taylor (1995). One of the most popular uses of fitting a shape model to an
image is for the segmentation process of anatomical structures, as seen in Fig-
ure 6.1 (Heimann and Meinzer 2009; Lüthi et al. 2017). Manual segmentation
is extremely time-consuming. Clogenson et al. (2015) reported that manual
segmentation of the C2 vertebra took, on average, one hour. A similar amount
of time was spent when segmenting each mandibular surface in the current
study. The active shape model search algorithm is an iterative approach, and
proceeds as follows (Cootes et al., 2000):

1. Examine the region of the image around each point on the ASM and find
the best matching point on the image.

2. Estimate a transformation to be applied to the ASM in order to match
these corresponding points.

3. Transform the reference points on the ASM using this transformation.

4. Iterate until convergence.
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Where an SSM is made up of training data consisting of point coordinates
making up the shape’s surface, an ASM’s training data consists of the same
point coordinates as well as the image intensity profile that is experienced at
each of these points. Each of these intensity profiles consists of information on
the image intensity of the specified and neighboring points. Medical images
are generally represented as grayscale images, as seen in Figure 6.2 . These
images are therefore composed exclusively of shades of grey, varying from black
at the weakest intensity to white at the strongest (Johnson, 2006). Therefore,
when looking back at step 1 of the ASM search algorithm, the point on the
image that best matches the point on the ASM is the point on the image whose
image intensities surrounding that point best matches the ASM’s point that
has a similar intensity profile. The performing of an ASM search, as described
by Cootes et al. (2000), is illustrated in Figure 6.2.

Figure 6.1: Automated segmentation
(Illustration: RL Gillingham)
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(a) Image (b) ASM overaliad on image

(c) First iteration in ASM search (d) ASM search iterated until
convergence

Figure 6.2: Active shape model search procedure
(Illustration: RL Gillingham)
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6.4 Conclusion
The project objectives set out at the commencement of the study were fulfilled.
Two prediction models (SPM and SSM) were formed that offer an estimation
of missing mandibular geometry from partial input. The SSM produced recon-
struction accuracies similar to that of the mirroring method. This mirroring
technique is limited, however, to situations where the symmetrical plane is
available, whereas the SSM was shown to produce estimations with similar ac-
curacies regardless of the region being reconstructed. It is therefore concluded
that a SSM presents itself as a modular VSR technique that successfully ac-
counts for limitations existing in current methods.
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Appendix A

Sample Size Calculation

The software program, Matlab, has a built-in library function to calculate the
required sample size. This function takes in the effect size, shared standard
deviation (σ), power (1-β) and the ratio between the two populations as an
input, whilst assuming the type 1 error (α) to be 0.05.
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Figure A.1: Required sample size for male population

86

Stellenbosch University  https://scholar.sun.ac.za



APPENDIX A. SAMPLE SIZE CALCULATION 87

Figures A.1 and A.1 illustrate the initial sample size required for a desired
power for the male and female populations respectively. For a power score of
0.8, 32 male and 36 female subjects were needed. This compares favourably
to the sample sizes calculated using Equation 3.1. For conservativeness, it was
decided that 40 scans for each gender would be collected.
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Figure A.2: Required sample size for female population

This calculation was repeated at the end of the study. The updated pa-
rameters fed into Equation 3.1 were obtained from the results of the current
study. The revised sample size required equated to 35 subjects for both the
male and female populations. Figure A.3 displays this result.
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Figure A.3: Updated sample size requirement
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Appendix B

SPM Algorithms

This chapter offers the regression algorithms that form part of the Sparse
Prediction Model (SPM). This model serves to offer an estimate of unknown
measurements by taking the value of known, available measurements as an in-
put. Only those known measurements that share a strong correlation with the
unknown measurement are used as an input. The algorithms are based on the
regression formula represented by Equation B.1. P , µP , ΣPO, ΣOO and U rep-
resents the measurement to be predicted, the mean value of this measurement,
the covariances between the predicted and observed values, the covariances
between the observed values and the difference between the observed measure-
ments and the mean value of the observed measurements respectively.

P = µP + ΣPO
TΣOO

−1U (B.1)

B.1 Male Algorithms

B.1.1 First scenario

Estimated Symbol Available Symbol

Me angle P Go-Sagittal (right) O

P = 62.30 + [13.53] · [11.11]−1 · [O − 46.99] (B.2)

Estimated Symbol Available Symbol

Me-Go-Co (right) P1 Me-Go-Co (left) O1
Me-Go-Co (left) P2 Me-Go-Co (right) O2

89
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P1 = 115.34 + [10.96] · [17.74]−1 · [O1− 115.93]

P2 = 115.93 + [10.96] · [14.27]−1 · [O2− 115.34]
(B.3)

Estimated Symbol Available Symbol

Go-Sagittal (right) P1 Go-Sagittal (left) O1
Go-Sagittal (left) P2 Go-Sagittal (right) O2

P1 = 46.99 + [8.09] · [9.65]−1 · [O1− 44.93]

P2 = 44.93 + [8.09] · [11.11]−1 · [O2− 46.99]
(B.4)

Estimated Symbol Available Symbol

Co-Sagittal (right) P1 Co-Sagittal(left) O1
Co-Sagittal (left) P2 Co-Sagittal (right) O2

P1 = 50.72 + [4.64] · [7.56]−1 · [O1− 50.04]

P2 = 50.04 + [4.64] · [8.03]−1 · [O2− 50.72]
(B.5)

Estimated Symbol Available Symbol

Co-Go (right) P1 Co-Go (left) O1
Co-Go (left) P2 Co-Go (right) O2

P1 = 58.52 + [10.17] · [15.29]−1 · [O1− 57.69]

P2 = 57.69 + [10.17] · [12.14]−1 · [O2− 58.52]
(B.6)

Estimated Symbol Available Symbol

Co-Sig (right) P1 Co-Sig (left) O1
Co-Sig (left) P2 Co-Sig (right) O2

Stellenbosch University  https://scholar.sun.ac.za



APPENDIX B. SPM ALGORITHMS 91

P1 = 18.61 + [7.52] · [9.32]−1 · [O1− 18.21]

P2 = 18.21 + [7.52] · [7.77]−1 · [O2− 18.61]
(B.7)

Estimated Symbol Available Symbol

Go-Me (right) P1 Facial angle O1
Go-Me (left) O2

Go-Me (left) P2 Facial angle O3
Go-Me (right) O4

P1 = 89.40 +
[
8.07 24.13

]
·
[
5.61 9.49
9.49 31.18

]−1
·
[
O1− 87.24
O2− 89.06

]
P2 = 89.06 +

[
9.49 24.13

]
·
[
5.61 8.07
8.07 22.84

]−1
·
[
O3− 87.24
O4− 89.40

] (B.8)

Estimated Symbol Available Symbol

Co-in - Co-out (right) P1 Co-in - Co-out (left) O1
Co-in - Co-out (left) P2 Co-in - Co-out (right) O2

P1 = 19.47 + [3.14] · [3.79]−1 · [O1− 19.09]

P2 = 19.09 + [3.14] · [3.56]−1 · [O2− 19.47]
(B.9)

B.1.2 Second scenario

Estimated Symbol Available Symbol

Me angle P Go-Sagittal (right) O1
Go-Sagittal (left) O2

P = 62.30 +
[
13.53 9.05

]
·
[
11.11 8.09
8.09 9.65

]−1
·
[
O1− 46.99
O2− 44.93

]
(B.10)
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Estimated Symbol Available Symbol

Id-Me angle P Convexity angle O

P = 69.04 + [−21.24] · [23.91]−1 · [O − 8.19] (B.11)

Estimated Symbol Available Symbol

Me-Go-Co (right) P Sn-GoGn (right) O1
Sn-GoGn (left) O2

P = 115.34 +
[
11.15 10.26

]
·
[
24.38 21.99
21.99 22.52

]−1
·
[
O1− 32.21
O2− 31.12

]
(B.12)

Estimated Symbol Available Symbol

Me-Go-Co (left) P Sn-GoGn (right) O1
Sn-GoGn (left) O2

P = 115.93 +
[
7.18 8.24

]
·
[
24.38 21.99
21.99 22.52

]−1
·
[
O1− 32.21
O2− 31.12

]
(B.13)

Estimated Symbol Available Symbol

Id-Me P Sn-GoGn (right) O1
Sn-GoGn (left) O2

P = 34.07 +
[
7.67 7.99

]
·
[
24.38 21.99
21.99 22.52

]−1
·
[
O1− 32.21
O2− 31.12

]
(B.14)
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Estimated Symbol Available Symbol

Me-Go (right) P FO-FO O1
ZA-ZA O2

P = 89.40 +
[
6.40 6.11

]
·
[
13.49 9.83
9.83 16.07

]−1
·
[
O1− 101.59
O2− 95.24

]
(B.15)

Estimated Symbol Available Symbol

Me-Go (left) P Sn-GoGn (right) O1
Sn-GoGn (left) O2

P = 88.84 +
[
6.06 5.76

]
·
[
24.38 21.99
21.99 22.52

]−1
·
[
O1− 32.21
O2− 31.12

]
(B.16)

B.2 Female Algorithms

B.2.1 First scenario

Estimated Symbol Available Symbol

Me angle P1 Go-Sagittal (right) O1
Me angle P2 Go-Sagittal (left) O2

P1 = 62.44 + [12.28] · [11.92]−1 · [O − 44.62]

P2 = 62.44 + [7.62] · [12.34]−1 · [O − 43.22]
(B.17)

Estimated Symbol Available Symbol

Me-Go-Co (right) P1 Me-Go-Co (left) O1
Me-Go-Co (left) P2 Me-Go-Co (right) O2
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P1 = 115.45 + [19.84] · [27.20]−1 · [O1− 115.40]

P2 = 115.40 + [19.84] · [21.17]−1 · [O2− 115.45]
(B.18)

Estimated Symbol Available Symbol

Go-Sagittal (right) P1 Go-Sagittal (left) O1
Go-Sagittal (left) P2 Go-Sagittal (right) O2

P1 = 44.62 + [7.12] · [9.48]−1 · [O1− 43.22]

P2 = 43.22 + [7.12] · [7.26]−1 · [O2− 44.62]
(B.19)

Estimated Symbol Available Symbol

Co-Sagittal (right) P1 Co-Sagittal (left) O1
Co-Sagittal (left) P2 Co-Sagittal (right) O2

P1 = 47.11 + [7.11] · [8.94]−1 · [O1− 47.20]

P2 = 47.20 + [7.11] · [9.78]−1 · [O2− 47.11]
(B.20)

Estimated Symbol Available Symbol

Co-Go (right) P1 Co-Go(left) O1
Co-Go (left) P2 Co-Go(right) O2

P1 = 54.09 + [18.30] · [19.82]−1 · [O1− 53.01]

P2 = 53.01 + [18.30] · [22.94]−1 · [O2− 54.09]
(B.21)

Estimated Symbol Available Symbol

Co-Sig (right) P1 Co-Sig (left) O1
Co-Sig (left) P2 Co-Sig (right) O2
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P1 = 18.06 + [8.62] · [9.28]−1 · [O1− 17.72]

P2 = 17.72 + [8.62] · [9.23]−1 · [O2− 18.06]
(B.22)

Estimated Symbol Available Symbol

Go-Me (right) P1 Facial angle O1
Go-Me (left) O2

Go-Me (left) P2 Facial angle O3
Go-Me (right) O4

P1 = 84.97 +
[
5.06 19.69

]
·
[
4.38 4.08
4.08 20.89

]−1
·
[
O1− 86.99
O2− 85.13

]
P2 = 89.06 +

[
19.69 4.08

]
·
[
4.38 5.06
5.06 21.15

]−1
·
[
O3− 86.99
O4− 84.97

] (B.23)

Estimated Symbol Available Symbol

Co-in - Co-out (right) P1 Co-in - Co-out (left) O1
Co-in - Co-out (left) P2 Co-in - Co-out (right) O2

P1 = 17.78 + [3.47] · [4.63]−1 · [O1− 17.82]

P2 = 17.82 + [3.47] · [4.28]−1 · [O2− 17.78]
(B.24)

B.2.2 Second scenario

Estimated Symbol Available Symbol

Me angle P Go-Sagittal (right) O1
Go-Sagittal (left) O2

P = 62.44 +
[
10.08 11.03

]
·
[
7.26 7.12
7.12 9.48

]−1
·
[
O1− 44.62
O2− 43.22

]
(B.25)
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Estimated Symbol Available Symbol

Id-Me angle P Convexity angle O

P = 69.35 + [−29.42] · [31.67]−1 · [O − 8.49] (B.26)

Estimated Symbol Available Symbol

Me-Go-Co (right) P Sn-GoGn (right) O1

P = 115.45 + [11.15] · [35.99]−1 · [O1− 34.52] (B.27)

Estimated Symbol Available Symbol

Me-Go-Co (left) P Sn-GoGn (right) O1
Sn-GoGn (left) O2

P = 115.40 +
[
20.01 19.54

]
·
[
35.99 34.28
34.28 35.00

]−1
·
[
O1− 34.52
O2− 33.41

]
(B.28)

Estimated Symbol Available Symbol

Id-Me P Sn-GoGn (right) O1
Sn-GoGn (left) O2

P = 31.78 +
[
9.96 10.16

]
·
[
35.99 34.28
34.28 35.00

]−1
·
[
O1− 34.52
O2− 33.41

]
(B.29)

Estimated Symbol Available Symbol

Me-Go (right) P FO-FO O1
ZA-ZA O2
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P = 84.97 +
[
8.01 8.77

]
·
[
12.91 9.14
9.14 20.00

]−1
·
[
O1− 97.14
O2− 90.24

]
(B.30)

Estimated Symbol Available Symbol

Me-Go (left) P FO-FO O1
ZA-ZA O2

P = 85.13 +
[
9.20 9.39

]
·
[
12.91 9.14
9.14 20.00

]−1
·
[
O1− 97.14
O2− 90.24

]
(B.31)
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Appendix C

Individual Subject Results

The reconstruction of 10 mandibular instances was tested using a SPM and
SSM. These mandibles were separate to the dataset used for the creation of
the models.

C.1 First scenario
Figure C.1 displays the landmarks that are manually located and fed into the
SSM as partial input.

Figure C.1: Manual landmark selection for first scenario
(Illustration: RL Gillingham)

98
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C.1.1 Male subjects

Anonymized code: 2BDE2F29 Mirroring SSM SPM

Age (years) 26 Right Left Right Left Right Left

Surface-to-surface [mm] 0.97 0.96 1.04 1.29 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.44 1.17 0.51 0.04 4.95 2.86
Me-Go-Co [°] 1.18 0.93 1.10 2.14 3.01 4.72
Go-Sagittal [mm] 1.37 1.84 1.44 0.51 2.43 1.47
Co-Sagittal [mm] 1.75 1.69 0.72 1.84 1.58 2.41
Co-Go [mm] 1.78 2.22 2.45 0.07 3.71 3.95
Co-Sig [mm] 1.14 0.62 2.41 2.97 0.45 0.81
Go-Me [mm] 0.26 1.42 1.29 1.32 2.22 0.61
Co-in - Co-out [mm] 1.49 1.42 0.52 1.11 0.05 0.10

Anonymized code: 2CE7D393 Mirroring SSM SPM

Age (years) 25 Right Left Right Left Right Left

Surface-to-surface [mm] 1.11 1.14 1.28 1.10 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.39 1.46 1.07 1.64 1.08 3.71
Me-Go-Co [°] 1.145 2.71 4.29 1.28 2.60 0.70
Go-Sagittal [mm] 2.13 2.15 2.10 1.84 0.97 0.80
Co-Sagittal [mm] 1.03 0.15 0.17 0.64 0.23 1.25
Co-Go [mm] 2.27 3.46 1.78 0.51 0.70 1.40
Co-Sig [mm] 0.41 0.69 0.29 1.17 1.92 1.69
Go-Me [mm] 2.25 0.72 1.57 0.63 1.75 2.43
Co-in - Co-out [mm] 0.26 0.76 0.50 1.82 0.04 0.53
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Anonymized code: 5DA79D3A Mirroring SSM SPM

Age (years) 38 Right Left Right Left Right Left

Surface-to-surface [mm] 1.08 1.33 1.01 1.13 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.35 0.58 0.69 0.57 4.18 3.34
Me-Go-Co [°] 0.20 0.33 1.22 3.78 1.45 0.14
Go-Sagittal [mm] 0.55 0.12 1.73 2.12 1.66 0.20
Co-Sagittal [mm] 2.20 2.66 0.16 0.03 0.60 0.25
Co-Go [mm] 1.80 0.19 0.94 0.55 1.21 0.08
Co-Sig [mm] 1.05 0.76 2.07 0.32 0.56 0.62
Go-Me [mm] 3.20 1.16 1.41 1.97 2.89 2.73
Co-in - Co-out [mm] 0.76 0.29 1.28 0.45 2.36 2.37

Anonymized code: 08C9110C Mirroring SSM SPM

Age (years) 25 Right Left Right Left Right Left

Surface-to-surface [mm] 1.22 1.07 0.80 0.91 - -

M
ea
su
re
m
en
ts

Me angle [°] 2.33 1.99 0.03 0.91 1.91 3.08
Me-Go-Co [°] 1.48 1.17 1.48 1.34 2.43 2.34
Go-Sagittal [mm] 1.81 2.45 0.76 0.73 3.07 2.71
Co-Sagittal [mm] 1.71 0.89 1.10 0.28 4.96 4.08
Co-Go [mm] 1.54 0.78 0.06 2.16 1.67 3.60
Co-Sig [mm] 1.62 2.00 1.79 3.63 0.82 0.44
Go-Me [mm] 1.16 0.90 0.27 0.56 0.40 3.03
Co-in - Co-out [mm] 2.00 1.97 1.30 2.24 0.59 0.64

Anonymized code: 0FC7C8CB Mirroring SSM SPM

Age (years) 27 Right Left Right Left Right Left

Surface-to-surface [mm] 0.9 0.84 1.22 1.20 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.47 2.17 1.40 1.38 0.78 1.52
Me-Go-Co [°] 0.13 1.33 2.24 3.06 0.90 0.16
Go-Sagittal [mm] 1.41 2.07 2.28 3.57 1.51 4.65
Co-Sagittal [mm] 1.64 0.66 1.31 0.47 1.14 1.58
Co-Go [mm] 0.98 0.78 1.63 3.76 3.41 2.71
Co-Sig [mm] 0.71 0.08 0.76 1.93 0.25 0.63
Go-Me [mm] 0.27 0.28 0.46 2.38 1.80 1.44
Co-in - Co-out [mm] 1.13 1.00 1.97 1.24 0.47 0.44
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Anonymized code: 9DF59D9C Mirroring SSM SPM

Age (years) 19 Right Left Right Left Right Left

Surface-to-surface [mm] 1.46 0.9 0.83 1.31 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.18 0.57 0.86 0.49 0.45 0.57
Me-Go-Co [°] 3.13 3.01 0.93 0.64 3.91 2.23
Go-Sagittal [mm] 3.22 2.42 0.08 2.27 0.02 2.52
Co-Sagittal [mm] 1.88 0.78 0.30 0.61 0.03 0.01
Co-Go [mm] 0.97 2.71 1.08 3.44 1.87 1.21
Co-Sig [mm] 1.60 1.64 0.30 2.06 0.16 0.71
Go-Me [mm] 5.60 6.25 0.94 3.45 1.06 1.96
Co-in - Co-out [mm] 1.83 1.65 1.74 1.43 0.40 0.63

Anonymized code: 9FA1979F Mirroring SSM SPM

Age (years) 23 Right Left Right Left Right Left

Surface-to-surface [mm] 1.02 0.87 1.18 1.17 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.74 0.52 0.27 0.23 3.23 3.08
Me-Go-Co [°] 4.04 4.13 2.68 1.75 7.31 6.29
Go-Sagittal [mm] 0.72 0.64 1.89 1.31 1.04 0.16
Co-Sagittal [mm] 1.04 0.90 0.38 1.36 7.40 6.27
Co-Go [mm] 2.56 3.23 1.11 4.59 0.90 3.16
Co-Sig [mm] 1.16 1.16 0.70 2.06 0.13 0.43
Go-Me [mm] 0.65 0.42 3.19 1.15 0.17 2.47
Co-in - Co-out [mm] 1.96 1.16 2.42 2.38 1.00 0.64

Anonymized code: 0731DF30 Mirroring SSM SPM

Age (years) 24 Right Left Right Left Right Left

Surface-to-surface [mm] 0.7 0.84 0.78 0.95 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.67 1.84 0.01 0.86 2.10 1.73
Me-Go-Co [°] 3.05 1.14 0.42 1.61 0.66 0.23
Go-Sagittal [mm] 3.33 3.85 1.70 2.06 2.65 4.96
Co-Sagittal [mm] 2.53 2.22 1.40 0.15 2.21 3.24
Co-Go [mm] 1.34 1.05 0.98 3.00 0.36 0.37
Co-Sig [mm] 0.97 1.06 1.96 3.17 1.20 0.31
Go-Me [mm] 2.60 0.80 1.12 1.37 0.14 0.26
Co-in - Co-out [mm] 0.49 0.16 0.67 0.43 1.27 2.13
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Anonymized code: EB74FEB9 Mirroring SSM SPM

Age (years) 19 Right Left Right Left Right Left

Surface-to-surface [mm] 1.18 0.96 0.84 1.14 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.26 0.20 1.91 0.09 3.88 4.96
Me-Go-Co [°] 2.41 0.30 5.58 1.96 1.49 0.56
Go-Sagittal [mm] 1.46 0.66 1.65 0.75 0.58 1.72
Co-Sagittal [mm] 0.67 0.70 0.14 0.70 0.28 1.15
Co-Go [mm] 0.90 0.93 4.87 1.90 1.36 2.32
Co-Sig [mm] 0.45 0.27 1.81 0.64 0.80 0.17
Go-Me [mm] 2.35 1.80 1.27 1.72 2.83 2.54
Co-in - Co-out [mm] 0.90 0.70 0.88 2.00 1.15 0.79

Anonymized code: 9A956112 Mirroring SSM SPM

Age (years) 25 Right Left Right Left Right Left

Surface-to-surface [mm] 1.55 1.16 1.64 1.33 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.86 1.56 0.57 1.61 6.44 8.83
Me-Go-Co [°] 1.31 1.46 3.24 1.32 0.52 0.06
Go-Sagittal [mm] 3.57 1.77 1.56 1.30 0.90 3.05
Co-Sagittal [mm] 0.16 1.03 1.68 0.55 2.27 4.11
Co-Go [mm] 0.88 0.18 4.57 2.32 0.27 1.91
Co-Sig [mm] 0.60 0.01 3.54 0.38 0.26 0.55
Go-Me [mm] 0.40 0.74 0.06 0.75 0.63 1.96
Co-in - Co-out [mm] 0.55 0.42 1.75 1.57 0.01 0.19

Stellenbosch University  https://scholar.sun.ac.za



APPENDIX C. INDIVIDUAL SUBJECT RESULTS 103

C.1.2 Female subjects

Anonymized code: 4B4EC893 Mirroring SSM SPM

Age (years) 30 Right Left Right Left Right Left

Surface-to-surface [mm] 1.36 1.65 1.10 1.64 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.08 2.09 0.65 1.05 1.09 1.64
Me-Go-Co [°] 2.37 0.13 1.49 5.55 0.42 1.76
Go-Sagittal [mm] 1.63 1.06 1.12 0.54 1.30 0.80
Co-Sagittal [mm] 1.06 2.10 0.90 1.52 0.07 0.55
Co-Go [mm] 0.71 1.86 0.81 3.51 1.86 2.53
Co-Sig [mm] 0.15 0.37 0.10 0.46 0.34 0.05
Go-Me [mm] 0.45 2.34 0.98 3.00 1.32 0.43
Co-in - Co-out [mm] 0.57 0.93 1.97 3.15 1.24 1.75

Anonymized code: 6C9FACE3 Mirroring SSM SPM

Age (years) 24 Right Left Right Left Right Left

Surface-to-surface [mm] 0.94 0.90 1.12 1.36 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.24 0.31 0.42 0.31 1.48 2.27
Me-Go-Co [°] 0.21 0.28 0.23 3.81 1.41 2.02
Go-Sagittal [mm] 0.01 1.66 0.20 1.77 1.87 1.26
Co-Sagittal [mm] 0.24 4.92 0.52 5.34 0.42 1.14
Co-Go [mm] 0.37 0.26 0.37 3.41 2.15 1.71
Co-Sig [mm] 1.00 0.93 0.81 0.22 0.76 0.82
Go-Me [mm] 0.90 0.40 0.57 2.66 2.76 0.66
Co-in - Co-out [mm] 1.58 1.28 4.23 1.16 0.77 3.99
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Anonymized code: 365B85A0 Mirroring SSM SPM

Age (years) 34 Right Left Right Left Right Left

Surface-to-surface [mm] 1.32 1.43 1.26 1.42 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.96 1.99 2.96 1.14 4.91 2.13
Me-Go-Co [°] 4.52 5.11 5.60 3.84 1.41 1.78
Go-Sagittal [mm] 0.93 0.65 3.27 0.35 1.87 2.27
Co-Sagittal [mm] 0.11 1.03 0.26 1.67 0.42 1.32
Co-Go [mm] 1.50 0.12 2.54 1.00 2.15 2.00
Co-Sig [mm] 1.08 1.36 0.56 0.41 0.76 0.40
Go-Me [mm] 0.01 1.30 1.53 1.98 2.76 2.99
Co-in - Co-out [mm] 0.24 0.53 0.47 1.53 0.77 1.22

Anonymized code: A42038AA Mirroring SSM SPM

Age (years) 43 Right Left Right Left Right Left

Surface-to-surface [mm] 0.79 0.85 0.85 1.03 - -

M
ea
su
re
m
en
ts

Me angle [°] 2.01 0.33 0.75 0.04 1.58 0.80
Me-Go-Co [°] 1.75 0.89 0.17 5.78 1.86 3.06
Go-Sagittal [mm] 0.88 1.17 0.88 0.42 1.22 2.45
Co-Sagittal [mm] 0.59 1.23 0.32 0.11 4.24 4.10
Co-Go [mm] 0.21 0.03 1.00 1.28 1.20 0.12
Co-Sig [mm] 0.46 0.25 1.08 0.52 1.71 1.93
Go-Me [mm] 0.01 1.19 0.48 1.84 1.13 0.56
Co-in - Co-out [mm] 0.46 0.18 2.32 0.69 2.15 2.42

Anonymized code: B91AE436 Mirroring SSM SPM

Age (years) 30 Right Left Right Left Right Left

Surface-to-surface [mm] 0.96 1.05 1.36 1.51 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.78 1.55 0.36 1.30 3.83 5.28
Me-Go-Co [°] 0.16 0.66 3.16 4.00 4.66 5.84
Go-Sagittal [mm] 0.80 0.07 0.05 1.11 1.37 0.66
Co-Sagittal [mm] 0.11 1.33 0.20 2.14 0.18 1.37
Co-Go [mm] 2.45 2.52 2.25 3.59 1.93 0.92
Co-Sig [mm] 0.97 0.89 0.88 2.37 1.49 0.94
Go-Me [mm] 2.47 4.09 1.36 1.07 2.81 2.00
Co-in - Co-out [mm] 0.24 0.62 2.15 0.28 1.33 0.42
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Anonymized code: EBD9926E Mirroring SSM SPM

Age (years) 25 Right Left Right Left Right Left

Surface-to-surface [mm] 1.54 1.54 1.68 1.36 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.89 4.73 2.71 2.12 0.80 1.93
Me-Go-Co [°] 3.02 5.67 6.69 4.23 7.55 10.5
Go-Sagittal [mm] 0.47 0.22 3.45 0.69 0.55 1.21
Co-Sagittal [mm] 2.03 2.56 0.23 2.99 3.60 3.56
Co-Go [mm] 6.63 1.48 3.62 5.53 1.45 2.64
Co-Sig [mm] 2.04 2.80 0.44 0.40 0.74 0.98
Go-Me [mm] 1.49 3.41 1.47 1.52 0.25 0.36
Co-in - Co-out [mm] 0.14 0.21 1.63 0.42 0.04 0.55

Anonymized code: C472A912 Mirroring SSM SPM

Age (years) 21 Right Left Right Left Right Left

Surface-to-surface [mm] 1.59 1.50 1.68 1.36 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.18 0.27 2.71 1.42 3.15 4.21
Me-Go-Co [°] 2.72 0.16 6.69 4.91 1.86 0.58
Go-Sagittal [mm] 1.04 0.98 3.45 1.14 0.76 0.80
Co-Sagittal [mm] 1.06 0.08 0.23 0.71 0.91 1.01
Co-Go [mm] 3.41 0.89 3.62 0.70 0.19 0.68
Co-Sig [mm] 0.48 2.09 0.44 2.25 0.95 1.94
Go-Me [mm] 2.21 0.91 1.47 1.57 1.43 1.51
Co-in - Co-out [mm] 0.77 4.32 1.63 3.38 0.09 0.77

Anonymized code: 5C425429 Mirroring SSM SPM

Age (years) 23 Right Left Right Left Right Left

Surface-to-surface [mm] 1.37 1.6 0.87 0.92 - -

M
ea
su
re
m
en
ts

Me angle [°] 1.90 2.98 0.35 0.27 5.60 3.90
Me-Go-Co [°] 2.98 3.15 1.62 3.17 1.65 1.76
Go-Sagittal [mm] 3.67 3.45 0.06 0.04 1.08 1.47
Co-Sagittal [mm] 3.14 3.23 3.22 0.37 1.62 2.79
Co-Go [mm] 1.02 1.69 3.20 2.38 2.13 2.42
Co-Sig [mm] 0.22 0.30 2.12 3.59 0.71 1.24
Go-Me [mm] 2.36 0.04 0.24 0.37 2.17 2.80
Co-in - Co-out [mm] 1.20 1.22 2.65 2.52 0.50 0.55
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Anonymized code: B5B13B80 Mirroring SSM SPM

Age (years) 22 Right Left Right Left Right Left

Surface-to-surface [mm] 1.13 1.10 1.54 1.26 - -

M
ea
su
re
m
en
ts

Me angle [°] 0.28 1.29 0.06 0.33 1.72 3.39
Me-Go-Co [°] 0.78 0.67 0.48 1.64 2.18 2.39
Go-Sagittal [mm] 0.02 0.57 0.80 0.20 0.98 1.55
Co-Sagittal [mm] 0.24 0.05 0.58 0.33 1.36 1.11
Co-Go [mm] 1.65 4.42 0.66 1.64 2.58 3.72
Co-Sig [mm] 0.72 0.22 0.82 2.25 1.68 2.15
Go-Me [mm] 0.23 2.82 0.60 0.20 1.86 1.44
Co-in - Co-out [mm] 0.01 0.03 1.04 2.43 0.91 1.69

C.2 Second scenario
Figure C.2 displays the landmarks that are manually located and fed into the
SSM as partial input.

Figure C.2: Manual landmark selection for first scenario
(Illustration: RL Gillingham)
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C.2.1 Male subjects

Anonymized code: 2BDE2F29

Age (years) 26 SSM SPM

Surface-to-surface [mm] 1.20 -
M
ea
su
re
m
en
ts

Me angle [°] 0.18 4.95
Id-Me angle [°] 1.63 2.80
Me-Go-Co (right) [°] 0.34 1.04
Me-Go-Co (left) [°] 0.19 4.80
Id-Me [mm] 1.20 1.98
Go-Me (right) [mm] 0.34 5.69
Go-Me (left) [mm] 0.41 4.83

Anonymized code: 2CE7D393

Age (years) 25 SSM SPM

Surface-to-surface [mm] 1.21 -

M
ea
su
re
m
en
ts

Me angle [°] 0.04 1.08
Id-Me angle [°] 6.70 12.7
Me-Go-Co (right) [°] 1.47 1.57
Me-Go-Co (left) [°] 0.99 1.98
Id-Me [mm] 3.92 1.94
Go-Me (right) [mm] 0.55 1.78
Go-Me (left) [mm] 0.24 0.63

Anonymized code: 5DA79D3A

Age (years) 38 SSM SPM

Surface-to-surface [mm] 1.34 -

M
ea
su
re
m
en
ts

Me angle [°] 0.97 4.18
Id-Me angle [°] 4.57 0.55
Me-Go-Co (right) [°] 1.10 1.94
Me-Go-Co (left) [°] 0.62 1.14
Id-Me [mm] 0.74 0.31
Go-Me (right) [mm] 0.43 2.95
Go-Me (left) [mm] 1.67 0.01
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Anonymized code: 08C9110C

Age (years) 25 SSM SPM

Surface-to-surface [mm] 0.73 -

M
ea
su
re
m
en
ts

Me angle [°] 0.39 1.91
Id-Me angle [°] 1.30 2.59
Me-Go-Co (right) [°] 0.87 0.31
Me-Go-Co (left) [°] 1.83 1.04
Id-Me [mm] 0.59 2.45
Go-Me (right) [mm] 1.44 1.02
Go-Me (left) [mm] 1.32 3.66

Anonymized code: 0FC7C8CB

Age (years) 27 SSM SPM

Surface-to-surface [mm] 1.35 -

M
ea
su
re
m
en
ts

Me angle [°] 0.32 0.78
Id-Me angle [°] 2.31 1.65
Me-Go-Co (right) [°] 2.59 4.65
Me-Go-Co (left) [°] 1.42 3.15
Id-Me [mm] 2.45 0.05
Go-Me (right) [mm] 0.17 4.01
Go-Me (left) [mm] 0.31 2.50

Anonymized code: 9Df59D9C

Age (years) 19 SSM SPM

Surface-to-surface [mm] 1.79 -

M
ea
su
re
m
en
ts

Me angle [°] 1.03 0.45
Id-Me angle [°] 0.78 6.71
Me-Go-Co (right) [°] 1.27 3.21
Me-Go-Co (left) [°] 1.68 0.58
Id-Me [mm] 0.47 1.51
Go-Me (right) [mm] 0.72 2.02
Go-Me (left) [mm] 1.05 4.05
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Anonymized code: 9FA1979F

Age (years) 23 SSM SPM

Surface-to-surface [mm] 1.58 -

M
ea
su
re
m
en
ts

Me angle [°] 0.60 3.23
Id-Me angle [°] 0.53 2.71
Me-Go-Co (right) [°] 1.77 6.17
Me-Go-Co (left) [°] 0.33 2.16
Id-Me [mm] 1.24 0.44
Go-Me (right) [mm] 1.49 2.31
Go-Me (left) [mm] 0.31 4.50

Anonymized code: 0731DF30

Age (years) 24 SSM SPM

Surface-to-surface [mm] 0.80 -

M
ea
su
re
m
en
ts

Me angle [°] 0.21 2.10
Id-Me angle [°] 0.46 0.86
Me-Go-Co (right) [°] 0.15 3.59
Me-Go-Co (left) [°] 0.48 3.08
Id-Me [mm] 0.75 0.22
Go-Me (right) [mm] 0.58 1.00
Go-Me (left) [mm] 0.03 0.87

Anonymized code: EB74FEB9

Age (years) 19 SSM SPM

Surface-to-surface [mm] 1.14 -

M
ea
su
re
m
en
ts

Me angle [°] 0.16 3.88
Id-Me angle [°] 2.64 8.56
Me-Go-Co (right) [°] 0.98 6.62
Me-Go-Co (left) [°] 0.37 6.09
Id-Me [mm] 0.23 0.92
Go-Me (right) [mm] 0.10 3.24
Go-Me (left) [mm] 0.05 0.48
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Anonymized code: 9A956112

Age (years) 25 SSM SPM

Surface-to-surface [mm] 1.30 -

M
ea
su
re
m
en
ts

Me angle [°] 0.56 6.44
Id-Me angle [°] 0.30 0.70
Me-Go-Co (right) [°] 0.73 0.74
Me-Go-Co (left) [°] 0.54 1.23
Id-Me [mm] 0.93 0.74
Go-Me (right) [mm] 1.39 6.97
Go-Me (left) [mm] 1.52 8.74

C.2.2 Female subjects

Anonymized code: 4B4EC893

Age (years) 30 SSM SPM

Surface-to-surface [mm] 1.15 -

M
ea
su
re
m
en
ts

Me angle [°] 0.76 2.10
Id-Me angle [°] 2.74 4.51
Me-Go-Co (right) [°] 0.62 0.04
Me-Go-Co (left) [°] 1.50 2.30
Id-Me [mm] 1.97 0.92
Go-Me (right) [mm] 0.34 6.27
Go-Me (left) [mm] 0.23 5.76

Anonymized code: 6C9FACE3

Age (years) 24 SSM SPM

Surface-to-surface [mm] 1.43 -

M
ea
su
re
m
en
ts

Me angle [°] 0.87 1.53
Id-Me angle [°] 2.37 0.68
Me-Go-Co (right) [°] 1.65 3.75
Me-Go-Co (left) [°] 0.74 7.47
Id-Me [mm] 0.36 2.04
Go-Me (right) [mm] 3.95 0.03
Go-Me (left) [mm] 2.00 0.69
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Anonymized code: 365B85A0

Age (years) 34 SSM SPM

Surface-to-surface [mm] 1.39 -

M
ea
su
re
m
en
ts

Me angle [°] 1.49 3.45
Id-Me angle [°] 2.91 9.20
Me-Go-Co (right) [°] 3.14 2.29
Me-Go-Co (left) [°] 2.45 1.38
Id-Me [mm] 0.31 0.92
Go-Me (right) [mm] 0.96 1.23
Go-Me (left) [mm] 1.30 1.78

Anonymized code: A42038AA

Age (years) 43 SSM SPM

Surface-to-surface [mm] 0.95 -

M
ea
su
re
m
en
ts

Me angle [°] 0.22 0.63
Id-Me angle [°] 2.99 1.91
Me-Go-Co (right) [°] 0.12 5.61
Me-Go-Co (left) [°] 0.55 1.57
Id-Me [mm] 0.52 0.81
Go-Me (right) [mm] 0.46 4.33
Go-Me (left) [mm] 0.70 3.71

Anonymized code: B91AE436

Age (years) 30 SSM SPM

Surface-to-surface [mm] 0.84 -

M
ea
su
re
m
en
ts

Me angle [°] 0.17 4.90
Id-Me angle [°] 3.80 8.63
Me-Go-Co (right) [°] 0.05 4.04
Me-Go-Co (left) [°] 0.77 6.93
Id-Me [mm] 0.22 5.12
Go-Me (right) [mm] 0.73 7.24
Go-Me (left) [mm] 0.48 5.15
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Anonymized code: EBD9926E

Age (years) 25 SSM SPM

Surface-to-surface [mm] 1.31 -

M
ea
su
re
m
en
ts

Me angle [°] 0.13 1.23
Id-Me angle [°] 2.43 0.57
Me-Go-Co (right) [°] 0.84 3.73
Me-Go-Co (left) [°] 3.03 7.68
Id-Me [mm] 0.67 2.50
Go-Me (right) [mm] 1.90 0.39
Go-Me (left) [mm] 0.13 0.74

Anonymized code: C472A912

Age (years) 21 SSM SPM

Surface-to-surface [mm] 1.79 -

M
ea
su
re
m
en
ts

Me angle [°] 0.19 3.74
Id-Me angle [°] 7.26 3.95
Me-Go-Co (right) [°] 1.15 0.04
Me-Go-Co (left) [°] 1.97 1.43
Id-Me [mm] 1.84 0.86
Go-Me (right) [mm] 0.70 0.87
Go-Me (left) [mm] 0.80 0.65

Anonymized code: 5C425429

Age (years) 23 SSM SPM

Surface-to-surface [mm] 1.56 -

M
ea
su
re
m
en
ts

Me angle [°] 1.92 4.75
Id-Me angle [°] 3.41 2.41
Me-Go-Co (right) [°] 1.52 0.55
Me-Go-Co (left) [°] 3.43 1.74
Id-Me [mm] 2.09 1.75
Go-Me (right) [mm] 2.24 1.55
Go-Me (left) [mm] 2.37 4.33
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Anonymized code: B513B80

Age (years) 22 SSM SPM

Surface-to-surface [mm] 1.21 -

M
ea
su
re
m
en
ts

Me angle [°] 1.68 2.49
Id-Me angle [°] 0.95 5.91
Me-Go-Co (right) [°] 0.78 1.77
Me-Go-Co (left) [°] 0.81 2.19
Id-Me [mm] 2.50 0.17
Go-Me (right) [mm] 1.84 4.12
Go-Me (left) [mm] 3.45 2.63

Stellenbosch University  https://scholar.sun.ac.za




