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Foreword

Welcome to this seventh International Conference on Competitive Manufacturing hosted by the University of Stellenbosch and organised by the Department of Industrial Engineering.

In a small world where global trade is the new driving force conquering countries and continents alike, international competitiveness is becoming the ultimate challenge of the new millennium. It requires high quality products manufactured with state-of-the-art technologies at low cost under the assumption of highly efficient operations management as well as clear corporate goals and strategy. This in turn is facilitated by and dependent on improved engineering training, education, and relevant applied research, fuelled by active interaction between academia and industry.

The main objective of COMA ’19, the International Conference on Competitive Manufacturing is to present recent developments, research results and industrial experience accelerating improvement of competitiveness in the field of manufacturing. The 90 papers and presentations invited or selected to be delivered at the Conference, deal with wide aspects related to product design and realisation, production technologies and systems, operations management as well as enterprise design and integration. The worldwide participation and range of topics covered indicate that the Conference is truly a significant meeting of people striving similar aims. The event is an additional opportunity for communication between paper authors and attendees, which undoubtedly will serve as a further step towards exciting developments in the future. It also provides ample opportunities to further exploit international collaboration.

The Chairmen and the Organising Committee express heartfelt thanks and gratitude to the Members of the International Programme Committee, who have given their help and expertise in refereeing the papers and will chair the plenary and technical sessions during the Conference, as well as to the authors for participating and ensuring that the high standards required on an International Conference were maintained. These thanks and gratitude are extended to our highly regarded plenary speakers.

The Chairmen convey sincere thanks to the conference sponsors for their generous support, which made this event possible.

The International Academy of Production Engineering (CIRP) is gratefully acknowledged for the scientific sponsorship given to the Conference.

Finally, the tremendous effort of the Organising Committee is appreciated. Grateful thanks are due particularly to the Conference Secretariat for ensuring the success of COMA ’19.

We hope that you will find the Conference interesting and stimulating!
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Plenary Session

Manufacturing Technology: Concepts, Adoption and Commercialisation
New Machining Concepts - Compensated, Intelligent, Bioinspired

K. Wegener¹, T. Gittler², L. Weiss²

¹Institute of Machine Tools and Manufacturing (IWF), ETH Zürich, Switzerland
²Inspire AG, Zurich, Switzerland

Abstract

The impact of Industrie 4.0 onto machine tools is significant, despite the fact, that quite some of the novelties discussed within this new paradigm have their roots decades earlier. But especially the concerted action, which strives the development of sensors, controls, data processing together with connectivity, unprecedented data integration and the notion of cyber physical production systems open up new development lines towards manufacturing systems as enablers for the progress in manufacturing. Highly developed compensation concepts are developing into state depending AI-supported strategies. Maintenance becomes predictive, as learning of machines becomes global and model based. Further inspirations taken from biological systems are adopted for machining centres and drive a biological transformation of manufacturing machines. Machine intelligence becomes the basis for executing manufacturing processes, which requires a close integration of process intelligence (CAM-systems) and machine controls.

Keywords


1. INTRODUCTION

In the past 10 years it became obvious, that manufacturing provides the basis for a stable society. 20% of GDP as industrial production or 25% as production of tangible goods seems to be the basis of wealth even in a service oriented society. In the end, all thoughts of engineers have one unique dedication, namely to provide products to fulfill requirements of mankind. Therefore, it is not only money, that makes the world go round, but production machinery. The modern world is populated by about a new value of 350 billion $ of CNC driven machine tools, which is approximately 2.5 million CNC machines. As shown in Figure 1 each year a value of 50 to 60 million CNC machines is added, still increasing the population of CNC machines, because some of them replace non-counted non-CNC machines. Approximately 2/3 of them are cutting machines.

In 1951, the CNC control has already been invented, being one of the most groundbreaking developments in production machines, but the transition is still on its way. According to [47] from 2018 to 2025 the population of CNC machines in Europe will increase from 700'000 to 800'000, while non-CNC-machines will strongly decrease in number. Since then the overall increase in productivity, which according to [58] is approximately 2 to 3% per year is basically supported by an incredible amount of ameliorations and better exploitation of the technology. Just as an example: a tool segment for the tire industry produced on one of the old punchtape based machines would require 1000 kg of punchtape, which moves this production clearly in the vicinity of technical overkill at that times. Figure 2 shows for a gear grinding machine the overall increase in productivity over the years, driven by enhanced process technology, enhanced tools, machine tool development being capable to withstand higher forces and vibration excitation, faster controls, more powerful drives, sensory, and better automation. Naturally also set point generation has largely enabled higher cutting speeds and it can be estimated that in case of more reliable cutting materials and better tool benign tool paths a reduction of production time in the two-digit percent range can be achieved. Within CIM in the 80s and 90s an attempt was made to automatize the strategy planning, an intelligence or experience requiring act within the process chain of cutting. This was not successful due to limited computational power and economic interests. In the meantime, additive manufacturing still in the stage of rapid prototyping showed the possibility to start manufacturing only a few minutes after the workpiece geometry has been provided, which takes hours in case of cutting. To face the truth, produced parts in rapid prototyping lack several industrial requirements indispensable in the mature cutting technology. But the discussion on the notion of a “five-minute-machine”, requiring machine intelligence has been implanted.

Compensation, as kinematic, thermal gravitational or dynamic compensation is one of the achievements in recent times towards accuracy, reliability and
robustness. The physical modelling behind are highly complicated, if they take into account all the essential influential effects within a machine tool. Models in use and scientific discussion spread from physical to phenomenological approaches, and in this range from complex and nearly unmasterable to simple while vice versa the parameter identification effort ranges from simple to awfully huge. Self-learning approaches based on some model seem to be the suitable work around for dilemmas like this.

Obviously, the human ability to take up pieces of information, store and combine them and take decisions on the basis of information from different times and environments is valuable in those cases of complicated and even complex behavior. Also other capabilities of biological systems besides cognition, learning capabilities and intelligence are highly desirable for machine tools and deserve research, such as machine autonomy, abundance of sensors, sensor fusion and redundancy, swarm intelligence and fleet learning, strong reliance optical image recognition, self-healing or wear and failure compensation and also teaching competence. Bio inspired structures are topics already introduced at least on the scientific level into machine tools as demonstrated in [41], which is insofar a fairly weak approach, as the condition of manufacturability needs to be taken into consideration, which today is only done by intuition of some designer. But for sufficient development of additive manufacturing for large structures a really topology optimized lightweight structure can be realized. Bio inspired functional surfaces for machine tools suffer from the fact, that these structures are extremely vulnerable, and their lifetime is strongly limited. Biological systems always come up with self-healing capabilities, restoring the fine surface structures. Therefore, the capability for self-healing opens new potentials in very different aspects from tool sharpening to play filling but is still in its infancy.

Driven by accuracy requirements of machine tool applications the expenses for the mechanical improvements of machines by mechanical means are becoming more and more expensive. This requires a paradigm change which was attempted in several waves starting decades ago, namely to charge the control system with compensating for erroneous movements of the machine. These are always due to the fact, that positioning, and position measurement of machine tool axes takes place far away from the TCP which shall be controlled and between those two the machine mechanics with its physically given insufficiency reigns. Several aspects today justify independent of earlier failures a reconsideration of this topic:

1.) A consequent design for compensation declaring repeatability as the highest principle has not yet been attempted [57].
2.) IT-technology of today offers drastically increased computational performance, especially if intensive number crunching required by the modelling approach is performed on the GPU (Graphical Processor Unit). Thus real time delivery of new compensation values becomes achievable.
3.) Huge investments of manpower have enriched the world with model order reduction algorithms of high and predictable precision as for instance demonstrated by [49].
4.) Meta-modelling allows fast provision of new compensation values. Meta models also can be adapted on the fly to cope with changing machine and machining conditions. They are a preferred entry point of self-learning algorithms.

Compensation is done according to [57] to correct erroneous behaviour of the machine tool out of different reasons:
- Inaccurate kinematics
- Gravity of moving parts
- Dynamical deflection due to inertial effects as intalk, crosstalk, coupling forces
- Thermal displacements
- Wear status

While dynamical compensation needs extremely fast reaction or feed forward with the help of models, the other compensations are not requiring that high dynamics or are even static. Compensation requires models of the machine tool and / or the process, in order to take effects into account, that happen during the long-life time of a machine, those models become extremely complicated and complex, self-adaptability and machine learning become of crucial importance as will be shown in the following sections.

2.2. Thermal compensation

As stated by Mayr et al. [35], thermal errors are by far the most prominent source of manufacturing errors, and because thermal compensation has less time restrictions and thus really becomes industrially viable, it is elaborated to more detail. The standard means to cope with thermal elongations in high precision machining is to create a thermally stable environment by air conditioning of the shop floor and by run in to get a stable distortion or tempering the machine to mitigate thermal gradients. The energy consumption of machine tools is under discussion for over one decade, and becomes more and more suspiciously observed. With the aspect of knowledge based machining the modern approach is to go for a thermal compensation, where the machine tool axes execute the error corrections without any utilization of further power as in the cooling and air conditioning approach. Thus, not only from the accuracy perspectives, but also from the energy efficiency perspective, there is no way around thermal compensation. Figure 3 shows different ways how to setup a thermal compensation action chain. Knowledge basis is the model which takes up data from the basic system by sensors and changes with the basic system with the help of actuators. Everything that supplies information to the compensation intelligence is considered as sensor. This can be displacement measurements, thermal measurements and also the CNC program is considered as a sensor. Actors can be a chiller, the machine axes as well as auxiliary positioning devices. From top to bottom the models become less physical, which on practical basis means that its modelling complexity as well as the computation time is reduced to become more and more real time capable. This needs to be then counterbalanced by measured parameters displaying the complexity of the system and thus the calibration effort needed to setup the model in the beginning is increasing from top to bottom.
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**Figure 3 - Mechatronic concept of thermal compensation and morphological box [57].**

As stated by Mayr et al. [35], thermal errors are by far the most prominent source of manufacturing errors, and because thermal compensation has less time restrictions and thus really becomes industrially viable, it is elaborated to more detail. The standard means to cope with thermal elongations in high precision machining is to create a thermally stable environment by air conditioning of the shop floor and by run in to get a stable distortion or tempering the machine to mitigate thermal gradients. The energy consumption of machine tools is under discussion for over one decade, and becomes more and more suspiciously observed. With the aspect of knowledge based machining the modern approach is to go for a thermal compensation, where the machine tool axes execute the error corrections without any utilization of further power as in the cooling and air conditioning approach. Thus, not only from the accuracy perspectives, but also from the energy efficiency perspective, there is no way around thermal compensation. Figure 3 shows different ways how to setup a thermal compensation action chain. Knowledge basis is the model which takes up data from the basic system by sensors and changes with the basic system with the help of actuators. Everything that supplies information to the compensation intelligence is considered as sensor. This can be displacement measurements, thermal measurements and also the CNC program is considered as a sensor. Actors can be a chiller, the machine axes as well as auxiliary positioning devices. From top to bottom the models become less physical, which on practical basis means that its modelling complexity as well as the computation time is reduced to become more and more real time capable. This needs to be then counterbalanced by measured parameters displaying the complexity of the system and thus the calibration effort needed to setup the model in the beginning is increasing from top to bottom.
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**Figure 4 - Procedure of phenomenological modelling, calibration and compensation [57].**

Figure 4 displays the procedure for phenomenological modelling with sensor input from the CNC program. As basic system the rotary axes block of a 5-axis milling machine is used. As phenomenological model a fairly crude representation of the physics of thermal behaviour is used, keeping only the history dependency of errors on the movements of the machine as physically correct representation. Similar modelling has been presented e.g. by Mayr et al. [34], Yang and Ni [64] and Brecher et al. [7]. This gives a system of first order differential equations as shown in Figure 4 for the location error vector $y$ of the rotation axes depending on the vector of thermal inputs $u$ which contains the power inputs of the axes, environmental temperatures etc.. All the elements of the matrices $p_1, p_2$ and vector $p_3$ need to be then identified during a calibration cycle.
This calibration cycle consists of 70 hours of randomly chosen movements of B- and C-axis. The displacement ZOT of the table surface in vertical direction as an example for one of the components of the vector $\gamma$ is shown in Figure 4 as simulation result together with the measuring results, which show expectedly good accordance, because for this motion the parameters have been identified.

Figure 5 - Block diagram for thermal compensation [19]

To verify the model to more than only suitability a different randomly chosen motion profile for B and C is evaluated with the model and measured as well. Again, the model represents very well the measured behaviour of the machine and the simulated error values can then be used for compensation according to Figure 5. Figure 6 then shows the achieved compensations, which demonstrates that this kind of modelling is clearly capable to serve as a model for online compensation of machine tools.

The scientific questions still open are, how short a calibration cycle might be to achieve a given quality of compensation and what happens for very long run times or changes in the mode of utilization of the machine. For the latter, a solution is provided in chapter Error! Reference source not found..

3. AUTONOMOUS MACHINE LEARNING

3.1. General remarks

Learning is a fundamental element of Intelligent Manufacturing Systems (IMS), and closely linked to the notion of Biointelligence. Learning processes in general can be classified in three categories, depending on the available feedback: Supervised learning, reinforcement learning and unsupervised learning.

Supervised learning postulates that the desired outcome (solution) is available together with the respective data. Reinforcement learning provides an evaluation of the solution given by the learning algorithm, usually of qualitative or binary nature. The unsupervised learning process does not provide any (external) solution [37]. The solution lies within the data, usually referred to as a structure. It is usually used to cluster and trim datasets, such as automated outlier detection for instance. The notions of other learning types, such as fleet learning, deep learning and model based learning are specific applications of supervised, unsupervised or reinforcement learning. Hybrid approaches of the previously named approaches are possible, and practically applied in many of the presented cases (e.g. [6,31]). Fleet learning is a term derived from condition monitoring applications in aircrafts, and has also found applications in automotive autopilot training [51]. However, it has not yet been published in conjunction with manufacturing related approaches. Model-based learning defines any learning approach relying on pre-installed knowledge (pre-taught patterns, inclusion of expert knowledge), showing a larger and faster learning success. It can be considered as a Funnel of Nuremburg for Machines. Internal research at IWF (ETH Zurich) hints that model-based learning is also a useful measure to compensate for low-quality low-quantity historical data for the training of appropriate models. As a complete overview over all machine-learning techniques goes beyond the scope of this report, the reader’s attention should be drawn to [62] for an in-detail overview of machine learning approaches in manufacturing and their particularities.

3.1.1. Learning with structured and reliable data

Learning approaches are mostly characterized by the quality of the relevant and available data. A
plethora of high quality datasets registered over appropriate timespans is a rather rare case, wherefor few successful applications of unsupervised learning approaches in manufacturing have been published. One of the few exceptions that provided an application for unsupervised learning algorithms in manufacturing was published by Lieber et al. [30] in 2013, using unsupervised learning for preprocessing and feature extraction purposes of datasets generated in a rolling mill. Luckow et al. [31] described in 2016 the possible application of unsupervised learning for visual inspection processes in manufacturing, as well as for recognizing features in camera images of robots enabling self-learning techniques. For the visual inspection process, a large database of already-existing imagery was used in order to train the algorithm, therefore circumventing the issue of collecting the data manually. However, an important aspect here is the notion of transferring learning from one case to another, which is also applied by [40] and [45]. In [45], the fusion of knowledge of manufacturing operations data is carried out by representation learning. Representation learning describes a learning method in which the feature set is auto-discovered by the learning algorithm. The feature engineering or extraction is carried out automatically.

Even if data becomes more and readily available, and processing tools and units decrease in cost while they increase in performance, the collection of the right data within a sufficiently defined context at the right time in a sufficiently large quantity remains an issue [31]. As for the design of learning approaches, this challenge is not always easy to overcome. Reinhart and Steil [44] go as far as suggesting hybrid approaches for inverse kinematic controls of robots. According to their findings, parameter identification remains less cumbersome as the data collection for a pure machine-learning approach. The machine learning approach is used to model only complex characteristics outside of the identified parametric model. The combination of physical and statistical modelling however is not an isolated case, as underlying physical models can be used to decrease the need of generated data for proper results. Together with the transferal of already acquired knowledge in different applications, these hybrid approaches appear to be a valid approach for a learning approach in manufacturing, given a lack of available or accessible data. As some sort of physical knowledge is always used at the foundation, most approaches can be considered as hybrid. However, the degree of hybridity differs severely between most known approaches of learning strategies in manufacturing.

Transfer learning in a direct manufacturing context seems to have not been published yet. However, it is widely used in image recognition in conjunction with Convolutional Neural Networks (CNN) [43]. As CNNs train different layers for subsets of image recognition (e.g. identification of vertices and edges), layers can be reused for different purposes, considerably lowering the necessary training data set volume. The underlying principle of data clustering and analysis remaining the same, only the mapping to predefined objects or states (e.g. conform or non-conform pieces) needs to be trained when applied to manufacturing systems.

The supervised learning approach is by far more frequently used than the non-supervised learning approach. Denkena et al. [11] implemented a support vector machine approach in 2016 in order to create a self-optimizing cutting process. The obtained process data is continuously modeled, in order to optimize the cutting parameters for the satisfaction of predefined boundary conditions. Wuest et al. [61] used a supervised machine learning approach in 2014 for product quality monitoring. Product and process states were introduced in order to partition the manufacturing program into sequences, allowing for a standardized data collection. This ultimately enables a “collection of data across a wide spectrum of product and process information”. In 2016, Haas et al. [23] proposed an iterative learning control approach to reduce systematic tracking errors in machine tools. In 2017, Arinez et al. [2] demonstrated the use of reinforcement learning in order to train a gantry scheduling policy, allocating material to a buffer serving two machines at once. The trained manufacturing cell showed a significantly lower production loss than the previously installed first-come-first-serve approach. Escobar and Morales-Menendez [13] published a machine learning and pattern recognition technique in 2017, allowing to detect defective welds from an ultrasonic metal welding process. Another interesting application of supervised machine learning in manufacturing was introduced by Shin et al. [50] in 2014: By the combination of STEP-NC features with NC data extracted via MT Connect, a model was trained which could predict the power consumption of machine tool. However, the performance was rather low, with a prediction error in between 11% and 21%, depending on the material used. The here within presented example of the autonomous and adaptive thermal error compensation by Blaser et al. [6] accordingly falls under the definition of supervised learning with structured data. Summing up the use of the so-far discussed machine learning methods, the limits of the application seem to lie in the challenge of an automatized collection of structured and reliable data.

3.1.2. Learning with unstructured, imprecise, fuzzy or probabilistic data
However, cognitive systems should be able to learn based on uncertain or probabilistic data. Additionally, associative learning (transferring knowledge from one case to a different setting) as a method of creation of new knowledge, can be considered a trait of advanced cognitive systems. Moreover, learning and adaptation based on experts’ advice, as well as learning on rather gray and fuzzy instructions by a worker for instance, are also learning strategies that should be considered.

An example for the learning with unstructured data is the creation of a clustering or standardization framework: In 2014, Wuest et al. [61] designed specific conventions, in order to allow for a standardized learning cycle, yielding favorable results. They defined a set of characteristic product states, allowing to measure and cluster data, as well as detecting and classifying changes in product conditions.

In the context of learning with unstructured or imprecise instructions, the notion of fuzzy control, or fuzzy learning comes to mind. This describes the ability of the machine to properly interpret a qualitative input, usually by a human interaction. [13,37,61,62] made use of, referred to or mentioned fuzzy control in their respective publications.

Telling from the variety of different learning approaches used in the publications cited in this chapter, the absence of robust, efficient general learning approaches becomes obvious. There currently is not a one-size-fits-all measure, but it seems as if learning approaches are surprisingly diverse. As the handling of system changes over time, a current and certainly future focus is the (self-)adaptation of algorithms, as presented for instance by Blaser et al. [6] in chapter 3.2.

An open question waiting for answers is the optimality between modeling and learning effort. It might differ considerably with the application cases (and with available data quality and quantity), but a general framework is yet to be developed. This is also interesting in the context of using similar models in different situations, where the results need to be scaled for comparison (i.e. application of similar learning approaches to different machine types). As internal research from IWF (ETH Zurich) hints, the modeling effort rises considerably with the application of similar learning strategies to even slightly differing machine types.

With the increase of high volume high quality data, the modeling effort decreases. However, a main problem remains to acquire sufficient and reliable data, especially for unsupervised learning approaches. Furthermore, the utilization of data from other machine types in transfer learning cases lacks model applications and guidance. This issue hints at a further development of fleet learning as used by Tesla Motors in order to answer the question of comparability between data from different machine sizes and types. Summing up the previous argument, the notions related to associative learning (transfer learning, fleet learning) should be elaborated more in-detail in manufacturing contexts.

Alternatively, successful and universal approaches of introducing unreliable and unstructured data are of interest. Beneficially might be to pursue the question of registration and evaluation of each and every input of a skilled and virtuous user, so that implicit knowledge can be made visible. It becomes evident that the combination of rule and model based expert systems with learning capability enhances manufacturing processes.

### 3.2. Adaptive learning control for thermal compensation

As pointed out in section 2.2 models for machine tool covering their full behaviour become infinitely complicated. Reduced models combined with machine learning is therefore here considered as superior. Especially the integration of history dependent power input data, the modelling of time delays introduces errors on the long run of a machine. Mou and Liu [38] pointed out, that working conditions might change such, that the identified parameters of the simplified phenomenological model are no more suitable. Starting with the model explained in section 2.2 a self-learning algorithm, developed by Blaser et al. [6], as adaptive learning control (ALC) can be established as sketched in Figure 7. This method requires an active thermal displacement modelling, which predicts the thermal displacements, transfers the correction data to the machine control via some provided interface as FOCAS2 of Fanuc, which is then used for correcting each individual axis. From time to time measurements of real data from the machine take place to compare the predicted displacements with the actual displacements on the machine. For this compensation scheme only providing the relationship between displacements and heat inputs, no other than position measurements can be used for this, which means that a defined geometrical object needs to be placed on the work piece side and a probing system on the spindle system is used to determine the position of this geometrical object. As most machine tools today provide an exchangeable probing system, this is used to probe a precision sphere positioned 160 mm outside of the center of the C-axis in 4 different positions of the C-axis as also shown in Figure 7. These measurement values are then used to recalibrate the parameters within the matrices and vectors of the model equation. The principle of mitigating thermal errors is then presented in Figure 8.
Figure 7 - Principle of adaptive learning control for thermal error mitigation in machine tools in the bottom is shown the measurement procedure [6].

The effect of ALC is shown in Figure 10 for the machine tool with V [w C2’ B’ b [Y1 Y2] X [Z1 Z2] (C1) t] as kinematic chain according to ISO 10791-2 shown in Figure 9. The first calibration is set to a reduced time interval of 12 h, which is typical for run in times at the machine tool maker. The correlation between achieved location errors and run in times is shown in Figure 11 for a situation with thermally stabilizing cutting fluid and without. It can be recognized, that depending on the cutting fluid supply the calibration times exceed these 12 h strongly. Despite 12 h seems to be too short for a good calibration, it is applied here to demonstrate the effect of ALC. Here the thresholds for recalibration are set to 15 µm for linear and 25 µm/m for rotational axes. The system starts with 30 min between each recalibration. When these thresholds are surpassed, the recalibration times are automatically reduced to 15 min and a time delay of two hours is set for the application of new data, to have sufficient measuring points for the recalibration. Figure 10 shows, that the ALC approach is suitable for enabling compensation with limited accuracy models.

Figure 8 - Illustration of the concept of ALC for thermal error compensation, adapted from Blaser et al. [6]

Figure 9 - Structure of the investigated machine tool

Figure 10 - Results for the thermal compensation with ALC approach
Drawback of the method is the necessity to perform position measurements, which are time consuming as they cannot take place parallel to machining. Reconstruction of the model such that temperature measurements at specific points within the machine can be used instead is at the moment under preparation. More elaborate learning algorithms are developed to change the structure of the model if required. Deeper reconstruction of the model, even change of thermal sensor placement is possible with a machine learning approach, but anyway requires rules and algorithms for those modifications to be predefined.

3.3. Iterative learning control for path planning

The concept of iterative learning control can also be applied for the increase in accuracy of tool paths in machining, which was reported in [23]. Difficult for this task is the limited bandwidth of typical motion controllers, which therefore requires feedforward control with knowledge out of previous trials. Fast exploitable models per axis with limited physical exactness are used as shown in Figure 12.

For the feedback either the encoder signals are exploited or an external measurement system directly tracing the TCP is used for the learning feedback. The latter possibility is not suitable for practical utilization in real manufacturing, but shows which accuracy increase is possible, if exact knowledge of the TCP movement were accessible. With the encoder signals an estimation of the TCP movements with the help of the two-mass model from Zirn [68] is used instead of a measurement at the TCP. Thus, the scheme of the ILC for path planning containing three different possibilities of setup of ILC is presented in Figure 13.
For the test bench from Figure 14 the results of the ILC for a chosen path and the three different learning approaches is presented in Figure 15. Naturally the feedback of exact TCP data enhances this ILC best, but the simple models for the prediction of the TCP behaviour depending on the commanded paths show respectable increase of path accuracy and in this case, bring the TCP over the whole prescribed path within the tolerances.

Depending on the iteration scheme, only very little numbers of iterations are required until the final accuracy of the path, which makes this feasible for repetitive manufacturing tasks. A generalization to unknown manufacturing paths, where training for a feedforward is not possible, the learning algorithm is capable to learn frequently repeated sections or features of paths, which can then be stitched together to give an enhanced TCP path. This approach specifies a self-enhancing expert system for path planning on a specific machine, which can be setup without intense modelling of machine structures.

4. EXPERT SYSTEMS AND TEACHING MACHINE

Expert systems on machine tools comprise the available knowledge of how to run the process. The only way how “keep it simple” works in those cases is, to hide the full physical complexity of the process the user and let the expert system on the machine do the work. But nevertheless, for machine tools experienced users outperform any expert system as they have for special applications specialized knowledge and therefore need to have the access also to all details and parameter selection. Especially for strongly experience based processes as it is the case for grinding and EDM expert systems are offered within the machine, which is the basis for creating intelligent machines. The Technology Integrated solution by Fritz Studer AG (Thun, Switzerland) [17] is an example. Here, an expert system was designed, in which previously digitalized knowledge is used to automatically assess a near-optimal parameter set for a grinding process. The worker is then instructed by the system on how to setup the process and the grinding parameters are automatically selected from the expert system. As shown in see Figure 16 the expert system ranked among the three fastest workers which showed a fulfillment of a 100% of all requirements. On the other hand, this demonstrates the headroom for improvements if the system is capable to learn from experienced users as shown in Figure 17. The machine becomes the main information storage and for this concept needs to have close contact to technological data bases, if these are not directly stored within the machine control. In this learning and teaching approach the machine directly behaves like a biological system. An interesting question in this respect is, how the machine control distinguishes between the apprentice and the master.
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**Figure 13** - Figure 14 - test bed for the validation of the ILC algorithms for path planning
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**Figure 14** - Performance of the Studer Technology Integrated solution in comparison with the performance of human experts for a dedicated grinding process [18].

![Figure 15](image3)

**Figure 15** - contour accuracy of three different ILC schemes [22].
5. SELF-HEALING AND SELF-ORGANIZATION

An important trait in the biological transformation is the ability to handle exceptions, in which the system needs to adapt to disturbances, partial or complete breakdowns. By comparing the way how systems treat possible failures, a distinct line can be drawn in between self-organizing and self-healing systems:

**Self-Organizing Systems:** Systems that have a larger space of possible solutions (including a defined set of disturbances), which can swiftly switch to a different solution in case of a detected misbehavior or failure. An example would be a manufacturing system fulfilling an optimization problem, in which multiple solutions are optimal, and can be selected arbitrarily, such as in [67] and presented in Figure 18. The systems are defined as self-organizing systems, which are able to adapt to changing conditions by the selection of different available elements or different process sequences to be used. This does not include repair of the defective or misbehaving unit or fraction, but a mere mitigation of defects of member entities. An example referring to machine tools would be the autonomous detection of a precision loss incurring within a section of a ball screw, and the subsequent shift of the process window outside of the section suffering from precision loss. Self-Organizing systems can be characterized by

- Predefined disturbance and solution sets,
- problem circumvention (redundancy, diversity) rather than root cause elimination,
- the lack of ability to reconstitute an original, desirable state,
- and cognitive capabilities limited to detect symptoms belonging to the predefined solution space.

**Self-Healing Systems:** Systems that are able to reconfigure, identify and repair autonomously following a misbehavior, failure or error. Systems fulfilling the following characteristic traits can be defined as an actual self-healing system:

- A priori unbound disturbance and solution space,
- retention of a functional state not entirely dependent on redundancies,
- ability to reconstitute an original desirable state,
- distinct cognitive capabilities allowing to intrinsically or heuristically develop solutions to a previously undefined disturbance.

From software development, an analogous definition of necessary traits can be drawn. They include consistency-maintenance mechanisms, failure-detection techniques and recovery techniques [10,16]. Self-Healing Systems require a large array of sensors in order to allow for the necessary cognitive capabilities to detect disturbances and unwanted behavior. [21] gives an overview of appropriate monitoring approaches as enablers for self-healing methods in machine tools.

5.1. Self-Organization

Matt [33] introduced a theoretical framework in 2012 which relies on axiomatic design principles, and implements “[passive] self-healing mechanisms in agile production systems”. The basic self-organizing strategies are described as redundancy, diversity and detection of system failures.

The modelling of the self-organizing energy harvester by Farnsworth & Tiwari in 2015 [15] is a prominent example of a self-organizing mechatronic system. It exhibits failure management systems allowing to regain functionality by redundancy for some specific and anticipated failure cases. In the same manner, Benkhelifa et al. [5] proposed a design of electronic circuits in 2013, in which faulty lines are eliminated and an alternative path fitting to the functionality is sought (Figure 19).
Another interesting case, falling under the definition of self-organizing systems, is the conception of a self-healing epoxy composite containing Hexamethylene Diisocyanate (HDI) capsules, proposed by Khun et al. in 2014 [27]. The application field is frictional abrasion and wear compensation by HDI-filled microcapsules, which form new layers on the wear track when disrupted. The system was developed with respect to the tribological surface properties, making it a useful application also for functional surfaces. A similar approach for the internal repair of epoxy coatings by the use of Tung Oil was proposed Samszdadeh et al. in 2011 [46].

As the application of self-healing surfaces can be extended to many different research fields, research of different aspects and possible applications have been published over the course of the past 15 years. For an in-depth review of the fundamentals and earlier achievements of self-healing materials, the reader’s attention should be drawn to [59].

Likewise, concerning the more recent developments on metal matrix composites including self-lubricating and self-healing aspects, Moghadam et al. [38] published in 2014 a comprehensive review of function and performance, as well as an outlook. They highlight the difficulty of healing metallic materials compared to polymers, given their material properties. As an approach pointing rather towards the self-healing category, they also consider the use of Shape Memory Alloys that recover after heating.

5.2. Self-Healing

First of it all, it should be noted that very few publications are currently available that directly concern the use of self-healing technologies in manufacturing systems. Therefore, an overview over recent publications in the field of self-healing technologies, and their possible uses in manufacturing will be provided.

In 2014, Jiang [26] proposed a bio-inspired self-sharpening cutting tool surface, which applies shark-teeth like architectures to hard turning of steel tools. The performance of the proposed structures yields longer tool life, and higher surface qualities than comparable benchmark solutions. The only other mentions of proper self-healing systems were not found directly as integrated parts of manufacturing systems, but can serve as exemplary blueprints for later applications in manufacturing systems: Murata et al. [39] demonstrated their fundamental research work on self-repairing systems, consisting of both component and functional healing. The work includes hardware designs of two- and three-dimensional mechanical units and algorithms for self-assembly and self-repair.

Bell et al. [4] confirm in 2013 the absence of a universally-accepted notion of self-healing and self-repair. They distinguish self-healing and self-repair in the way that self-repairing system can “partially or fully fix a given fault to continue operation”, whilst self-healing systems are able to “bring themselves back to its initial state of operation after a fault has occurred”. They also insists on the fact that different research fields (mechanics, electronics, software) bring different meanings to the terms, which leads to further confusions. No practical applications or prototypes are proposed. In a subsequent publication, Bell et al. [3] propose the concept of a self-rectifying 4-bar linkage system. The authors criticize the higher complexity, inevitably leading to a less reliable system, possibly hindering the harvest of the full fruit of self-healing techniques.

Levi et al. [29] proposed a lab-case of a swarm of reconfigurable robots with self-assembling and intended self-healing capabilities. They tried to prove the applicability of cognitive capabilities, including situation-awareness and decision-taking. While the mere re-organization of a swarm of robots falls under the definition of self-organization, the cognitive capabilities and the strive to repair and reconstitute the original state of swarm members corresponds to the definition of self-healing. However, many challenges in terms of complexity, both hardware and software alike, could not be overcome at the time of publication (2014). The authors mention that with learnings from the Human Brain Project (HBP), the gap to train artificial robot genomes after the human brain controls could be closed.

In general, “data-healing” could also be classified as a self-healing system in the context of manufacturing. Fault detection, isolation and recovery (FDIR) techniques have been applied in software applications for a while. The creation of redundancy and backups on memories help to recover (partial) data loss, while the system excludes faulty parts from further use. This principle can be applied also to general data processing units, e.g. in sensors, like Yang et al. [63] presented recently. The key is the self-creation of the necessary redundancies on available capacities. As the faulty parts of a memory usually cannot be recovered to its initial state, FDIR systems are ambiguous in the definition of self-organizing and self-healing systems.
To a certain extent, data loss is always recovered and brought back to an initial desirable state (self-healing), while the hardware aspects used can be described as self-organizing.

When referring to self-healing, surface reconstruction such as skin reconstruction or plant surface construction immediately comes to mind. Similar principles have been investigated: A possible application case for self-healing compensating wear-out of surfaces was published by Nosonovsky & Bushan [42] in 2010 and is shown in Figure 20. It contains a discussion of the fundamentals of bio-inspired self-healing technical surfaces, as well as most general self-healing mechanisms for surfaces.

Examples presented with a potential use in manufacturing are surface crack healing techniques using micro capsules containing a liquid or reinforcement of crack voids by shape memory alloy demonstrated in Figure 20. The first notion can be considered self-organization (as the liquid will be missing in other places, potentially weakening the structure), whilst the shape memory alloy reinforcement is closer to the definition of proper self-healing.

Another interesting aspect of self-healing aspects is introduced by Farnsworth et al. [14] in 2015: An autonomous maintenance system for through-life engineering. Here, the ideal aim is to conceive a system which predicts its need for maintenance and carries out the process autonomously. The emphasis lies on the autonomous execution of the repair task, as it would otherwise correspond to a mere condition monitoring or predictive maintenance system, which is the indispensable prerequisite for Self-Healing systems. This definition was first formulated by Amor-Segan et al. [1] in 2007, that is “the ability to autonomously predict or detect and diagnose failure conditions, confirm any given diagnosis, and perform appropriate corrective intervention(s)”.

Figure 20 - proposal of a Self-Organizing (a) Liquid Capsule based Material Repair, and a Self-Healing (b) Shape Memory Alloy based Repair [42]

5.3. Self sharpening tools

Several examples of adoption of properties and behaviours of biological systems exist. Famous are especially the properties of biologically inspired surfaces, where a good survey of technologies is collected in Malshe et al. [32]. An artificial reproduction of those surfaces yields the effect observed on the biological system. But contrary to biological systems the artificial ones are incapable of a self-healing or regrowth of worn parts of the surface. For example, superhydrophobic surfaces as shown in Figure 21, being manufactured by laser or EDM have the same structure as the lotus leaf, namely a nano structure superposed onto a structure with structural lengths in the 10 µm range, where the microstructure can also be discovered in Figure 21, while the nanostructure are the laser ripples inevitable with ultra short pulsed lasers. Interest exists to use this for machine tools to repeal coolant from the surfaces. Touching this surface damages the fine structure very fast, which decays the effect.
All technically usable functional surfaces must be designed such that the structure is reproduced directly by the expected wear attack, might it be mechanical or chemical. Such a functional surface is presented by [32] and in Figure 22. The wear reduction due to the serrated surface of the tool is reproduced by mechanical wear attack, as the embedded hard particles (CBN) repell the wear attack to the softer areas (TiN) in between and thus stay as new protruding tips above the surface. Whenever they become removed another particle emerging out of the bulk of the TiN-coating takes over the load. This is a new approach for geometrically defined cutting edges but the long used principle of self-sharpening of grinding wheels. This example shows clearly how technical systems must be equipped with a reserve of vitality to deal with wear that continuously removes parts from the surface.

For geometrically defined cutting edges of even more interest is the possibility to keep the cutting geometry despite of wear attack stable, which means mainly the micro geometry, namely the cutting edge radius. Here the archetype is the beaver tooth as shown in Figure 23. The beaver tooth contrary to technical systems I growing, which means that the worn geometry is replaced. So the material composition must be such, that wear reproduces the cutting geometry of the growing tooth, which is achieved by graded material, sharp inside and soft outside, so that the reset of the surface at the heavily loaded cutting edge is the same as in the less loaded rake and flank faces of the tooth. A similar approach is presented by Henerichs [24], Voss [54] and in [25] for tools for cutting of carbon fibre reinforced plastics (CFRP), which can be adopted for all abrasive material types. The carbon fibres are hard and due to fibre breakage sharp-edged and thus deteriorating cutting edges strongly. On the other hand, cutting, esp. drilling requires that the fibres are neither torn out nor stay uncut, which requires extremely sharp cutting edges, which are exposed and prone to wear. Figure 24 shows the principle, namely concentrating the wear onto the flank face, while the rake face is covered by a hard and thick diamond coating, by this making up a “graded” material. The benefit of this approach can clearly be revealed by drilling experiments, which is insofar of industrial interest as all CFRP parts in the aerospace industry are riveted together. Even after 1000 holes in unidirectional material IMA which means a total hole depth of 8 m the tool is still sharp enough to totally cut the fibres, while in the first 200 holes the bore hole quality measured by uncut fibres in the exit of the drill is insufficient. This can be enhanced by pre-wearing the tool through laser ablation, which serves twofold, reducing the cutting edge radius and weakening the diamond coating on the flank face, which serves again to concentrate the wear there. The advantage of the drilling process is that the actual position in feed direction of the cutting edge is without interest,
which means that the reset of the cutting edge is of no relevance. Milling and turning requires accompanying measures, namely a wear compensation with the help of a wear model for the recalculation of the actual cutting edge position in the tool coordinate system and the respective tool corrective movements of the machine axes. And yet another topic needs to be discussed. As can be seen in Figure 24 the contact length of the flank face increases due to the fact, that wear distribution is not optimally realized and the geometrical setback not the same everywhere. This results in excessive growth of the feed forces. Besides the already discussed grading of the material for instance by means of additive manufacturing of the tool body also the geometry of the flank face can be designed such, that the inbuilt vitality reserve of the tool becomes larger, for instance with a stepped flank face.

6. SENSORS

6.1. Sensor based Cognition in Machines

The common trait of cognitive and biointelligent systems is their ability to replicate human capabilities, such as perception, reasoning, adaption and evolution. In order to shed light on the different facets of cognition in manufacturing, it is useful to distinguish between cognition on the machine level, referred to as Cognitive Technical Systems (CTS) [66], and cognition on factory level, referred to as Biological Manufacturing Systems (BMS) [52], or Cognitive Factories (CF) [65]. The underlying principle being similar, it does nonetheless make sense to separate these two aspects, as their outcome does differ significantly. The subsequent findings are related to cognition on machine level.

_Cognitive Technical Systems (CTS):_ CTS are characterized by the presence of artificial sensors and actuators, as well as their integration or embedding into physical systems [8,66] as shown in Figure 25. Contrary to conventional technical systems, CTS are able to perceive, learn, plan and reason. A central capability of a cognitive control system is therefore to react autonomously to changing conditions as well as unexpected events [55].

Based on a cognition model fulfilling this criterion, Shea et al. [48] demonstrated a framework to implement cognitive capabilities in a milling process for individual parts. The framework considers both machine and factory level aspects. The on-machine aspects are a flexible fixture planning and reconfiguration, as well as toolpath planning and evaluation. The publication has an explorative rather than an exploitative character, given that the performance of the system is neither reviewed nor compared to others.

6.2. Sensors in Abundance

Cognition describes the forming of knowledge through experience and thought, for which sensors provide the necessary data acquisition structure. A critical factor for the application of learning approaches is the information content of the data acquired by the system. As knowledge can only be extracted if the necessary information is present in a sufficiently large, comprehensive and minimum-resolution dataset, the appropriate use of sensors is the prerequisite of cognitive systems. Taking the human as the role model for cognitive capabilities, the ubiquitous use and combination of sensors of different natures (optical, acoustic, olfactory, haptic and others) comes to mind. In this fashion, the large array of sensors distributed across common machine tool architectures and connected to the Control Systems seems to correspond to this notion of Sensors in Abundance. However, Gittler et al. [20] point out that the availability of data on current-day machine tools is limited in various sights, and that additional sensor structures need to be deployed in order to allow for a more complete range of cognitive and analytical tasks. They propose a data acquisition architecture, in which internal, external and virtualized sensors of machine tools can be merged in order to ensure a thorough availability of data, advancing sensor architectures on machine tools towards the notion of Sensors in Abundance.
6.3. Exploitation of Optics

A particular example of ubiquitous data inflow is the usage of camera systems. The advantage of optics used in mechatronic systems is their ability to capture a large range of characteristics, the alignment of the information scope with the image boundaries, and the affordable and intuitive use in manufacturing environments. Given the common underlying principle of image transformation and feature recognition, which can be deployed from one system to another in cases of transfer learning, it has ever since been at the forefront of learning and cognitive research. Nagato et al. [40] proposed the approach of Figure 26 in 2017, in which a camera system identifying accept or reject parts on a manufacturing line is introduced. Failure-detection and recovery techniques are implemented, allowing the camera system to autonomously adapt to both environmental and specification changes without noticeable drops in the recognition rate. Due to modifications in the production environment (replacement or adjustments of components, changing lighting conditions, different camera installation alignments), the recognized images can suddenly differ a lot. In order to overcome this issue, the changing conditions are identified, and the analysis model is continuously updated. For sudden and very harsh changes, the intervention of an expert to requalify the underlying model can be implemented.

Figure 26 - Image Recognition System Architecture, conceived by Nagato et al. [40]

This system corresponds to the here within defined notions of Cognitive Technical Systems, learning with structured data, transfer learning, and Self-Organizing Systems. It adopts image recognition capabilities of other algorithms, whilst being trained on the specific job with images of accept and reject parts, to which the outcome is specifically known. Additionally, the system is capable of actively detecting a predefined set of changes, and it reacts autonomously to mitigate the effects of changes on the overall system behavior.

7. CONCLUSION

Biological systems have some properties making them clearly superior to today’s technical systems, which has been shown so far, which makes it desirable to enhance technical systems with beneficial properties of biological systems. This is in the long line of development of production machines a logical consequence. The increased understanding of systems behaviour and from this perpetual optimization has reached a state, where deterministic approaches become extremely complicated or reach their limits. Together with the unprecedented possibilities of data evaluation cognitive systems discussed already long ago become now possible and beneficial. This “biologicalization” of technical systems enables to overcome the vulnerability of highly developed technical systems and increase their robustness against faults as well external as internal disturbances. Especially for production systems that have to master their processes with highest repeatability and quality, such that only very limited group of operators are capable to fulfil this task can greatly profit from cognitive capabilities of biological systems. Releasing the operators from complexity can only be achieved if the production machine deals autonomously with the full complexity of the physics of machine, process and environment, which is only achievable with machine cognition and machine learning approaches. “Intelligence” to the machine necessarily requires to overcome the today’s separation between intelligent planning systems and stupid execution systems, where machines without a generalized CAM, like grinding and EDM might become the forerunners of biologicalization. To enhance this development process, a multitude of machines needs to be observed and thus Industrie 4.0 is necessary prerequisite for this approach. As the number of same machines in same operating conditions are sparse, modelling to make data comparable, to transform them to data for a master system plays a significant role. In every respect, it is worthwhile to systematically imagine which properties of biological systems are worth to be considered in production machinery, generating not only a new type of machine, but also a new type of machining processes and factory organization. An estimation of time scales and industrial readiness of different biologicalization approaches is given in Figure 27. An excellent overview on aspects of biological transformation of production is given in [9].
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Abstract
Development cycles encompass an overwhelming arsenal of data, tools, methods and techniques. They relate to many different types of stakeholders, with different perspectives, objectives and interests. Also, there are many differences in fields of expertise, languages/jargon, system levels, cultures and opinions that complicate multi-stakeholder decision making. Even if unequivocal information and/or Digital Twins are available, shared and unambiguous understanding in decision making is not obvious. Virtual Dashboards allow stakeholders to identify with any subset of the perspectives involved, because the insight in the information is presented in an autarchic manner. This implies that the information content is filtered and presented according to perspective(s) of the specific stakeholders involved. Virtual Dashboards build on the realm of information, models, scenarios, simulations, tools and techniques available, allowing stakeholders to address specific subjects or aspects of e.g. a production environment. To make the Virtual Dashboards as instrumental as possible, different ways of making the information insightful are combined. This ranges from smart information sets, via simulations, infographics, 3D models and visualisations to full-blown Virtual Reality or Augmented Reality applications. Depending on the way in which the information is accessed, Virtual Dashboards are especially appropriate to connect to and control remote locations. Moreover, a Virtual Dashboard can ostensibly integrate multiple environments into one coherent entirety.
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1 INTRODUCTION
What has come to be known as the “Fourth Industrial Revolution” is being shaped predominantly by production digitalisation and networking. Buzzwords such as the “Internet of Things and Services” and “Cyber-physical Production Systems” promise increased networking of autonomous and self-optimising production machines and intelligent products which can be customised to manufacture highly individual outcomes. On the one hand, much of this remains a vision – for the time being. At the same time, however, industry and academia employ many initiatives that already do realise networked (sub-)systems. These engender overwhelming amounts of data while relying on growing numbers of process-, information- and knowledge structures and management systems. Accordingly, steady-state production environments are expected to grow to states of complexity that are extremely difficult to establish, to understand and to change, especially if e.g. self-optimisation, re-configurability or machine learning are involved [1, 2]. Particularly if the development process of a production environment is considered, the amount of available information and interdependencies might well exceed the capabilities of any development team. Even more, development cycles increasingly incorporate multiple companies, locations, stakeholders and countries, thus again challenging the ability to establish and maintain adequate overview.

Growing with the increasing elusiveness of production environments has been the set of tools, techniques and approaches to manage the development cycles of such environments. In this, the focus predominantly is on ways to better exploit, establish and position the processes that are envisaged to constitute the development cycle. However, unduly attention for these processes would distract from the actual focal point of any development cycle: the evolvement of, in this case, the production environment under consideration [3]. At the same time, there is an increasing tendency to capture data on assets, processes or systems by establishing digital replicas or digital twins, based on e.g. IoT approaches. In themselves, however, such digital replicas do not necessarily contribute to the development cycle, unless the data they represent can be converted into information that is meaningful and relevant for the development team. Moreover, in many cases, the sheer amount of data undermines the usefulness and applicability thereof. With this, the many stakeholders in development cycles of production environments need to blend the abundance of available process-oriented directions and the foreshadowed eruption of potentially useful data into a meaningful entirety. This is done in the many multi-criterion, multi-stakeholder decisions...
that together constitute the development cycle of a production environment, by actualising the evolvement of the information content defining that environment.

This publication sketches the use of so-called virtual dashboards to allow (groups of) stakeholders to purposefully, effectively and efficiently focus on the information that is underlying the decisions they have to reach, while considering both time-dependency and different levels of aggregation. The publication introduces pilot production environments as the scope of application and then addresses the digital system reference and synthetic environments as the foundation for these virtual dashboards.

2 PILOT PRODUCTION ENVIRONMENTS
A pilot production environment or pilot plant is a facility that allows a company to develop, test, improve and upscale (parts of) a production environment while not hampering primary processes and avoiding investments where possible [4]. Therefore, in this research, pilot plants consist of virtual entities where possible and physical entities where required. Such physical entities in a pilot plant need not necessarily be at one single location. In the context of this research and the underlying industrial case studies, the scope of a pilot plant is the manufacturing of discrete physical products, from small-batch production to dedicated line production. In its constitution, a pilot plant is not assumed to be critical in the primary process of a company. This implies that the flow of products through the pilot plant need not be continuous, reliable or uninterrupted. Additionally, physical components or semi-finished products may follow routes that are more informative for the team that develops the pilot plant than that they would be optimised or beneficial for the envisaged production environment. At the same time, virtual entities in the pilot plant will obviously merely render simulated outcomes, thus only influencing or interfering with the way in which physical entities can behave.

Therefore, the ‘pilot plant as a whole’ merely exists by virtue of the platform that represents the separate physical components and virtual components as well as their mutual interactions. Both types of entities and the interactions can be represented according to the perspectives of the stakeholders involved. Therefore, a virtual component is not ‘just’ a model of a machine or sub-system in the pilot plant; it rather consists of a set of coherent, matching and aligned simulations and models. This is especially relevant for the many situations where new production processes, resources, machine tools, materials or product designs are innovative beyond currently available expertise and experience. Each of these simulations or models covers a subset of all perspectives involved, addressing e.g. logistics, sustainability, mechanical process simulation or ergonomics [4]. It goes without saying that an effective pilot plant requires a flawless overview of all the data, information, stakeholders and perspectives that play a role in the development cycles of the production environment and the products it will engender. Moreover, sensible ways of interaction with the simulated pilot production environment need to be provided. As already mentioned in section 1, the sheer availability of data is a necessary but not sufficient precondition. Foremost, developers of production environments require a way to bring structure to the (potentially) available data, even before they can fully appreciate what data will lead to meaningful information in their development cycles. In literature, may approaches investigate the use of digital twins (e.g. [5–7]), but as these represent already instantiated products or environments, digital twins can only cover part of the information structure required. After all, in the development cycle of production environments (and products alike), there is a clear difference between to-be and as-is states of development, whereas also what-if states play essential roles. For this reason, the following section elaborates on how a digital system reference can be instrumental in the development cycle of pilot production environments.

3 DIGITAL SYSTEM REFERENCE
The digital twin is commonly known as a key enabler for digital transformation, though literature does not provide a common understanding on this term. It is used differently over disciplines, focus areas, level of integration and technology with many different interpretations [8]. Hence, this publication does not aim to endorse or propose one specific definition or structure; it rather formulates a digital system reference framework allowing developers of pilot production environments to interact with the data/information content of the development cycle.

Any such system must be able to evolve with the pilot production environment over its entire lifecycle; from initial concept, via exploration phases to final handover of the resulting production environment. Consequently, the system does not only need to be able to deal with the amalgamation of virtual and real entities, but also with the integration of existing/instantiated components and components that are only envisaged. This immediately implies that a digital system reference should not only refer to data on instantiated products, production environments or part thereof, but should also capture the design intent in the to-be stage.

For developers of pilot production environments, the purpose of the digital system reference is that it can be questioned, adjusted, varied and probed while providing simulations that are independent of, but always represent, the tangible product, asset or production environment. The digital reference aggregates findings and measurements from individual products or machines into insights that underpin and drive development cycles, leading to
robust development and optimisation of products, processes and production environments. Figure 1 shows the overall digital system reference.

Figure 1 - Digital system reference

3.1 Environment

Being generic in nature, the digital system reference can relate to (parts of) products, assets and production environments. For this reason, figure 1 refers to ‘Smart product service system’ as the encompassing term for the system subject. In the context of this publication, the notion refers to the pilot production environment that is the goal of the development cycle. As section 2 describes how part of that environment can be real and part can be virtual, this environment exhibits behaviour that is either the consequence of design decisions (captured in a to-be product model) and can feed or underpin subsequent development decisions while being impacted by external stressors. Multiple (partial) instantiations of the pilot production environment may exist simultaneously, from which it can feed both to different as-is models while also allowing for aggregated input to such models.

3.2 Digital triplet

To distinguish between the as-is and to-be models mentioned, the digital system reference employs a digital triple: the digital master, prototype and twin. To characterise the roles of these different part, the following depictions are used:

- digital twin: the conglomerate of data, information, models, methods, tools and techniques to represent current states of an instantiated system coherently and consistently.
- digital master: the envisaged state of a system and its components as the captured outcome of the development cycle.
- digital prototype: the envisaged state of a (extrapolated/predicted) system, based on models, simulation and aggregated experience, related to the inputs by the ‘to-be’ digital master and the ‘as-is’ digital twin(s).

In a more descriptive approach: any production environment is the result of a development cycle, where myriad decisions by multiple stakeholders converge and are aligned into an evolving depiction of the design of that pilot production environment. This to-be model captures the design at any point in time, considering uncertainties and anticipating changes while simulating behaviours of the system. This digital master thus depicts the blueprint of the production-environment-to-be. Obviously, while under development, many alternatives and variants will be considered, which all need exploration, evaluation and assessment, for example by means of ‘what-if’ analyses. Such intermediary trials or concepts are not yet accepted as integrated part of the digital master; therefore, they can separately be captured in digital prototypes that dissociate ‘design freezes’ from creative endeavours’. Digital prototypes thus have a temporal character, allowing for constructive findings to be integrated in the digital master, while vain attempts fade away. In both cases, however, the rationale of decisions can endure. With evolving to-be models and digital prototypes available, more physical entities can be instantiated, with the immediate ability to measure characteristics, performance and behaviour. Here, actual feedback on realistic and practical behaviour is available, rendering a fingerprint of the specific instantiation. This represents the typical digital twin as it is often described.

3.3 Interaction

Distinguishing between the three elements of the triplet allows for a structured and accurate depiction of how these elements interact. The digital twin, for example, collects actual data that allows for accurate comparisons to the predictions that can be made based on the digital master. This is instrumental in determining the validity of the to-be models, but also in making adjustments. The same yields true for the virtual prototypes that can test circumstances/situations and even can explore the response of the to-be model by stressing it up to and beyond the anticipated threshold of parameters involved. This allows for making adjustments, but certainly also for dedicated (machine) learning in modelling efforts. What is especially relevant in these interaction and feedback mechanisms is that there is no pre-defined perspective or viewpoint involved. This implies that different stakeholders can study and learn from different simulations or ‘what-if’ scenarios. Also, sensor data from actual measurements can influence decisions from different viewpoints. As an example, validation and feedback can be related to perspectives as different as logistics, quality, (anti)fragility [9], cost estimations, and environmental impact.

4 SYNTHETIC ENVIRONMENT

The data/information modelling basis depicted in section 3 may provide a sound foundation for reaching decisions in development cycles of pilot production environments, but unfortunately the efforts required to accomplish effective and efficient making are far from trivial. After all, given the
observations on the numbers of processes and the amount of data/information that is available in development cycles (see section 1), the biggest challenges for all stakeholders involved will relate to:

• navigating the information content to adequately address the current state of affairs;
• envisioning impacts of (un)intentional changes and internal as well as external stressors;
• placing oneself in different or shared viewpoints and responsibilities.

Whereas the virtual dashboards (as will be introduced in section 5) are intended to allow stakeholders to meet precisely these challenges, these dashboards are not the automatic and obvious consequence of the underlying information content and digital system reference. The relation between the information content and the virtual dashboards needs explicit development efforts, for example because objectivity of the information content and subjectivity of stakeholder perspectives require alignments. This development effort is often seen as a repetitive one-off exercise, reinventing the wheel for new situations. However, research on Synthetic Environments aims to further facilitation of multi-criterion, multi-stakeholder decision making against the background of extensive data and information realms.

Synthetic Environments (SE) are design environments that bring together real and virtual components to allow for adequately experiencing shared information [10, 11]. They range from small setups, focusing on e.g. working with a new machine, to large systems for conjoint development of factory layouts. SEs are composed of a wide variety of tools, techniques, information, hardware and software components. With the advent of more affordable VR/AR solutions, building SEs increasingly is a configuration issue rather than an innovative design effort. This makes SE development less investment-intensive, more flexible and agile, but not necessarily less complex. Ensuring that an SE meets all functional specifications and requirements with adequate quality requires SE configuration to be structured, vigorous and predictable, but also flexible and adaptable, while doing justice to all the different stakeholders involved.

As such, establishing an SE for pilot plants intends to bring the information content to life, allowing any stakeholder to interact with and (conjointly) decide on aspects that are relevant for this stakeholder’s perspective. This does not mean that other viewpoints are disregarded but rather that stakeholders can focus on selected priorities in the overall pilot production plant. With that, the end result of establishing an SE for pilot production plants is a coherent set of virtual dashboards, allowing the different stakeholders to fathom the input, rationale, consideration and foreseen consequences of their decisions.

5 VIRTUAL DASHBOARD

In its simplest form, a virtual dashboard can be seen as a control room for a pilot production environment that does not (yet) exist. Such a control room aggregates input from the shopfloor and allows for interventions at that shopfloor. However, a virtual dashboard exceeds the capabilities of a traditional control room by far. For example, a dashboard may aggregate results from simulations of non-existing assets or show responses to planned or unplanned stressors in the production environment. In this, the virtual dashboard shows resemblance to a flight simulator, allowing for purposeful interactions with real and imposed conditions. Yet, the capabilities of virtual dashboards exceed the preconceived setup of a flight simulator, as virtual dashboards change perspectives, viewpoints or level of aggregation.

As a simple example, a fully functional set of virtual dashboards may allow a stakeholder to interact with a future production environment in different roles, for example as an operator, a quality/safety manager, a process or production engineer, or as a forklift driver. Representing these different roles and the corresponding perspectives allows for situational analyses, what-if analyses and insights that, together with carefully planned modelling and simulation efforts, are the basis for underpinned decision making.

Shifting perspectives also addresses the ability to use non-traditional ways of assessing activities in the production environment. Next to analysing the result of using a specific process or a specific machine, or already modelling an approach for predictive maintenance on a machine, it is equally possible to ‘travel with a product’ through the production environment while aggregating the impact of subsequent process steps. Also, virtual dashboards allow for zooming in and out. This implies that a dashboard can give access to the details of a process model for a specific production step (even if the machine for that process has not yet be fully developed) and can simultaneously focus on the overall logistic performance of the entire envisaged environment. This entails that virtual dashboards also purposefully integrate levels of aggregation, for example by simultaneously interacting with a process, material or machine parameter and with the impact such parameters have on e.g. overall logistics and expected cost or quality. Moreover, a virtual dashboard can interact with assets as if they were part of an integrated production environment, although they in reality are at separate locations or only exist as a model.

Consequently, stakeholders can choose e.g. to ‘travel with a product through the production line’, to ‘observe process conditions on a machine that show signs of wear’, to ‘focus on the overall production throughput’, to ‘relate production bottlenecks to product features’ or to ‘compare defects between machines and between product types’. Underlying
assumption in all these possibilities is that neither the information content, nor the Synthetic Environment that engendered the virtual dashboard are limiting the way in which interactions are possible. In other words, the information content must be filtered and presented fully according to perspective(s) of the specific stakeholders involved, without the bias of any pre-assumed hierarchy. Such a virtual dashboard must therefore be autorarchic in nature: rather the required perspective and filtering are leading than any predefined hierarchy. This autorarchic approach renders the essential added value; in terms of the control room, it means for example that the control room changes depending on who is in it and who enters it under which circumstances.

Current research efforts aim to gain experience such that a standard architecture for developing virtual dashboards by means of Synthetic Environments can be developed. Given the complexity and breadth of the field of pilot production environments and especially the volatility of developments related to e.g. digital twins, IoT and Industry 4.0 in general, this is an impactful, arduous and effortful undertaking. With that, the development of the architecture will span multiple years and will require many cases as both input and as test environment. This implies that this publication can not yet preview such an architecture, but it can depict some experiences and outcomes of one of the case studies that are or have been executed.

6 PRACTICAL APPLICATION

The practical application of virtual dashboards depicted here has been established in co-operation with a company that aimed to extend production capacity by opening up a new and innovative production environment. Many engineering companies were involved (from architectural to building contractors and machine designers); each company and sub-contractors tended to use different models and information storage approaches. At the same time, the characteristics of the production environment caused direct and significant interactions between the main machine(s) in the building (some multiple storeys in size) and the geometry and construction of the building. In total, more than ten companies were involved in the development cycle, whereas their involvement was also not necessarily concurrent, and communication was often bilateral. This made the company reach out to build an evolving virtual dashboard for the development cycle of the production environment.

In this context, the main driver for creating the virtual dashboard(s) was the risk involved in misinterpretations of requirements, models and unforeseen consequences of design decisions. This justified a considerable effort in the setup of a Synthetic Environment to establish an adequate deck of virtual dashboards as a starting point.

In the project a digital master was established, bringing together the different types of models of the different stakeholders. As anticipated, amalgamating these models was far from effortless. However, even the processes involved in constructing the overall digital master already revealed inducements on how the virtual dashboard would contribute. The digital master distinguished between construction of the machine/production environment and the usage aspects of operating the plant. This steered the SE development cycle and resulting virtual dashboards. Figure 2 illustrates a section of the visualised digital master and some of the stakeholders involved.

Based on the virtual dashboard developed, several sessions were organised to have different stakeholders interact with the envisaged production environment. Partially scripted, the stakeholders received assignments or scenarios. Other session parts allowed for free interactions, with researchers observing stakeholders’ interactions and the employment of different perspectives. A main outcome was that stakeholders indeed recognised issues in their own model/view more easily if stakeholders’ perspectives are (implicitly or explicitly) overlaid. This resulted in conjointly identifying issues that would have complicated the building process and in uncovering at least one issue that rendered the to-be situation infeasible.

More striking even, however, was the observation that stakeholders implicitly formed clusters and implicitly and unknowingly started using virtual dashboards to formulate digital prototypes. Not only did they start exploring potential changes or improvements, but they additionally formulated missions for other stakeholders to address. In this, they scrutinised details, and implicitly explored previously unaddressed or unprepared territory. They started to specify and elaborate subsequent steps in the development cycle, giving rise to new sub-projects on e.g. reachability of locations and assets or costs of intermediate stock, each leading to different uses of the virtual dashboard. Moreover, digital prototypes were devised to compare different solution principles and alternatives. It was especially noteworthy that establishing virtual prototypes was hardly hampered by the differences in perspectives and fields of expertise of the stakeholders involved.
Next to the building of virtual dashboards by means of the Synthetic Environments and preparing/moderating the sessions where the dashboards were used, specific effort in the project was directed in feeding back the learnings to the digital master. Here, a self-evident connection between the virtual dashboards and the structure of the digital master and digital prototypes became apparent, which was quite instrumental in capturing focus points for further elaboration and addressing the design rationale that underpinned relevant decisions.

7 CONCLUDING REMARKS
Establishing an architecture that interrelates the digital system reference, Synthetic Environments and virtual dashboards for pilot production environments is a long-term endeavour. Validating such an architecture is even more so. However, in considering the architecture as a continuously evolving entity, all experience and every case study can contribute, with specific dynamics and impacts. Also, the quick and significant changes in e.g. IoT technologies can be taken into account in the underlying digital twins. Likewise, advances in simulation techniques change the way in which digital prototypes interrelate with the overarching to-be digital master. This does not exempt this research project from making that architecture and the corresponding working methods explicit. However, as the project addresses pilot production environments that have significant lead times, such an architecture can not yet be presented in a convincing manner. Up to now, research on Synthetic Environments and experience gained in the case studies has demonstrated that there is an underlying rationale in establishing virtual dashboards. Also, from the case studies it is clear that virtual dashboards do have constructive and structured impact on development trajectories and underlying decision making. Consequently, ongoing research focuses on gaining more experience and transforming that experience in improved and broader underpinning of the methods used. There also is a focus on making the architecture explicit, but even more on rendering the approaches more instrumental and more accessible for industry – even if the architecture is (still) evolving.
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Abstract
This paper presents a concept for a digital production order processing support system. The basic idea is to use production feedback data in real time to support the fulfillment of the tasks of production control. As a consequence, logistical performance can be improved and logistical cost can be reduced. The concept consists of the three modules data acquisition, data processing and information provision on the shopfloor. For each module, the fundamental points are discussed in theory and a solution for practical application is proposed. In summary, the concept helps to realise static control procedures and, beyond that, enables the implementation of dynamic control procedures that aim on real time optimization of logistical target achievement and use algorithms for this purpose. The potentials associated with those procedures are discussed. In order to validate the concept, it has been implemented in a learning factory. The experiences made are described.
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1 INTRODUCTION
In the current age of digitalization, a number of technologies and data-driven concepts around key words like Industry 4.0, cyber physical production systems and smart factories are subject of discussion in science [1]. Some researchers do formulate the vision of self-control of production [2]. For producing companies, the ongoing technology-driven change is associated with the hope of increasing efficiency. Experts see the opportunity to reduce production costs by 10-20 % and to increase productivity by up to 50 % [3].

On the other hand, completely different challenges can be observed in industrial practice, especially with small and medium-sized enterprises. In some cases there is only little feedback data available from production and even the realisation of relatively simple control procedures fails [4]. The reasons mentioned for this are not only bad discipline and a lack of knowledge regarding logistical cause-effect relationships, but also inadequate communication and missing information to meet the requirements [4]. Mistakes in production control result in high costs for WIP, long throughput times and a bad due date compliance towards the customer.

Looking at digitalisation and data utilisation there seems to be a gap between visions and theoretical concepts on the one hand and practical implementation in industry on the other hand. For this reason, a simple concept is presented in the following that aims at supporting the flow of orders through production and making control decisions based on real time data.

2 FUNDAMENTALS OF PRODUCTION CONTROL

Figure 1 - Production Control Model [4]

Figure 1 shows the model of production control developed by Lödding [4]. The model is very well suited to explain the cause-effect-relationships in production control. In addition to a generally valid definition of the tasks of production control, a connection to the logistical objectives of production is established via actuating and control variables.

According to [5], the logistical objectives of production are schedule reliability, throughput time, capacity utilisation and WIP. Some of these variables run in opposite directions, so that simultaneous optimization is not possible. For this reason, companies must consciously position themselves in fields of tension created by opposing logistical objectives [6]. This requires knowledge of the cause-effect relationships, whereby logistical
models such as the production control model create transparency.

The tasks of production control are order release, capacity control and sequencing at the workstations [4]. Order release influences the actual input of production. Capacity control, on the other hand, influences the actual output of production. The difference between these two variables is the WIP, which is an objective by itself and affects the objectives throughput time and utilisation [7]. The difference between planned output and actual output is the backlog. The difference between the planned sequence and the actual sequence is the sequence deviation. The backlog and the sequence deviations affect the objective schedule reliability [8].

3 THE CONCEPT AND ITS MODULES

As explained in the previous section, the fulfillment of the production control tasks influences the logistical target achievement. For this reason, a concept for a digital production order processing support system has been developed that supports the fulfillment of the tasks of production control and enables new approaches in production control. In order to validate the concept, it has been implemented in a learning factory.

Figure 2 shows the three modules of the concept. Those are data acquisition, data processing and information provision on the shopfloor. In the following, the individual modules will be presented in detail and the practical solution chosen for the prototype implementation in the learning factory will be presented.

4 DATA ACQUISITION

In order to control production on the basis of the current status of the system, it is necessary to depict this status as accurately as possible. In this context, two central questions have to be answered:

- Which data should be recorded at which points?
- Which technology should be used for data acquisition?

The recording of time stamps has proven its worth in order to depict the flow of orders through production [5]. The time at which an order passes a certain point in production or a certain event occurs (for example, the end of a processing operation) is logged. As a general rule, the more feedback data collected, the better the transparency. However, each data acquisition is also connected with expenditure, which must be justified by a benefit. If too much effort is required, the operatives carrying out the data acquisition may adopt a negative attitude, which may result in inaccurate execution of the feedback process. For each feedback point, it must therefore be weighed carefully whether it adds value for later evaluations and the derivation of control decisions. A distinction can be made between essential and optional feedback points, which is explained below.

Figure 3 shows the operation specific throughput element [9]. The throughput element defines the components of the throughput time of a production order at workstations. According to the definition, the consideration begins after the completion of processing at the upstream workstation. The product remains idle for a time period. Subsequently, the order is transported to the next workstation and remains in idle time until it is processed. In most cases the order will be part of a pool of orders waiting in front of the workstation competing to be selected. After selection, it may be necessary to set-up the workstation before processing can actually begin. The processing of the production order begins once the set-up is complete. This type of theoretical and generally valid depiction of the throughput of a production order may be used for the target-oriented positioning of feedback points in production systems.

The letters A, B, C, D, E and Z in Figure 3 mark possible feedback points. Feedback point E tracks the end of an operation. This feedback point is essential. Feedback point Z marks the beginning of the throughput element for this operation. According to the definition, time stamp Z is equivalent to time stamp E of the previous operation. Hence, time stamp Z must not be recorded separately, but can be copied. The feedback points E and Z already provide transparency about the throughput time of the individual operations. Feedback points A, B, C and D make the depiction of the production order throughput even more precise. Based on feedback point C it is possible to split the throughput time into the inter-operation time and the operation time. Feedback points A and B make it possible to further differentiate the inter-operation time. Feedback point D allows to distinguish between the setup time and the processing time.

For the prototype implementation in the learning factory the feedback points E, C and B have been selected. E is indispensable for determining which operations of an order have already been completed. In combination with the planned routing, the information can also be used to determine which workstation the order is currently located at. C
enables you to identify which orders are waiting to be processed at a workstation and which order is currently being processed. B tells you whether an order has already arrived at the respective workstation or whether the logistician still has to take action. A is not recorded, because the transport distances in the learning factory are short and in this use case this feedback point does not add value for production control. D is comparatively difficult to record automatically and it does no add value for production control in the application under consideration as well.

To capture the time stamps at the feedback points RFID technology has been chosen. The advantage of this technology is that the time stamps are recorded with almost no operational effort for employees in production. In the prototype implementation in the learning factory, one production order is always linked to one loading box. All loading boxes are equipped with RFID cards. In addition, RFID scanners are installed at the selected feedback points in production. Whenever a loading box passes a feedback point, a time stamp is written into a central database.

The feedback data recorded following this approach is of high granularity and high quality. Granularity results from the fact that several feedback points are recorded at each workstation. Quality is based on the digital acquisition and real time transmission of information and the integration of the feedback points into the material flow. Consequently, this data provides an adequate foundation for processing the data and supporting production control.

5 DATA PROCESSING

With regard to data processing, two questions are central:

- Where should the data be stored?
- How should the data be further processed?

The decision was made, to store the recorded time stamps in a central database. In this way, the collected data is available to all users and there is transparency regarding the current state of production. All systems access this data and store their results there.

It is the intention of the overall concept to support production order processing. So this intention also applies to data processing. On the one hand, the basics of error-free production order processing must be ensured (for example the production of the right number of the right product or the right routing). On the other hand, the fulfilment of production control tasks should be supported (order release, capacity control, and sequencing). A focus has been put on the production control tasks of order release and sequencing. To simplify matters, the task of capacity control was not taken into account in the first step. The capacity of the system and the routing were regarded as rigid. Regarding the task order release, it was decided to implement the procedure of due date oriented order release (DDO) in the first step. Regarding the task sequencing, the procedures FIFO and Earliest Due Date (EDD) were selected. These procedures are widely used in industry [4]. Especially when DDO or EDD are used the advantage of the digital production order support system over printed order documents is evident. For example, the search for appointment information in the papers by the worker is no longer necessary. Potential sources of error are avoided. Please refer to [4] for an explanation of the procedures.

Various routines have been programmed. One example is checking whether production orders have reached their release time. Another example is the virtual sorting of production orders waiting to be processed in front of a workstation. A dynamic ranking list for processing is created for every workstation. The list contains all orders that are waiting in front of the workstation. With reference to Figure 3, this means that Feedback Point B has been captured. The orders are sorted according to a priority criterion. For FIFO this is the actual input date. For EDD this is the planned output date. The list is updated when an order enters the buffer or when an order is selected for processing and thus leaves the buffer. It is relatively simple and also
planned to implement further sequencing procedures with their priority criteria.

Now the difficult question had to be answered how the information generated from the feedback data could be made available on the shopfloor. After all, a pure evaluation and processing of data does not bring any added value if the generated information does not reach its addressees.

6 INFORMATION PROVISION ON THE SHOPFLOOR

Concerning information provision the following three points have to be clarified:
- Who is the addressee of the information?
- What information should be made available?
- What technology should be used to provide the information?

The employees at the workstations and the employees of the internal transport were identified as addressees of information. Workers must be provided with all the information they need to process production orders. As mentioned before, the tasks of order release and sequencing are to be supported. The employees of internal transport are to be supported by the provision of routing information. So-called Electronic Shelf Labels (ESL) were selected as the technology for information provision. This decision has been taken because the ESL can be updated in real time via radio. They can display not only text, but also pictures. In addition, they are not limited to black and white, but can also display some colours. This allows highlighting information being particularly important at a certain point in time. Compared to other displays ESL are relatively affordable. Obviously, the costs are higher than with the use of printed order documents. Another unfavourable point is that the displays need a few seconds to update the information displayed.

Figure 4 shows the prototype implementation in the learning factory. There, each loading box is equipped with two ESLs - one for the worker and one for the logistician.

**Figure 4 - Loading boxes with two ESL each**

The ESLs can be labelled with different layouts. The choice of the layout depends on the addressee, the task and the PPC configuration (see Figure 5). The label for the worker shows the general information "order number", "product", "quantity" and "current station" as well as specific information to support the worker during order processing. In order to support the due date oriented order release, the due date is indicated by the label in addition to the general information. If the date is reached, the corresponding field turns red and thus signals to the worker that the order should be released into production. To support the task of sequencing, the orders waiting at a workstation are placed in a logical order by the system depending on the selected sequencing rule, displaying the respective order criterion. On the ESL associated with the most urgent job, the field with the order criterion is coloured red so that it is easy to select the appropriate job from the queue. The logistician receives other information on his ESL compared to the worker. These are the order number, the current station and the next station. With this information, the logistician can see on the ESL which route the loading box and the connected order should take through production.

**Figure 5 - Different ESL Designs**

The update of the ESL is triggered by defined events. The ESL system and the RFID system are connected via the central database. Scanning a production order at a defined feedback point, triggers an update of the information shown on the ESL, taking into account the PPC configuration. Figure 6 shows the update process for the sequencing rule EDD. It shows which information the ESLs display after being scanned at different feedback points. If an order is scanned at the last feedback point (E) of one workstation (here: Milling 1), the time stamp is identical to the first time stamp (Z) of the next workstation (here: Milling 2). While the loading box waits for its transport to this workstation, the ESL for the worker is labelled with the information required at this workstation. At the same time, the system automatically compares the current order with all other orders waiting for
processing at the workstation and checks which of all waiting orders has the earliest planned start date, whose ESL is coloured red. In Figure 6, this is order 63_1 with a planned start date at 09:25:00. The next feedback point triggering an update of the ESLs is point "C", which records the start of processing. Here the ESL for the worker as well as the ESL for the logistician are updated. The ESL for the worker is set to the status "In Process", so that it is always clear which order is in process and which orders are still waiting for processing. At the same time, the system checks all remaining orders waiting for processing and determines the one with the earliest planned start date, whose ESL is coloured red. In Figure 6, this is order 27_1 with a planned start date at 09:42:30. The ESL for the logistician is also synchronised and labelled with the routing information for the transportation process. This step was deliberately placed on feedback point C and not on feedback point E, as the update process of the ESL takes some time and by using this point, the update process is definitely completed when processing of the order is finished at the workstation. If processing of the order is completed at the workstation and the order is detected at the feedback point "E", the ESL for the worker is labelled for the next workstation and the cycle begins again.

7 THE SYSTEM ENABLES DYNAMIC PRODUCTION CONTROL

In addition to the previously depicted implementation of static control procedures, the system also enables the implementation of dynamic approaches that lead to control decisions made on the basis of the current system status. Firstly, this requires the exact and real-time depiction of the respective system status (e.g. WIP in the system or backlog). Secondly, the recorded data must be evaluated in real time and converted into control decisions on the basis of defined rules. Thirdly, the information regarding the control decisions must be made available on the shopfloor in real time and in a manner appropriate to the addressees. All these requirements are met by the system presented in this paper. Figure 1 makes it clear that the three tasks order release, capacity control and sequencing are differentiated in production control. For the tasks order release and capacity control different procedures can be found in literature and are widely used in industry which propose control decisions on the basis of the current system status [4]. For order release, these are the procedures that regulate the WIP, such as CONWIP, Workload Control or Load Oriented Order Release [4]. In capacity control, this is mainly the Backlog Oriented Capacity Control [4]. Here, however, it should be questioned whether these procedures can be upgraded using the very high data granularity made possible by technologies such as RFID and a high number of feedback points along the order flow through production. Looking at sequencing, another picture emerges. The methods commonly used in practice, such as FIFO, EDD and setup-optimized sequencing [4], take into account the production orders waiting in front of a workstation, but not the overall status of the system. In line with this observation, several researchers are currently working on approaches for dynamic routing and dynamic sequencing. In particular, adaptive systems as well as learning algorithms (e.g. reinforcement learning) are tested and implemented in companies [10] [11]. The approaches are based, among other things, on the tool of simulation and use the improved quantity and quality of the feedback data. Dynamic routing and dynamic sequencing are also seen as possible extensions of the system presented in this paper. Dynamic routing requires short-term decisions regarding the path of orders
through production. Since only the current and the next workstation are shown on the ESL for the logistician this could be realized trouble-free. Dynamic routing allows the distribution of orders to capacities to be done dynamically and the load situation to be smoothed out. Dynamic bottlenecks that occur, for example, due to malfunctions or necessary rework, can be avoided. Concerning sequencing decision could be made on the basis of real-time information. For example, orders could be accelerated if they are particularly urgent for a customer or a downstream workstation threatens to run empty. In return, orders that would have to wait at the next workstation anyway could be delayed. It is also conceivable that setup processes could be eliminated and, thus, productive performance could be raised, since there is transparency which orders are waiting in front of a workstation and which orders will reach the workstation in the near future. In any case, such approaches for dynamic sequencing could be put into practice with the system presented in this paper.

8 CONCLUSION AND OUTLOOK

This paper presents a concept for a digital order processing support system. The concept has been developed by a coherent consideration of the three modules data acquisition, data processing and information provision on the shopfloor. For each module, a solution for practical application is proposed. This comprises data acquisition using RFID technology, data storage in a central database, data processing through defined routines and the dynamic user and situation-specific provision of information regarding the production orders on the shopfloor using ESL. For validation, the system has been implemented in a learning factory. In each training session in the learning factory, several game rounds are carried out in which the same set of customer orders is processed. KPIs such as the number of completed orders or schedule reliability are recorded. The PPC configuration is improved step by step starting from a chaotic state. The success of measures can be evaluated on the basis of the KPIs. The comparison of KPIs recorded in game rounds with and without the use of the system shows that order processing can be effectively supported because, for example, premature or late release of orders into production or sequence deviation can be prevented. In addition, the training participants rated the limited and specific provision of information via the ESL very positively. Beyond that, it is intended to test an adapted version of the digital production order processing support system in industrial practice. Talks are currently underway with a company that produces customer-specific precision components. A big barrier for usage in industrial practice is the creation of links to established IT systems. In the future, further PPC procedures should be implemented in the system. Potential and research needs are seen with regard to the development of algorithms for dynamic production control - especially for dynamic routing and dynamic sequencing. In summary, the concept helps to realize static control procedures and, beyond that, enables the implementation of dynamic control procedures. A closed loop has been established between data acquisition on the shopfloor, IT-based data processing and the implementation of measures back on the shopfloor.
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Abstract
The increasing amount of sensor data generated in production systems together with the ever-growing interconnectedness of all systems result in new opportunities for quality assurance. Process data can be accurately monitored, analyzed and connected to assess product quality already during the production process. While being announced as a theoretical concept, the practical transition of Industry 4.0 to autonomous flexible production plants with complete data exchange between all components is now in full swing. But the technical changes provide far more opportunities than just modernizing the classical schemes, it opens the door to a whole range of digitally assisted new ways to rethink production. A small micro factory has been built, that incorporates all aspects of Industry 4.0 as a demonstrator and creates the opportunity to test and study new concepts in a safe environment as well as providing the platform for teaching concepts. The contribution will outline the history and further development of our demonstrator, draw the connection between classical and future production and show novel approaches from process data to self-optimization with focus on product quality. A focus will be laid on data analysis and the steps from process data to knowledge of the product quality. Furthermore, assistance system named QS-Services is presented to support the user in understanding process data. Following the Define-Measure-Analyze-Improve-Control Methodology, the application guides the user through the individual steps. Upon completion, participants will be able to describe novel approaches to quality assurance in industry 4.0.
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1 INTRODUCTION
Quality, time and money are essential factors to ensure the competitiveness of businesses. In order to maintain the top position of German industry among the industrialized countries, a work group being instituted by the German government announced the fourth industrial revolution in 2013 [1], [2]. The aim is to increase the rate of innovation, therefore enhancing the development of new processes, technologies and business models. Today, Industry 4.0 is one of the decisive drivers of numerous developments in Germany and beyond [3], [4], [5].

With the digitalization and networking of production systems, the amount of data available for quality assurance and quality management increased immensely [6]. Assistance systems offer the possibility of intuitive and efficient control of production processes through acquiring, analysing and evaluating data in real time. In the long term, a fully networked processes chain together with an integrated management system will optimize production machines in real time [7].

Industrial production is highly automated today, there are correspondent sensor data available for each regulation. Furthermore, the interconnectedness of machines is growing more and more, more and more data are generated, which are available at central places [8]. Instead of using the data only for the maintenance of the production they could also be viewed out of the perspective of quality assurance. Through real-time observation information about the quality of a product can be achieved already during the production process as well as quality knowledge is generated then. This will actively be led back into the process, because a qualitatively high result will be achieved with the regulation of the process parameters. Learning algorithms are installed, which adapt the process flow automatically to an ideal result. At the same time deviations are identified early and waste and downtime are minimized. Alongside long-run analysis and pattern recognition give evidence about the machine’s condition, downtimes can be avoided through intervention in time.

Since the 80ies the catapult has been established as standard learning instrument for the acquisition of the Design of Experiments (DoE) methods and got worldwide fame. Because of the broad acknowledgement and acceptance even of deciders the catapult is extremely well suited for the implementation of the new approach of Quality in the Industry 4.0 and to accompany and support the change of industry.
2 SMART MICRO FACTORY AS ENABLING INFRASTRUCTURE FOR DIGITAL QUALITY ASSURANCE

To study the changes and opportunities of Industry 4.0, a completely autonomous production plant has been built on a lab scale. The small micro factory (SMF) incorporates all aspects of Industry 4.0 as a demonstrator and creates the opportunity to test and study new concepts in a safe environment as well as providing the platform for teaching concepts.

The experimental setup to produce valid and reliable answers while also optimizing the cost to benefit ratio is given by the so-called design of experiments method. To teach this, the catapult experiment is well established. In our lab setup, the classical catapult, where the experimenter tries to throw an object a given distance by manually varying force, angle and length of the catapult arm, has been transferred into the fully automated cyber-physical system ‘catapult 4.0’. An app guides the user through the necessary steps and monitors his progress, while the experiments are performed automatically. A camera system tracks the trajectory of thrown object and the flight stability is analysed. The landing position is accurately measured by a rotating laser scanner and the object is picked up and placed back into the catapult by a five axes industrial robot arm mounted on a linear axis.

Around the setup of this experiment, a modular and autonomously working manufacturing plant has been constructed to produce the object that is thrown. It consists of 3d printers, a 3d scanner and a tumble finisher. As with the experiment design parameters, an app guides the customer through the process of designing an object and helps deciding on its quality in terms of accuracy versus production time. The small micro factory handles the individual production process autonomously. During the entire time, all process parameters are accurately tracked, and quality of the outcome is being assessed.

For instance, layer height is a dominant factor for product quality in the 3d printing process, the first step in our production line. If sensors detect an error, it is possible to analyse the cause and effect in real-time using the help of statistical algorithms. In the future, all sensor data will be analysed, and cross referenced with known data patterns. Should patterns occur, that indicate deviations from the target quality, the smart factory can adapt the production process and either correct the edges by including the tumble finisher in the production process or reprint the part. If data analysis does not result in a known case, the surface quality of the produced object is measured in the 3d scanner using the structured light technique. This comparison between target and actual quality is enabling the factory to learn the connection between quality and process parameters, during future operations similar data patterns can be linked to states of quality.

The transport of the object between the individual machines is managed by the robot arm on the linear axis. To create the link between printed object and digital information, every object is stored on a work piece holder. These holders use RFID tags to store information about previous and planned steps in the production cycle and create the link between physical object and digital footprint allowing for smart products. The smart micro factory consists of separate production units. By plugging in the connectors of the modules into a central module, this establishes the capabilities of the production line and adapts the production orders (see figure 1).

Through constant data analysis, the smart micro factory is optimizing the quality outcome of every individual step as well as the overall performance of the entire production process.

![Figure 1 – Production Process within the Smart Micro Factory.](image)

Alongside the automated production, the quality engineer receives information on his mobile device enabling him to react and improve the chain of production or to build the basis of communication to relevant persons. Quality dashboards demonstrate the links between process data and predicted outcome. While being a project in itself to demonstrate the next steps in the future of production, the smart micro factory has become the basis for other projects and collaborations that build on its opportunities, as well as training courses in an industry 4.0 environment.

A focus will be laid on data analysis and the steps from process data to knowledge of the product quality. Furthermore, practical implications and future projects are being presented. Upon completion, participants will be able to describe novel approaches to quality assurance in industry 4.0.
3 QS-SERVICES SUPPORTING DIGITAL QUALITY ASSURANCE TASKS

Accordingly, an assistance system named QS-Services has been developed to support the user in understanding process data (see figure 2).

Following the Define-Measure-Analyse-Improve-Control Methodology [9], the application guides the user through the individual steps. By asking more and more specific question, the user interactively characterizes a problem in the define phase. Adding additional parameters, such as tolerance limits have a positive influence on the algorithms and enable more specific recommendations.

During the development of QS-Services, experimental tests were conducted to determine and correlate significant influencing factors on product quality. In the measure phase the user is assisted in defining relevant sensors and tracking sufficient process data. Statistical algorithms as well as methods for quality improvement form the basis of the analyze phase in QS-Services. To improve the production process, a detailed report is containing in depth analysis of previously entered issues and recommendations to solve identified problems in future production cycles. By this, the responsible quality engineer or machine operator is enabled to adjust the process settings at an early stage and actively influence quality in a positive way.

It is to be emphasized that the results of the implementation of measures in QS-Services are documented and stored for further usage, forming the control phase. Therefore, a control loop is implemented, that enables the system to learn continuously and thus derive targeted preventive measures even more precisely.

QS-Services provides a framework to identify causes and derive measures in a transparent way, even without in-depth knowledge in the field of statistical data evaluation. In particular, the analysis of data correlations with regard to product quality is a major challenge. To be able to make statements about the product quality, laboratory tests have been conducted and methods developed in order to derive statements about interaction of process parameters. QS-Services differentiates between the analysis of individual parameters and parameters in correlation to find solutions within increasingly complex production environments.

Due to the findings of QS-Services, it is possibly to intervene directly in the production process. Complaint and error management costs are lowered, and organisations are enabled to further increase their competitiveness through introducing targeted preventive measures to eliminate errors. The assistance system describes a first step towards predictive quality [10].

In a sample implementation the assistance system has been integrated in an Industry 4.0 production environment. The Quality Science Lab (QSL) [11] is a production system consisting of independent cyber-physical units. As key technology in Industry 4.0 an off-the-shelf 3D-printer has been equipped with additional sensors and data processing units. Prints of low quality are identified and process parameters are analyzed with the help of QS-Services. Further implementations with industry partners are in preparation.

Presently QS-Services focuses on statistical methods, in next steps machine learning technologies will be implemented. Comparison of this classical and modern approaches will lead to insights about applying data science techniques like cluster analysis and neuronal networks in a production environment. Based on the current research, QS-Services provides a framework to be further developed and to encompass ever more complex scenarios. With the implementation of further technologies and their continuous improvement, the reliable prediction of product quality is possible. With the realization of industry 4.0 in a comprehensively networked, digitalized production environment this will give quality engineers the opportunity to intervene and adapt process parameters already during production process. Through monitoring and analyzing process parameters, negative outcomes can be avoided and all customer requirements can be fulfilled.

4 CONCLUSIONS

The intelligent analysis of real-time print data enables automated quality-related decisions to be made whilst the company is in operation. The mere observation and interpretation of the process parameters alone allows for sound statements about
the quality of the product. The quality is produced and predicted in this way. However, this is only one of the possibilities of quality-related activities in industry 4.0. Considerable developments can be expected in this environment.

During the implementation of the sample applications in the QSL it became apparent that there are no standards for the communication between the systems as well as for data transfer and intelligent data analysis. As a result, the communication interfaces and data analyses in the sample application had to be individually programmed and implemented. This is certainly an inhibiting factor for a broad application in industry, although its configuration opens up great potential. An extensive view must also be taken of the changes in quality management in manufacturing companies due to the quality knowledge generated in real time for product development. The changes that will result from this form a further research focus of the Department of Quality Science at the TU Berlin, in addition to the change in quality assurance through intelligent and automated data analysis. The demonstrator of the Quality Science Lab will provide support in all these areas. He serves as a platform for the development of various concepts and methods of quality in industry 4.0 and furthermore makes research tangible and visible.
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Abstract

The digitalization of manufacturing processes, also related to as the digital transformation, poses a number of challenges to manufacturing companies. As digitalization projects aim at highly integrated processes and data flows, companies carry out extensive analyses and considerations. Since isolated solutions undermine the full harvest of benefits and integration ambitions, the development and roll out of digitalization solutions require the involvement of many parties across many different hierarchical levels. However, especially larger corporations still face the issues of developing redundant data storages and solutions, or missing substantial aspects in the requirements engineering of large scale digitalization projects. As a part of agile development efforts, user stories have proven their effectiveness for expressing and comparing functions. In this study, we present a user story centered approach to the collection of requirements and synthesizing efforts of digital transformations. It embraces the findings of the previously applied brownfield redundancy recognition principles, and extends them to an asynchronous multi-site requirements collection of a large corporation’s greenfield approach. This enables the involvement of a larger number of collaborators than for conventional requirements engineering techniques. Furthermore, the approach allows for a data-driven analysis and categorization of collected requirements into appropriate categories according to overall business goals. The approach is applied in a case study to develop a manufacturing execution system within several plants of a large manufacturing company.
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1 INTRODUCTION

The introduction and setup of integrated and continuous data flows in manufacturing companies, also referred to as the digital transformation, poses a challenge for small and large manufacturing enterprises alike [2,10]. Isolated or stand-alone tools connectivity or software solutions do not manage to harvest the full benefits of digitalization ambitions [14]. Therefore, the digital transformation often implies comprehensive and encompassing process rollouts for full coverage of related data streams. In order to consider and align all the concerned endpoints for data exchange throughout an entire organization, profound and embracing analyses are necessary. This consideration of various processes, machinery installations and interfaces requires the involvement of several interdisciplinary units and personae across different organizational levels, which can be a cumbersome task to organize and execute. This holds especially true for enterprises organized in locally separated units and production plants. The challenge thereby becomes the extraction of requirements from different divisions of an organization to develop a large-scale digital solution without creating redundant functionalities.

In the underlying paper, a user stories centered approach to the collection of requirements and synthesizing efforts of digitalization transformations is presented. We thereby build on existing theory and extend the redundancy recognition principle discussed by Lorenz et al. [7] to a greenfield approach. We then apply this approach in a case study for the implementation of a manufacturing execution system (MES) at a large machinery equipment manufacturer. The resulting clusters of requirements help to organize and aggregate user stories for further communication, evaluation and quality assurance purposes in the digital transformation process.

2 THEORETICAL BACKGROUND

Digital transformation receives a high priority within most of the strategic discussions of manufacturing companies [6]. Firms need to develop new capabilities and skills to implement digital solutions. The development of such solutions shares rather common attributes with software development than with traditional engineering practices: for instance, to enable digital solutions in production, agile development practices have become a best practice [4]. Digital transformation connects digital assets
such as machines with each other (horizontal) and provides access to this data (vertical). However, as this bidirectional connectivity requires the involvement of many experts from different disciplines, traditional software development practices cannot overcome the challenges alone. Yet, it can certainly provide fundamental approaches.

2.1 Digital Transformation & Digital Factory

The vision of the digital factory is the all-time, overall availability of all necessary and relevant information for each and every specific person and situation, which may include real-time digital replications of shop floor operations and transactions, allowing to preempt, simulate and virtualize existing or future processes [14]. The potential benefits of the digital factory are leaner operations, rapid setups, and swift accommodation of product or process changes in manufacturing [3]. This comes with the issues of the connection between processes and structures both horizontal and vertical, the commitment and contribution of all concerned and relevant parties, as well as an extensive network to span around people, assets and products [2]. The literature sometimes refers to this phenomenon as the smart factory, however, the terms digital factory and smart factory are not synonymous. Contrary to the digital factory describing mainly connectivity topics, the smart factory not only encompasses data transfer protocols and data representation and semantics, but also the (automated) understanding and analysis of the data [12]. As the presented approach focuses on the overall assessment of needs and solution development for a thorough information flow, we will incorporate mainly aspects of the digital and, limited aspects of the smart Factory. The digital factory and the notion of MES are closely linked. The digital factory is the way to permanently optimize operational processes in the factory through real-time availability of all relevant data and information to all units and persons involved [5]. The MES is at the core of this effort, as it makes use of data in order to support and execute critical decision making processes based on information from products, machines and workers.

The Digital Factory and its MES systems are no off-the-shelf standard products, representing a challenge especially for specialized for Small and Medium Enterprises (SMEs). One of the main reasons is an incomplete understanding of their future production ambitions [10]. This might be due to a limited assessment of both, the current production-related problems and future challenges and ideas, which can be a cumbersome and time-consuming process - during which challenges and priorities may shift. The present study suggests a straightforward and quick approach to determine the current situation and to express future needs within a single framework. This allows to incorporate different units and levels of an entire manufacturing organization.

2.2 User Stories for agile requirements engineering

Requirements engineering deals with the collection and analysis of customer requirements for a product, service, or process [16]. Agile requirements engineering is subfield that aims at a fast and flexible elicitation process. Most of the agile requirement projects apply artifacts to collect their requirement, under which user stories are the most common [11]. User Stories are an effective way to express requirements intuitively and with little formalization. According to [15], they are composed of an identifier (who), a function request (what), and the target of the request (why). The following form based on Wirdemann is not an official definition, but will be used as a basis for user interaction in the following sections: “As a user, I want some sort of function, so that I achieve some sort of target”. This form provides little structure, but is simple, convenient to convey and easily recordable. User stories can be applied to diagnose existing solutions, respond to challenges, and to express ideas for future applications [7]. However, this implies the postponement of complexity to the analysis phase, when all user stories are examined and processed.

The origin of user stories stems from software and application development. Especially in agile development operations, user stories are employed to gather the necessary customer insights for the development of adequate solutions [8]. Even though [1] describe user stories as a high level approach in agile requirements engineering, the digital transformation can adopt agile principles, as the digital transformation exhibits similarities to software development. Yet, the focus lies on supplier and function selection, on the assurance of overall information coverage, as well as on the avoidance of redundancies or heterogeneous solutions. It is therefore an approach comprising low level to high level requirements.

The diagnosis of existing solutions, as well as the application in digital transformation cases in manufacturing has been proven and described in detail by [7]. The authors suggest a three-step brownfield procedure starting with the elicitation of the user stories, similarity determination, and road mapping. In the elicitation step, user stories are generated from different sources. The collected user stories are then labeled with the Key Performance Indicators (KPIs) or target improvements they affect, which allows to determine similarities between different user stories analytically.

For the analysis of similarities, there are different algorithms allowing to calculate distances between two objects, where small distances imply high similarity. The Euclidean metric is used for distances...
in multidimensional spaces. It is rotation invariant and hence implies linear dependence of all attributes, which is not a suitable representation in all cases. [7] chose a Jaccard metric, as it attributes a higher importance to factors equaling zero (compared to the Euclidean metric), and additionally allows to process categorical besides binary variables. However, Jaccard is a similarity index, of which the inversion is not a valid distance expression for all possible cases. Moreover, Jaccard is not suitable for non-binary values. Even though the approach by [7] performs well in checking for similarities and filtering redundancies, it is not applicable to all types of vectors. Hence, we see this development of an overall structure of unstructured requirements, as well as the extension to a greenfield approach, the research gap for this study.

3 USER STORY FRAMEWORK

The following sections present a user-stories based collection of requirements and subsequent processing within a digital transformation project to establish an MES. Both the theoretical fundamentals, as well as their application and outcome in an actual digitalization approach for a global machinery equipment manufacturer are discussed.

The case study takes place at a global manufacturing company situated in central Europe. The case company decides to introduce an MES for its multiple sites across different countries and continents. The overall goal is to enable decisions based on full information at any given point, location and organizational level in real time. This includes many activities, most notably order information provision, production progress feedback, machining and quality measurement protocols, material track and trace, digital worker signatures, alerts, as well as asset health. This requires in return a profound analysis for subsequent streamlining of the currently used IT systems, interfaces and applications.

However, the asynchronous evolvement of processes across the different manufacturing sites requires a mutual effort to cover all particularities. The challenge is therefore to find a standardized, asynchronous and potent approach allowing to collect and compare a large number of different requirements from a large number of key players.

Following [7], we chose a user stories based approach in order to collect, analyze, categorize and communicate a maximum set of expectations and needs. This enables a broad participation and subsequent treatment of a large number of records.

3.1 Collection

The collection of user stories is challenging, especially due to the involvement of many parties. For the present application case, this held especially true, as the elicitation process comprised multiple geographically separated production sites. The effort associated herewith however yielded different favorable outcomes in digital transformation processes: The information inflow of an indefinite number of key players, as well as the early communication to a large number of parties in the transformation process. Moreover, it provided an unbiased view of all parties towards future digitalization ambitions.

In order to accommodate these aspects, a mobile-optimized web interface (Figure ) was developed and made accessible to all members of the organization across different sites. The web interface consisted of four fields, in which users could insert records which were subsequently stored on a web server for subsequent analysis (see Figure ). A quick briefing to all relevant key players as well as an access link via a QR code was provided. The key players stemmed from all units affected by factory operations, such as quality management, production controllers, assembly line workers, work plan engineers, machine operators, IT application owners, process engineers, product developers, sales and directors. For an easier labeling and clustering process of the data, we divided the considered hierarchical levels into five roles: Workers, Production Controllers, Team Leaders, Value Chain Responsibles and Executives. In addition to the common three elements of a user story, users of the web interface had to select the appropriate functional area of an MES according to their function. This selection of entries was based on the Verein Deutscher Ingenieure (VDI) guideline 5600 [13].

![Figure 1 - Web Interface comprising the necessary fields for the Collection of User Stories](example.com/userstories/interface)

The requirements elicitation was open for a duration of three months, during which more than 600 entries were collected. 550 entries remained valid after a first manual check by the project team for erroneous input (duplicates, incomplete submissions, and out of scope entries).
3.2 Analysis

From the complete and unstructured record of requirements extract meaningful and compact information needs to be extracted for further use. This can be the communication of requirements to suppliers, to internal stakeholders, or for future project safeguarding and assessments, for which a list of multiple hundred entries is unsuitable. A partially automated approach is helpful, in order to avoid a time-consuming manual processing of all user stories. However, this requires a certain form of structure in the array of records. In order to create the necessary structure for an automated analysis, all of the entries need to be labeled appropriately. Upon complete labeling of all user stories, the clustering is realized via the calculation of a distance matrix and the application of an unsupervised clustering algorithm. Different principles are possible, of which the most suitable are presented and compared in their output.

3.2.1 Labeling of Records

After completion of the requirements collection, the entries inhibited little structured aspects. An option to prevent this, is to demand some sort of labeling of the entry by the submitting person. However, this requires substantial prior education of the participants in order to ensure the necessary consistency, and partially contradicts the simplicity and straightforwardness of the user story approach. The labeling approach in the application case was of hybrid form, which means that both general contributors, as well as a project team member provided the labels. As previously stated, users of the web interface had to select both functional area of the MES, as well as the user role from five options. However, the most important label for the subsequent analysis was the user story impact factors: For each record in the user story array, an impact factor was assigned. The impact factors consist of a binary vector, designating in each component the fulfilled requirement of a user story regarding one or more defined enterprise goals. The range of goals was derived from the overall business goals of the company at which the exercise was conducted. They were in descending order:

- Quality Defect (Q) ↓
- On-Time Delivery (OTD) ↑
- Cost ↓

Additionally, the project team identified overall transparency and availability of complete information (T&I) to be an internal goal. We assigned it a lower priority than the overall business goals, since transparency was not seen as a direct value driver for customers. All aspects were split into subcategories, in order to allow for a concise analysis (Table 1):

| Q | Worker Info & Instructions | Material Track & Trace |
| OTD | Throughput Time | Schedule Quality | Reactivity |
| Cost | WIP | OEE | KPIs & Reports |
| T&I | Info Availability | |

Table 1 - Division of Overall Business Goals into Subfactors for User Story Labelling

Each recorded user story was subsequently examined, and a binary impact for each of the factors on the right-hand side of

Table 1 was manually assigned by the project task force, resulting in a binary vector of 9 elements according to the subcategories in Table 1 for each user story (see Table 2).

| User Story 1 | WIP | Schedule Quality | KPIs | Worker Info |
| User Story 2 | 0 | 1 | 1 | 0 |

Table 2 – Binary Vector for each User Story Record via Manual Assignment of Impact on Overall Business Goals

The binary assignment was chosen for the sake of simplicity, given that the manual assignment for a large number of records can be cumbersome. Depending on the algorithms used in the further analysis, also non-binary or weighted factors can be used in order to obtain a more precise result.

3.2.2 Distance Calculation for Records

The aim of the labeling and analysis approach is to sort and divide the record of user stories, and to create a clear and concise overview of categories and congregations of all collected requirements.

The calculation of distances between user stories was based on how the user stories fulfill defined enterprise goals. The function used to calculate the distances is a Manhattan metric. The Manhattan metric defines a distance between two points as the sum of the absolute values of its individual coordinate differences:

\[ D(a, b) = \sum |a_i - b_i| \]  

The reason to choose the Manhattan metric over a Jaccard metric as described by [7], is that it is extendable to also non-binary vectors, which makes it more versatile. It accepts discrete, binary and non-binary values as entries. Additionally, the Manhattan metric has proven efficient applications in other clustering algorithms, wherefore it is also readily available in different libraries and analytical
applications. The calculation of the distance is invertable, and the distance of a record with itself equals zero. According to the Gaussian Sum Formula, a number of \( \frac{n(n-1)}{2} \) calculations need to be carried out, in order to construct the \( n \times n \) distance matrix for a record of a length of \( n \) entries, comprising the distances of each \( n \)-th entry, with the \( n-1 \) other entries.

### 3.3 Categorization

For easier understanding and communication during the selection of suppliers for softwares and applications, as well as the development and validation of the future solution, the need for a subsequent categorization is given.

In order to obtain a meaningful categorization, the distance matrix constructed via Manhattan metric was fed to a clustering algorithm. The following section will compare two common approaches: a hierarchical bottom-up clustering resulting in a dendrogramm, and a variant of a k-Means algorithm, in which entries are assigned to a predefined number of clusters, and rearranged until convergence to an optimal distribution.

For the clustering, the k-Medoids as a variant of the k-Means was chosen, as it is not limited to a specific distance limit or format. The k-Medoids algorithm converges to an optimized distance distribution by continuously re-determining the cluster centers, until the sum of the distances of all clusters is minimized. Similar to a k-Means algorithm, the final number of clusters needs to be chosen beforehand \([9]\). In order to determine the appropriate number of clusters, the relation of attributes, which constitute the binary vector, needs to be determined: More precisely, interdependent and dependent attributes need to be identified. One can start by choosing one attribute arbitrarily, and subsequently construct a tuple of all dependent attributes. As soon as one dependency tuple is complete, this exercise is repeated until all of the attributes have been assigned to one or multiple tuples. The relationship tuples: attributes is an \( n:m \) relationship, meaning that a tuple can contain multiple attributes, and an attribute can be contained in different tuples. In the given case, \( n = 3 \) tuples were identified, with the justification explained below:

\[
T_1 = (\text{WIP}, \text{Schedule Quality}, \text{Information Availability}) \quad (2.0)
\]

\[
T_2 = (\text{Material Track & Trace}, \text{Reactivity}, \text{KPIs & Reports}, \text{Information Availability}) \quad (2.1)
\]

\[
T_3 = (\text{OEE}, \text{Throughput Time}, \text{Material Track & Trace}, \text{Worker Info}) \quad (2.2)
\]

For the tuple \( T_1 \), the interdependency is that Work in Progress (WIP) can be optimized by an enhanced Schedule Quality. Schedule Quality can be improved by consideration of actual times, their deviations and available resources of the shop floor (set up, machining and transit times, tool and suppository availabilities), which requires information availability. However, the decision whether or not a tuple should be separated can be indistinct: In general, one tuple should be split into separate tuples as soon as there is at least one unidirectional relationship between the elements. A unidirectional relationship means that two or more elements of the tuple depend directly on another element of the tuple. This would be the case if tuples \( T_2 \) and \( T_3 \) were combined, given that both have a dependency on the attribute Material Track & Traceability. In case of uncertainties of the assignment of tuples, the outcome of the clustering for \( n + 1 \) clusters should be verified additionally.

### 4 RESULTS AND DISCUSSION

The solution of the hierarchical approach tends to be more homogeneous for large numbers of clusters with high similarities. The k-Means algorithm searches for the most homogeneous overall distribution, as it includes all points within a cluster \([9]\). It requires to select a priori the number of clusters, which significantly impacts the result. Yet, the overall homogeneity is considered a priority for the case study, and the preliminary selection of cluster numbers can be achieved by the described analysis of variable dependence of the binary vectors. We identified three clusters in which the user stories were distributed over three clusters of 135, 156 and 277 user stories for the k-Medoids algorithm. The distribution across the different clusters is homogenous and well-balanced, the same holds true for the allocation to different organizational levels within a cluster (black beams in the top image of Figure ).
The same analysis was also carried out via a hierarchical clustering (Manhattan Metric, Figure 2), in which the two nearest neighbours are always linked. The hierarchical clustering yielded a distribution of user stories over clusters of 93, 114 and 361 requirements. The dendrogram for the hierarchical clustering demonstrates the selection of three clusters to be appropriate (Figure 3), as the upper node of the dendrogram consists of three larger branches on similar levels. However, it becomes clear that the hierarchical clustering introduces heterogeneities by the aggregation of larger sub clusters. Even for homogeneous individual sub clusters, the combination of them results in heterogeneities, as indicated by the distances of aggregated sub clusters on higher levels (Figure 4). Since the mean affection of overall business goals for the k-Medoids algorithm exhibits a more concise and separation and homogeneous distribution across clusters and organizational levels, this approach was confirmed to be the most suitable.

The k-Medoids clustering shows superior performance, compared to the hierarchical clustering approach, when considering the homogenous distribution of User Stories across clusters and organizational levels, and the distinct separation of User Story fulfilments measured in contribution to defined enterprise goals. This clear separation regarding the enterprise goals, is a desirable outcome allowing to segregate the entire digital transformation into smaller, more concise aspects and work packages, expressed in clusters.

Each cluster is a functional collection contributing to the fulfilment of one or several business goals. The importance of each cluster can be determined, based on whether it fulfills high or low priority overall business goals. In the given case, the Q and OTD related clusters are assigned a superior priority, as dictated by the case study company’s priorities. Hence, the user stories in these clusters are highlighted as crucial to future suppliers. In this context, the collection of user stories provides a
simple and convenient way of recording requirements, with a subsequent analysis based on metrics rather than opinionated influence. The clustering results provide a clear overview of functions and challenges to tackle first, and indicate which collection of functions should be prioritized in order to allow for a quick harvest of benefits in digital transformation processes. Additionally, the clusters demonstrate how specific requirements of different organizational levels are interconnected: They clearly show the coherence of requirements on different levels that contribute to the same enterprise goal. This is the foundation for the development and rollout roadmap, as it prevents developing isolated horizontal solutions without any vertical integration. The given approach is therefore considered a robust fast-track from requirements collection to synthesis roadmap. The application as a validation tool is yet to be demonstrated and proven.

5 CONCLUSIONS
This study describes an approach capable of conducting requirements engineering for digital transformation processes in manufacturing industries in a straightforward manner. The asynchronous and intuitive collection of user stories allows to involve a large number of contributors in the requirements collection for digital transformation efforts, and enables a data-driven analysis and separation of collected requirements into appropriate categories. The allocation of user stories to clusters representing business goals and related functionalities, can be used for the internal and external communication of requirements, as well as for supplier evaluation, design and development roadmap purposes. The approach has proven efficient and robust to bias in Lorenz et al.’s [7] and this study, which appears to make it advantageous over traditional approaches. Of the different algorithms for the processing of all elicited entries, a suitable framework was selected and tested in a real requirements elicitation process. Its applicability has been approved by the members of the project team and deemed superior over traditional approaches prone to biased influence. Especially the stringent and calculation-based approach make it less vulnerable against short-term and undifferentiated influences of few opinion leaders with an organization – most notably for digitalization projects that may take between months and years to complete. Further research can investigate the automated assignment of user stories to overall business goals to replace the manual labelling effort.
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Abstract
Cutting tool geometry design has traditionally relied on experimental studies; while engineering simulations, to the level of industrial deployment, have been developed only in the last couple of decades. With the development of simulation capability across length scales from micro to macro, cutting tool geometry development includes engineering data development for its efficient utilization. This calls for the design of a simulation-based approach in the design of cutting tool geometry so that the engineering data can be generated for different machining applications (e.g. digital twin). In this study, the needs for engineering model development of different stages of cutting tool design evaluation is assessed. To this end, some of the previously developed engineering models have been evaluated for evaluation of chip form morphology in industrially relevant nose turning process, work piece material behavior modeling and damage modeling for the prediction of chip shape morphology. The study shows the possibility for the developed models to act as building blocks of a digital twin. It also shows the need for engineering model development for different aspects of cutting tool design, its advantages, limitations, and prospects.
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1.1 Introduction
Modeling and simulation are one of the key components in engineering advancement as it is directly linked to the codification of decades of knowledge for the betterment of future generations. Modeling and simulation are applied both in the design of products and manufacturing processes. In machining, from Taylor’s tool life model to modern numerical modeling of the cutting process, engineering models which predict important process outputs have had a significant impact in the development of cutting processes. Numerical modeling of machining process is constantly being used in cutting tool design. With advances in the modeling of plastic deformation and fracture using nonlinear finite element method and increase in the understanding of material behavior during deformation at strains, strain rates, and the temperature is seen in metal cutting, the integration of numerical modeling in the cutting tool geometry development is inevitable.

Integration of finite element modeling within product development needs the development of tools and methods beyond the development of finite element (FE) model itself [1]. The report on research and development in simulation-based engineering [2] has mentioned that among other factors, the experimental validation of models remains a challenge in practical situations.

Numerical modeling of chip formation gives the opportunity to evaluate the machining process with improved temporal and spatial resolution compared to empirical and analytical modeling. A large amount of research work in machining processes have used force and temperature predictions to evaluate FE models [3]. In addition to force and temperature prediction, chip morphology prediction is of prime importance from a cutting tool design viewpoint. The term, ‘chip morphology’ refers to the description of chip flow, chip shape and chip curl [4]. Chip shape is primarily classified into the continuous chip, segmented chip, and discontinuous chip. Numerical models which can predict chip shape has been and still is an active area of research [5]. Chip shape characterization has been done traditionally using metallographic analysis and use of advanced characterization techniques like scanning electron microscopy (SEM) studies, electron backscatter diffraction (EBSD), X-ray diffraction, and transmission electron microscopy (TEM) are gaining prominence in the last decade. These methods are crucial for analyzing the metal cutting process for investigative purposes but are prohibitive in terms of time and cost which are crucial within a commercial product development process.
From a cutting tool design perspective, chip flow on the rake face is important as it has a direct consequence on the force, tool wear, workpiece surface finish and process robustness [6]. Therefore, chip curl which describes the chip flow on the rake face is to be used as a parameter to evaluate an FE model. Chip curl as an evaluation method within academic research is limited compared to chip shape owing to its complex geometry. Nakayama et al [7] defined the different geometrical variations of chips with reference to the chip flow angle, feed rate and depth of cut. Kharkevich et al [8] developed a more fundamental model to model chip curl from a geometric perspective and developed models to evaluate chip curl during machining offline. Most of the studies have only used chip curl qualitatively. Quantitative evaluation has been limited mostly to orthogonal cutting. Quantitative evaluation of chip curl in nose turning process has been reported scarcely in comparison [9],[10].
Chip formation in machining is modeled using a finite element method which can simulate large plastic deformations and fracture, a material model as a function of strain, strain rate, temperature, microstructure, heat transfer, and friction. To incorporate such models within product development requires a considerable level of effort and should warrant significant economic benefits. The ability to integrate with other components of product development systems such as CAD / CAE is also important. Gardner et al [11] have shown that DEFORM, Advantedge, and Abaqus are three softwares available for chip formation models with varying levels of maturity in terms of ease of set up, material modeling capability, adaptive meshing capability and overall control. Within product development, ease of simulation set up capability, data transferability and overall process control are important to be used by tool design engineers.

Within this work, the development of a framework to employ chip formation models within product development of cutting tools is presented. Methods required for experimental evaluation of finite element models in terms of chip morphology is discussed. Chip formation simulation in machining of an engineering steel using the presented framework is also carried out to evaluate its efficacy.

1.2 Simulation-based product development framework

Cutting tool product development involves the design of a cutting tool insert and tool holder. The design of cutting tool insert involves the design of different functional surfaces, rake face, relief face and edges connecting the rake face and the relief face and can be termed as the design of a chip breaker. A chip breaker design is governed by geometrical constraints and manufacturing constraints. New chip breaker development predominantly uses experimental studies for evaluation aided to a large extent by the knowledge gained by design engineers spanning several decades as shown in the current state of Fig. 1. Numerical modeling based cutting process simulation is utilized in the present stage to investigate specific problems and is not integrated entirely into the product development process. This is highlighted in the current state of Fig. 1 by the dotted lines. The challenges with full integration of simulation in the product development is three-fold. One is the absence of simulation evaluation methodologies. The second reason is the level of maturity in data transferability between different CAD/CAE systems. The third reason is the very high demand for simulation technologies in terms of its prediction capabilities. The future state shown in Fig. 1 presents the possibility to integrate cutting process simulation into the product development process. This requires improvement in all the three aspects mentioned. The future state which envisages a simulation-based product development process aids incorporation of knowledge more effectively into the next generation of products and processes. In the following section, some of the works related to bridging the need in two of the three above mentioned reasons, cutting process simulation, and quantitative evaluation are analyzed. Data transferability between CAD/CAE systems is reserved for future work.
2 SIMULATION EVALUATION METHODOLOGIES:

The evaluation methodologies required for implementation of numerical models should use measurable criteria [12] whereas, in the traditional product development process, success is measured at a higher level such as product profitability. In the traditional cutting tool product development process, chip morphology is used as a measurable criterion, albeit a qualitative one. The chip morphology is measured through studying the variation with increasing feed rate and depth of cut for a chosen cutting speed. This is presented in the form of a chip chart in technical guides [13]. In this work, the possibility to employ quantitative methodologies to evaluate chip morphology in evaluating simulation results against experimental validation is assessed. This would provide the ability to advance simulation technologies with specific reference to be used in product development. Fig. 2 shows the need to develop such a platform which utilizes several measurement methodologies. This platform would enable the evaluation of the simulation predictions with experimental results for chip morphology studies. This platform is to be continuously updated with developments in the field of metrology. The following section provides some of the measurement methodologies developed in previous works that can be used as a part of the numerical model evaluation platform.

2.1 Computed tomography for digitalization of chip morphology

Chip morphology, due to its complex geometry does not lend itself for characterization through conventional methods. In a previous work [14], a measurement methodology was developed to measure chips obtained from machining tests. This provides the possibility to compare chips between simulation and experiments. The detailed methodology is described in [14]. This method lends itself to be used in a variety of machining processes ranging from orthogonal cutting to gear cutting. The short set up time, reduced measurement uncertainty and a direct 3D CAD model output provides the ability to be used in product development. Fig. 3 shows the CAD models obtained through computed tomography of physical chips. The CAD models enable chip visualization in relation to the cutting tool geometry, digitalization for future use and also CAE analysis. Fig. 3 shows experimental chip can be categorized by geometrical parameters such as initial chip radius and twist angle which provides better insights for the design engineers.

One of the current disadvantage with this method is the huge file size of these CAD models. Developments in transferrable CAD modeling would provide the possibility to use this method more often.

2.2 Chip modeling using geometrical curves

With the earlier method, being available for any cutting conditions, the method by its inherent nature is an offline method. At the early stages of product development for special materials, a methodology for chip morphology characterization for a geometrically simple cutting process such as orthogonal cutting is warranted. A methodology employing an analytical equation describing the chip up curl was developed in [15] and shown in Fig. 4. The function can predict the varying chip curl. The simplicity of the model lends itself to be incorporated into an online measuring system. Fig. 4 shows both experimental chip and simulation predicted chip measured using the analytical equation. The analytical equation was developed by Ringermacher et al [16] for categorization of spiral galaxies. This helps in quantifying the chip morphology easier than the traditional metallographic analysis. Fig. 4 shows that the chip’s initial radius

2.3 Chip morphology modeling in nose turning process

With computed tomography method being used to capture the chip morphology offline, a methodology...
employing a mathematical description of the chip curl in 3D and high-speed videography is used to measure the chip morphology online during the experimental investigation and is presented in [17] and also presented here in Fig. 5. The methodology provides the possibility to evaluate simulation results in practical metal cutting processes. The method provides a very accurate description of the chip flow, chip up curl and chip side curl thereby aiding the design engineer to evaluate design iterations in a quantitative method. The method employs the mathematical formulas developed by Kharkevich et al [8] to calculate the chip geometry parameters in the ‘chip in tool’ reference frame from the chip geometry parameters in ‘chip in hand’ reference frame. The ‘chip in tool’ reference frame chip geometry parameters is chip flow angle, chip up curl radius and chip side curl radius. The ‘chip in hand’ reference chip geometry parameters is diameter, pitch, and slant angle as described in [17]. To evaluate the methodology, chip flow angle is measured by high-speed videography and the chip up curl and chip side curl radius are measured by computed tomography technique developed in the previous study [14].

3 NUMERICAL MODELING OF MACHINING PROCESS

Numerical modeling of machining processes has attained a level of maturity where simulations can be run without much intervention for mesh degradation. This provides the possibility to use chip formation simulations to predict chip curl for different chip breaker design alternatives. This requires robust material models that are built for the material used during the experimental investigation.

Thirdwave Advantedge [18] provides a database of workpiece material and tool properties and a simple simulation setting up procedure aiding in its deployment in a product development process. The software also provides the possibility to deploy custom material models. The different aspects of numerical modeling of machining process are described with good clarity in [19].

The accuracy of the cutting process simulation is in its accuracy of the description of thermo-mechanical properties of workpiece material and tool material. Upgrading the simulation capabilities is a continuous process and the simulation tool should lend itself to regular upgrading. A commercial software with a reliable support provides this possibility.

One of the important insights that can be obtained from machining simulations that aids in product development is the prediction of transition from continuous chip to segmented chips for different chip breaker geometries. With recent advances in the understanding of the influence of the loading conditions (Stress triaxiality and lode angle parameter) on material failure (chip segmentation), the ability to predict chip segmentation is improved.

The work presented in [20] shows that the influence of rake angle on chip segmentation can be captured by modeling the damage failure as a function of stress triaxiality and temperature and not only as a function of temperature. The lode angle parameters influence has been studied by other authors for limited cutting conditions. Future work in this area is being planned to test this hypothesis for varying cutting conditions.

4 CONCLUSION

In this work, the need for simulation-based product development framework to use in cutting tool development was presented. Challenges with the present method and a future desired state are presented highlighting areas that need to be improved. Simulation evaluation methodologies, data transfer between CAD/CAE and high demand for simulation accuracy are presented as some of the most important challenges. Some of the work developed towards the development of simulation evaluation methods are presented and developmental activities regarding simulation accuracy are also presented. The presented method provides the possibility to deploy a first-generation simulation-based product development and identifies the areas to be continuously improved towards a more robust simulation-based product development process within cutting tool design.
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Abstract
This paper presents results on a simulated deformation study of crystalline AlMg₁SiCu alloys using classical molecular dynamics (MD) simulation. The experimental case study focussed on high speed machining chips of Aluminium alloys 6061-T6. During high speed machining, the workpiece material undergoes large deformation at high strain rate and elevated temperature at both the primary and secondary shear zones. Under some specific machining conditions, this can lead to a fine grain microstructure change at the primary and/or secondary shear zones. A nano-indentation representation of this microstructure was replicated by coding in LAMMPS (Large Scale Atomic/Molecular Massively Parallel Simulator). The granular workpiece was designed and subjected to indentation studies. In this study, the influences of temperature and indenter diameter on deformation properties of alloys were investigated. The simulated deformation studies were carried out by nano-indentation at both room and elevated temperatures. A simulation box size of dimension (200 Å × 150 Å × 100 Å) and consisting of 133,465 atoms was used to design and develop the alloy. Furthermore, a canonical (NVT) ensemble with periodic boundary conditions along the non-loading directions was used. The obtained results have been used to further discuss the underlying behavior of the alloys at the macroscopic level.
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1 INTRODUCTION
Aluminium is a commonly used metal in industries due to its light weight and relatively low cost. Numerous forms of Aluminium alloys exist with improved physical and chemical properties. Traditional grades of aluminium alloys, such as the AA6061, AA6055 are produced through conventional foundry and smelting processes which creates coarse grain structures and large grain sizes. The manufacturing process of such alloys is largely responsible for its achievable microstructure. Distinct thermomechanical processes which consist of a combination of thermal and deformation processes have given rise to interactive microstructural features with improved material qualities such as improved yield strength, toughness, resistance to corrosion and stress.

While cutting high temperatures are achieved at the cutting tool tip. Plastic deformation occurs at the secondary shear zone and due to elevated temperatures creates a dynamic recrystallization of the grain microstructure. The rheological behavior during chip formation when machining has been shown to indicate the presence of dynamic recrystallization phenomena. Seneca et. al [1] in their research indicated that Johnson Cook constitutive law does not include such phenomena in its rheological assessment in chip formation. However, throughout the chip formation process, ultrafine grains microstructure is formed during machining at the intersection of the deformation zones close to the surface of the chip. This is formed due to the high shear strain generated as the tool moves over the surface of the workpiece. In combination with an elevated temperature level, dynamic recrystallization occurrence results in an ultra-fine grain microstructure. This takes place near the surface of the workpiece mostly along the deformation shear bands [2]. Table 1 shows the core elements of aluminium 6061.

<table>
<thead>
<tr>
<th>Core elements (%)</th>
<th>Optional (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>96.0</td>
</tr>
<tr>
<td>Si</td>
<td>0.8</td>
</tr>
<tr>
<td>Cu</td>
<td>0.4</td>
</tr>
<tr>
<td>Mg</td>
<td>1.2</td>
</tr>
<tr>
<td>Fe</td>
<td>0.7</td>
</tr>
<tr>
<td>Mn</td>
<td>0.15</td>
</tr>
<tr>
<td>Cr</td>
<td>0.35</td>
</tr>
<tr>
<td>Zn</td>
<td>0.25</td>
</tr>
<tr>
<td>Ti</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 1 - Element composition of AlMg₁SiCu

Increased machining speed during cutting is associated with elevated temperatures in cutting operations. Machining of light metals such as aluminium is often performed using high speed
machining due to improved process and to achieve desired surface results.

<table>
<thead>
<tr>
<th>Mechanical/physical properties</th>
<th>AlMg1SiCu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardness, Brinell</td>
<td>95</td>
</tr>
<tr>
<td>Ultimate Tensile Strength</td>
<td>310 Mpa</td>
</tr>
<tr>
<td>Tensile Yield Strength</td>
<td>276 Mpa</td>
</tr>
<tr>
<td>Modulus of elasticity</td>
<td>68.9 GPA</td>
</tr>
<tr>
<td>Machinability</td>
<td>50 %</td>
</tr>
<tr>
<td>Aging Temperature</td>
<td>160 °C</td>
</tr>
<tr>
<td>Solution Temperature</td>
<td>529 °C</td>
</tr>
<tr>
<td>Density</td>
<td>2.7 g/cc</td>
</tr>
</tbody>
</table>

**Table 2 - Physical properties of AlMg1SiCu [3]**

### High speed machining

High-speed machining is commonly used in the production of aluminium alloys parts due to its high manufacturing accuracy and efficiency, reduced cutting force and improved surface quality. Material shear slip deformation and tool chip friction are core machining characteristics that occur during high-speed machining [4]. In high-speed orthogonal cutting, the cutting edge is often perpendicular to the cutting direction hence, the shear angle is as presented in figure 1. During this process, high temperature concentration is often found at the primary shear zone and at the interface between the face of the cutting tool and the chip due to the high-abrasive forces and chip rubbing effect at tool-chip interface.

\[
\phi = \arctan \left[ a_c \cos \gamma_0 / \left( a_0 - a_c \sin \gamma_0 \right) \right] 
\]

**Figure 1 - High-speed orthogonal cutting model of chip formation [4]**

where \( \Delta x \) is the shear slip plane length (\( \mu m \)) indicating the distance of two adjacent slip lines, \( \alpha_0 \) is the chip thickness (\( \mu m \)), \( \Delta y \) is the width of the first deformation zone (\( \mu m \)), \( \phi \) is the shear angle (deg), the length of line AP (\( L_{p} \)) is tool-chip contacting length (\( \mu m \)), \( \beta \) is the friction angle (deg), the length of line AB (\( L_{a} \)) is the length of shear plane (\( \mu m \)), FC is the cutting force (N) and FT is the thrust force (N) parameter.

### Nano-deformation studies in alloys

There is a limited amount of tools available and capable of exploring the phenomenon of deformation in metallic alloys. Atomistic simulation is an adequate technique for investigation of materials behavior at the nanoscale. This methodology has consequently been employed in nano-scratching and nano-indentation studies.

Nano-scratching and nano-indentation phenomena occurs within a very small region in a workpiece and for a limited timeframe. A clear representation of the tool-workpiece interaction at such an atomic scale is not implicitly stated in research studies. The need for a supplemental insight into the underlying interactions at the atomic scale would further enhance the understanding of material deformation.

Based on the tedious and costly exercise that experimental investigations at such a scale would carry, atomistic simulations thus provides a viable tool whereby microstructural interactions at the nanoscale can be investigated. Molecular dynamics as an atomistic tool has been greatly used to study atomic motion in nano-indentation [5-8]. MD is a computer simulation tool which utilises time-based statistical mechanics to study atomic interrelation for condition prediction and analysis [9]. Core predictions in MD are based on Newton’s second law of classical mechanics and interatomic potential values to estimate atomic positions, velocity and acceleration. Newton’s law is given by:

\[
F_i = m_i \ddot{a}_i 
\]

Where \( F_i \) is the force acting on an atom, \( m_i \) and \( a_i \) stands for the mass and acceleration of the atom.

### Influence of parametric selection for MD

The selection of interatomic potential is a critical step in MD design. In fact, the accuracy of MD results are contingent to the suitability of the model design for the molecular problem, in addition to the selection of its interatomic potentials [10].

There exist a large variety of potential energy functions commonly used in MD simulations which are particularly suited for different materials. For instance, Morse potential is preferably used for cubic metals, Tersoff potential for covalently bonded materials and for interface simulations, Lenard-Jones potential for rare gases and Embedded Atomic Potential (EAM) for a wide range of metals [11]. EAM potential incorporates an approximation for the many-atom interactions neglected by other potential schemes. Modified Embedded Atomic (MEAM) potential represents an extension of this potential which further includes the directionality of the bond angle to accommodate covalent systems. MEAM is ideal for metallic alloys with varying lattice structures and covalent materials such as silicon and carbon [12].

The need to assess the value of the used interatomic potential could generate unreliable results. The development and testing of interatomic potentials is an intricate and elaborate process not often researched. However, the National Institute of
Standards and technology (NIST) has documented a list of potential files which have been tested, assessed for quality and published as adequate representations of force fields between elements \[13\]. In their study, Jelinek et. al \[14\] developed a MEAM for the pair interactions between Al, Si, Mg, Cu and Fe from the combination of their respective MEAM potential. In their study they compared the pair potentials with previously published MEAM parameters and validated experimental tests based on energies of defects, equilibrium volumes, elastic moduli and heat of formation. They concluded by indicating that the MEAM formalism permits any of the listed potentials to enable the prediction of multi-component alloy properties and adequate for the representation of alloy simulations. Figure 2 shows Comparison of MEAM potential to DFT based on B1 Volume.

A nano-indentation representation of this microstructure was replicated by coding in LAMMPS (Large Scale Atomic/Molecular Massively Parallel Simulator). The granular workpiece was designed and subjected to indentation studies and the influence of temperature, indenter diameter, loading rate, element composition on mechanical properties of alloys was investigated. Also, simulated deformation studies were carried out by nano-indentation at room temperature and at elevated temperatures.

![Figure 2 - Comparison of MEAM potential to DFT based on B1 Volume][15]

In this study, the simulated deformation studies of crystalline AlMg\textsubscript{1}SiCu alloy by classical molecular dynamics simulation (MD) is presented. MD potential force energies in the alloy are modelled using established MEAM potential energy functions to better represent the conditions occurring during nano-indentation tests. An experimental case study focused on fine grained microstructure area formed through deformation, during high speed machining of Aluminium alloys 6061-T6 is presented. The influence of element composition and mechanical properties of alloys was also investigated.

## 2 EXPERIMENTAL AND SIMULATION SETUP

### 2.1 Experimental case-study

The experimental nano-indentation setup focused on the milling of Aluminium 6061-T6. Due to the high speed in machining and the elevated temperature, large deformations at high strain rate both at the primary and secondary shear zones are expected on the workpiece. This condition is responsible for the fine grain microstructure localized at the primary and/or the secondary shear zones. Nano-indentation tests with the spherical indenter point with radius of 50nm as found in industrial nano-indentation testers was utilised on this structure. Figure 3 shows the load-displacement curve for a nano-indentation test.

![Figure 3 - chemicat of load-displacement curve for an instrumented nano-indentation][16]

### 2.2 MD simulation setup

Various software platforms exist which can be used for the development of molecular simulations mainly based on their suitability and user-friendliness. LAMMPS (Large Scale Atomic/Molecular Massively Parallel Simulator) was used in this study to simulate the nano-indentation of ultra-fine grained microstructure of AlMg\textsubscript{1}SiCu alloy. This is an open source platform with a versatile range of toolbox options, integrative ease to third party platforms and a wide-range user support for various elements. Open visualisation tool (OVITO) was also utilised as a scientific visualization tool of the atomistic simulation (Figure 4).

![Figure 4 - MD workpiece design setup][16]
To mimic a portion of the alloy fine-grained tool chip occurrence, the workpiece was designed as an aluminium lattice with a percentage composition of its alloying elements to represent the composition of \textit{AlMg}\textsubscript{1}SiCu. Figure 4 shows the representation of the workpiece in the percentage composition of its elements (Table 1).

The process flow chart of the MD simulation is shown in Figure 5. In this figure, the procedure commences with the conception of the voronoi structure to represent fine grains of less than (10\(\mu m\)) as shown in figure 6.

![Figure 5 - MD process flowchart (Adapted from [17]).](image)

![Grains](image)

A valuation of grains number over size for the voronoi molecular setup is shown in Figure 7. In this setup a total of 13 grains were randomly generated with sizes around few nanometers.

![Figure 6 - Simulated workpiece with grain structure.](image)

![Figure 7 - Graph of number of grain over size.](image)

### 2.2.1 Atomistic model design

A reproduction of the atomistic build of the medium strength \textit{AlMg}\textsubscript{1}SiCu alloy was created. This aluminium alloy composition was selected due to a form of its fine grained microstructure which adequately mimics the literature [18]. The study only considers core alloying elements due to interatomic force potential limitations. Therefore property enhancing elements which are found in trace amounts such as titanium, Zinc, Iron, Chromium, and Manganese were not included. The atomistic model consist of a rectangular sample consisting of this mixture. The system consists of a total of 133,465 atoms. Table 3 and 4 show the percentage/atomic composition of element atoms as well as parameters setup for the simulation.

<table>
<thead>
<tr>
<th>Workpiece material</th>
<th>No. of Atoms</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>108,107</td>
<td>98.1</td>
</tr>
<tr>
<td>Copper</td>
<td>4,004</td>
<td>0.3</td>
</tr>
<tr>
<td>Magnesium</td>
<td>14,681</td>
<td>1.1</td>
</tr>
<tr>
<td>Silicon</td>
<td>6,673</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Table 3 - Percentage and atomic composition of elements**

<table>
<thead>
<tr>
<th>Workpiece material</th>
<th>\textit{AlMg}\textsubscript{1}SiCu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workpiece lattice ((a_1))</td>
<td>0.428nm</td>
</tr>
<tr>
<td>Workpiece dimension</td>
<td>200(a_1) \times 100(a_1) \times 150(a_1)</td>
</tr>
<tr>
<td>Tool structure</td>
<td>Rigid</td>
</tr>
<tr>
<td>Tool radius</td>
<td>30 (a_1), 40 (a_1), 50 (a_1)</td>
</tr>
<tr>
<td>Tool shape</td>
<td>Spherical</td>
</tr>
<tr>
<td>Number of grains</td>
<td>13</td>
</tr>
<tr>
<td>Depth of indentation</td>
<td>16nm</td>
</tr>
<tr>
<td>Force constant</td>
<td>10 kg(\text{kgf}/\text{nm})</td>
</tr>
<tr>
<td>Bulk temperature</td>
<td>293K</td>
</tr>
<tr>
<td>Time steps</td>
<td>1 fs</td>
</tr>
</tbody>
</table>

**Table 4 - MD simulation for \textit{AlMg}\textsubscript{1}SiCu**

### 2.2.2 Interatomic potential

As earlier indicated, this system is based on established interatomic potentials to adequately represent the alloys. The standard interatomic potential for modified embedded atomic method
(MEAM) potential for Al, Si, Mg, Cu and Fe alloys was used [14].

2.2.3 Energy minimization

In molecular dynamics, energy minimization prepares a molecular system by relieving any conflicting interactions in the initial configuration. A minimization function iteratively adjusts atomic coordinates in an aim to reduce energy gradient decent flow. Iterations are terminated when either the energy/force tolerances are attained or when the maximum iterations threshold conditions for the system energy is reached. Figure 8 shows the minimization chart of the total energy of the system. The stopping criteria triggered during simulation test is linked to the energy tolerance.

![Energy minimization chart](image)

**Figure 8** - Total energy minimization.

2.2.4 Equilibration of temperature.

The model was relaxed from its artificially assigned initial conditions to a more natural dynamic equilibrium state. This was performed by running the system setup at a predefined temperature for a fixed amount of time to permit achievement of atomic velocities equilibrium at the specified temperature. Equilibration permits the system to mimic the actual representation of metal materials. The Nose-Hoover non-Hamiltonian style time integration algorithm from the canonical (NVT) ensemble was used during equilibration of the system to generate the new positions and velocities. Figure 9 shows an equilibrated form of the simulated metallic alloy with its new structure.

![Equilibrated form](image)

**Figure 9** - Equilibrated workpiece with percentage element composition.

2.2.5 Boundary conditions

The global simulation box was set to be periodic for the x-axis, y-axis and z-axis hence allowing atoms to interact across the boundaries. However, a boundary condition was set at the base of the y-axis to prevent atomic flow in this direction.

2.2.6 Indenter specifications

The indenter originated from the LAMMPS toolkit and it acts as a rigid structure. This indenter is characterized with the property to repel all atoms within the group it touches. A spherical indenter was utilized to replicate the effects from an experimental case study.

A spherical indenter exerts a force of magnitude $F(r)$ on each atom it comes in contact with. The force is depicted as:

$$F(r) = -K (r - R)^2$$

Where $K$ is the specified force constant, $r$ is the distance from the atom to the center of the indenter, and $R$ is the radius of the indenter. The force is repulsive and $F(r) = 0$ for $r > R$.

3 EXPERIMENTAL RESULTS AND DISCUSSION

3.1 Effect of indenter size

Various indenter sizes have been used in the simulation. These sizes are 30, 40 and 50 Angstroms in diameter. Figure 10 shows the various indenters utilized.
From the smallest indenter size, a reduction in cutting forces is needed to indent the workpiece. This is evident based on the surface area and the resistance to material compression obtained. However, indenter sizes often affect the pop-out effect during indenter unloading under dynamic indentation. This presents a brisk ejection of the indenter out of the material [19]. This phenomenon is often associated with Si, and is believed to be as a result of the extension of the material volume by the phase transformation occurring in the workpiece. Figure 11 shows a pronounced push out seen at 50Å indentation.

Figure 10 - Different indenter sizes utilised.

3.2 Influence of temperature on load-displacement curve

At elevated temperatures, plastic indentation depth is seen to increase. It is depicted with a reduced indentation force. This indicates that elastic recovery at such temperatures are reduced. Effects of temperature on aluminium alloys has been extensively studied in literature [20-22]. Young’s modulus at elevated temperature on aluminium alloys is known to almost linearly decrease with increasing temperature [23]. This condition is associated with the effect of thermal softening on the material.

Figure 11 shows that a higher indentation force of 180nN is needed at a temperature of 300K than 140nN at 600K. Push-in/push-out fluctuations during loading were due to the brisk atomic dislocations during dynamic loading.

Figure 12 - Load-displacement curve at varying temperature.

3.3 Force and displacement vectors

The nano-indentation model was run for 60,000 timesteps, and the cutting forces, temperature and energy of the system were recorded. Simulation conditions were at a loading rate of 0.5 A/1000 timesteps for indentation depth of 7, 10, 13 and 16nm. Figure 13 shows the nano-indentation process as the spherical tool travels through the workpiece.

Figure 13 - Vector direction during indentation.

The workpiece atoms were compressed by the loading action of the tool and did not flow along the circumference of the tool. This pressure is characterised by a resistance of the material to tool entry with sharp increase in force readings over depth attained.

Displacement vectors shown in Figure 13 depict the direction atoms moved during compression of the material surface. High compressive forces on atoms was characterised with plastic deformation within the material at the tool entry zone. Despite the
expected presence of high compressive force, no structural defects were found within the workpiece, a steady temperature was obtained (Figure 14).

![Figure 14 - Temperature reading during indentation.](image)

**Figure 14** - Temperature reading during indentation.

![Figure 15 - Depiction of workpiece forces resistance to tool entry.](image)

**Figure 15** - Depiction of workpiece forces resistance to tool entry.

From Figure 15, a multi-directional force system is shown consisting of attractive forces between atoms and some of the surface forces acting in opposition to tool entry. Movement of atomic positions was caused by this influence of these external forces leading to material deformation. The expansion of interatomic radial separation between atoms led to an increase in negative potential energy and strong attractive forces present between atoms. This can be seen in Figure 16 and 17.

![Figure 16 - Interatomic separation (a) vs Potential energy (b) vs interatomic force [24].](image)

**Figure 16** - Interatomic separation (a) vs Potential energy (b) vs interatomic force [24].

![Figure 17 - Potential energy during indentation.](image)

**Figure 17** - Potential energy during indentation.

### 3.4 Shear strain analysis

A preview of the shear strain experienced by the workpiece atoms is as shown in Figure 19.

![Figure 19 - 7nm of travel](image)

(a) 7nm of travel
Shear strain progressively increased as the tool penetrated the workpiece. As the indentation depth deepened, the intensity of the shear strain compounded around the indented circumference. This strain effect was concentrated only at the point of entry and expanded within the zone of plastic deformation. The dislocation generation and movement within the structure of the material, resulted in the strengthening of the metal. This is also known as work-hardening. This effect was revealed by the continuous rise in indentation force as shown in Figure 19.

3.5 Workpiece surface elastic recovery

Elastic recovery of the workpiece was also studied during unloading. Elastic deformation experienced on the indented surface recovered with a low stress-strain index. As unloading occurred, push-outs from atoms brisk ejections were responsible for the reduction in surface form. This atoms were displaced outwards of the surface and responsible for reduction in surface roughness during nano-machining.

4 CONCLUSION

This study has presented the simulated deformation study of crystalline AlMgSiCu alloys using classical molecular dynamics (MD) simulation. The experimental case study focussed on high speed machining chips of Aluminium alloys 6061-T6 characterised with a fine grain microstructure localized at the primary and/or secondary shear zones. The simulated granular workpiece was designed to mimic conditions and setup experienced in machining aluminum alloys.

From the results, it is seen that the indenter size increase influenced the indentation force needed to attain a particular indentation depth. This was further associated with an increase in intensity in push-outs of atoms during unloading. This condition was linked to the effect of higher compressive forces effect on interatomic spacing during atomic displacement. This increased repulsive forces are experienced within the material.

Deformation formed within the material was both elastic and inelastic. Plastic deformation was also influenced by the effect of temperature. Indentation tests carried out at increased temperature lowered...
the elastic modulus of the material with an increased plastic indentation depth. This was attributed to thermal softening of the material at such temperatures.

Shear strain also progressively increased as the tool penetrated the workpiece. The intensity of the shear strain compounded around the indented circumference and expanded within the zone of plastic deformation. The dislocation generation and movement within the structure of the material, resulted in work-hardening. This was evident with the increase on indentation force and attractive forces between atoms.

Elastic recovery during unloading also indicated reduced stress-strain on the material. This however explained the experienced reduction in surface integrity after material unloading from the interplay of atoms repositioning and ejections at the surface.

The depiction of the underlying behavior of AlMgSiCu alloys explains nano-deformation within the workpiece. The practical case-study assessed the presence of ultrafine grains microstructure introduced during machining at the intersection of the deformation zones close to the surface of the chip and presents its relevance to current machining practices. Temperature results are in agreement with micro-scale studies which indicates a fall in indentation force with increased temperature. Future application will involve an assessment of the influence of loading rate and element composition of the alloy as well as experimental validation.
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Abstract
The manufacturing of components with complex internal features, e.g. for medical applications, aeronautics or automobile industry, is a significant challenge. Those components are often machined in temporarily and locally separated stages of production. Due to these separated stages, the form deviations and positioning errors increase, which lead to additional efforts for the quality assurance. The technology that shall be developed within the project SwitchECM is expected to allow the machining of different complex parts of the workpiece in one single production stage and shall simultaneously allow a high precision. For this purpose, a multi-cathode system will be developed, in which every single cathode can be switched with specific parameters, depending on the requirements of the pre-defined features. In this study a multi-cathode system will be shown which is designed to machine different features of one workpiece. The system consists of two separated cathodes. The features differ in size, position and aspired machining result. Two machining areas are located in a row. Thereby removal and reaction products of the first machining area may influence the second machining area. Based on fluid dynamics simulation the design of electrolyte flow will be analysed, which should be capable to flush the machining areas with required electrolyte.

Keywords
Electrochemical Machining, anodic dissolution, electrolyte flow simulation

7 INTRODUCTION
The electrochemical machining (ECM) process is based on the principle of anodic metal dissolution. The process depends mainly on the chemical properties of the workpiece material and the used electrolyte. The material is dissolved without mechanical contact between the cathode and the workpiece and removed via the electrolyte flow. [1, 2] Thus, there is neither mechanical nor thermal impact on the workpiece.

In the present study a multi-cathode system for ECM of different features in one workpiece applying differentially switched currents will be shown. The determination of the designs for the workpiece and the multi-cathode system were developed in cooperation of SITEC Industrietechnologie GmbH, BENSELER Sachsen GmbH & Co. KG, Leukhardt Schaltanlagen GmbH, IFU Diagnostic System GmbH, Porzellanmanufaktur Reichenbach GmbH and Chemnitz University of Technology. Figure 1 shows the schematic design of a simplified multi-cathode system. Currently, two specific single cathodes are used to machine the features for deburring (feature D) and shaping (feature S). The goal of the multi-cathode system is to combine these iterative steps into one single machining operation by using functional cathodes separated with an electric insulation (green) and controlling the differentially switching of the current of each cathode.

In order to reduce costs and time-consuming iterative steps, simulations are suitable to assist the design of ECM processes [3]. Since in ECM, the electrolyte flow is a significant process parameter, it is important to design and set up a suitable flushing strategy, in order to continuously supply fresh electrolyte to the machining zone and thus realize constant machining conditions during the ECM process. Therefore fluid dynamics simulations were utilized. Beside the challenge with the flushing supply, there are further more challenges to be expected. The cathodes will interact during the machining process.
This will influence the current flow and therefore the mass removal. One more challenge will be the shape control of the edge geometries over time.

8 WORKPIECE

The workpiece geometry, shown in figure 2, is manufactured with conventional machining processes. The therefore resulting burrs in the features should be removed with ECM.

The workpiece consists of the stainless steel 1.4301 and is a cylinder with an internal diameter of 30 mm and a height of 80 mm. The internal features are visible as a single bore, feature D, with a diameter of 6 mm and two slot holes, feature S, with height of 4 mm and width of 8 mm. Both features have a burr with a maximum height of 0.4 mm and the burrs are located at the inside of the features due to the sequence of the machining steps. First the bores in the side of the cylinder are drilled and then the bore with the diameter of 30 mm is drilled.

The internal features represent two separated machining areas. The feature D is the first machining area where a deburring process is required. The two slot holes in feature S are located in a row and are the second machining area. Here a shaping process should be realized. This means after the machining the internal features differ in the edge geometry. Feature D should have an edge rounding of approximately 0.2 mm and the two slot holes should have sharp edges. Due to the different geometry of the two features different process parameters are necessary and therefore two separated cathodes for ECM with differentially switched currents are required.

To design a precise ECM-process it is essential to determine the material removal characteristics of the workpiece by help of an experimental analysis [5]. Such experiments were made to characterize particularly the material removal speed as function of the current density. In opposite to the removal speed, the feed speed is no considered parameter, because there is no feed speed during the processing time. It is considered to use pseudo-DC in the experiments. Pseudo-DC ECM with a voltage pulsation frequency of 200 Hz and pulsed DC ECM with a voltage pulsation frequency of 50 Hz in combination with a pulse duration of 4 ms were selected [6]. The obtained functions are shown in figure 3.

In figure 3 it is visible, that the material removal speed with a voltage pulsation frequency of 200 Hz differs from the material removal speed with a voltage pulsation frequency of 50 Hz at current densities below 55 A/cm². In this range the material removal speed with 50 Hz is up to 14.3 % lower than the removal speed for the experiments with 200 Hz.

9 MULTI-CATHODE SYSTEM DEVICE

The developed device for the selected multi-cathode system is shown in figure 4.
The device consists of anode related parts and cathode related parts. The anode related parts are the contact, the workpiece holder, the workpiece and the electrolyte outlet system. The cathode related parts consist of the ground plate, the cathode S, the cathode D, a ceramic composite insulation and the electrolyte inlet system. The contact, the workpiece holder and the ground plate are made of stainless steel 1.4301. The workpiece is contacted through the workpiece holder to the contact. Each cathode has a separate electrical contact through the ground plate and is isolated to the device.

The multi-cathode system is constructed and manufactured by the project partners. This system enables, that the cathode for feature D can be mounted inside the cathode for feature S. The cathodes are coated with a ceramic composite insulation. The outer diameter of the multi-cathode system is 29.6 mm suitable for the shown workpiece geometry with a resulting working gap of 0.2 mm. The device enables cross flushing. Therefore the electrolyte streams in at the bottom and out at the top of the device.

The multi-cathode system will be centered according to the bore of the workpiece with specific assisting features, which actually are being designed in agreement with the project partners. Concentric alignment limitations of ±0.01 mm will be considered in order to avoid collision and to assure pre-defined working distance.

10 SIMULATION-BASED ANALYSIS OF THE ELECTROLYTE FLOW

The fluid dynamics simulation considers the electrolyte flushing as single-phase flow. The simulation was calculated to obtain informations about the pressure distribution and the characteristics of the flow field in the machining areas.

The model considers the electrolyte area of the device shown in figure 4. Therefore a 3D-geometry suitable for simulation was designed in Autodesk Inventor® and transferred to COMSOL Multiphysics®. This electrolyte area includes the complete region of electrolyte from the inlet to the outlet of the device. Because of the high computing effort for fluid dynamics simulation the 3D-model was simplified into a 3D-section model. The resulting fluid domain is shown in figure 5.

It is visible, that a big part of the fluid domain is represented by the electrolyte gap, which is between anode and cathodes and is interrupted by the internal features.

To simulate the electrolyte flow the turbulence k-ω module of COMSOL Multiphysics® was used. The flow was defined to be incompressible. The Raynolds averaged Navier Stokes turbulence model and reference temperature of 293.15 K were chosen. The mass density of the electrolyte was defined with 998.2 kg/m³. The volume rate was selected to be 255 ml/min.

In figure 6 the flow field is shown. Here circulations in the internal features and at the inlet and outlet of the electrolyte can be seen. The most relevant zones are the machining areas and the circulations in the internal features. In figure 7 and 8 detailed views of the electrolyte flow velocity in the internal features are shown.
Figure 6 - Flow path of the electrolyte in the 3D-sectional model [4]

Figure 7 shows the internal feature D. Figure 8 shows the internal feature S. In both internal features complex flow characteristics occur and circulations result. It can be derived, that the electrolyte flow is a decisive parameter for designing the device. Especially in the feature S challenges have to be expected, because of the two bores in a row.

In summary the results of the simulation show that the selected flow rate is suitable to flush the complete device. Subsequently it is possible to carry out experiments to determine the dissolution behaviour and adjust the feature geometries.

Figure 7 - Electrolyte flow velocity in the internal feature D [4]

Figure 8 - Electrolyte flow velocity in the internal feature S [4]

11 SUMMARY AND OUTLOOK

In this study a device for a multi-cathode system was shown which was designed to machine different features of one workpiece by help of electrochemical machining with differentially switched currents. Based on fluid dynamics simulation the design of electrolyte flow was analysed. Different flow rates were investigated. It could be shown, that the selected flow rate of 255 ml/min is suitable to flush the complete device according to the simulation results. Furthermore it is expected, that in the feature S challenges can occur due to the circulation in the two bores in a row.

In future steps experiments will be carried out and further simulations for analyses of the mass removal at the features are planed.

12 ACKNOWLEDGMENTS

The project SwitchECM is managed by VDI Technologiezentrum GmbH and sponsored by the German Federal Ministry of Education and Research (BMBF) under grant number 13XP5030F.

13 REFERENCES


14 BIOGRAPHY

Tom Petzold M.Sc. is working on researches in electrochemical machining as scientific employee at the Professorship Micromanufacturing Technology of Chemnitz University of Technology, Germany.

PD Dr.-Ing. habil. Dipl.-Phys. Matthias Hackert-Oschätzchen is chief engineer research of the Professorship Micromanufacturing Technology of Chemnitz University of Technology, Germany.

Dipl.-Ing. André Martin is leader of the teaching and research group Ablating Technologies and Manufacturing Equipment at the Professorship Micromanufacturing Technology of Chemnitz University of Technology, Germany.
Dynamic Modelling and Implementation of an Optimized Control System for an Automated Guided Vehicle

J. Fernandes¹, C. Gilfillan¹, T. van Niekerk¹
¹Department of Mechatronics Engineering, Nelson Mandela University, South Africa

Abstract
Automated Guided Vehicles (AGVs) have come a long way since their inception and will play an integral role in the factories of the future as industry strives to meet new levels of efficiency, productivity and flexibility in support of mass customization. Although the technology has been available for many years, existing AGV designs incorporate numerous sub-systems that in many cases are overly complex and yet still lack the level of flexibility and openness warranted by Industry 4.0. In this paper, an AGV is developed that permits reliable and flexible operation within indoor environments. The system is designed to support maximum manoeuvrability, ease of maintenance, re-programmability, remote monitoring and control, maximum machine and operator safety and semi-autonomous operation. The authors also present a cost-effective, model-based trajectory correction system that rapidly corrects the vehicles pose in the event of wheel slippage or unequal wheel loading – a phenomenon especially common in vehicles that lack adequate suspension systems. The corrective action occurs in real-time in the intervals between receiving positional data from the on-board navigation sensor.
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1 MOBILE ROBOTS FOR INDUSTRY
1.1 Automated Guided Vehicles
Robotic technology has been used for many years in industry in completing complex or repetitive tasks. However, robots are becoming more autonomous, flexible and cooperative and will eventually form the backbone of smart manufacturing systems [1]. Automated Guided Vehicles (AGVs) belong to a class of robots called mobile ground robots. They were initially introduced as a type of Flexible Manufacturing System (FMS) within the automotive sector [2] to enable efficient collection or delivery of parts to or from warehouses and manufacturing stations. They later also replaced material handling tasks by transporting material directly to the point of application [3].

Figure 1 - AGVs for various applications
As highlighted in Figure 1, AGVs come in many forms and sizes depending on their mode of application and always incorporate a central computer system as well as peripheral sensors responsible for navigation and safety related tasks. Safety remains of utmost importance in protecting the vehicle itself as well as objects or people that may be in its immediate environment. Considering the versatility of AGVs, they have more recently also found application in numerous other fields including in delivery and collection systems in hospitals [4], maritime operations such as in container terminals [5], military applications [6] and exploration.

1.2 Trajectory Control
In plant setups where AGVs are required to operate, a centralized control centre usually manages task allocations and ensures that all operations run efficiently and without collision [7]. Once the control centre has assigned a task to an AGV, it is the responsibility of the AGVs on-board navigation system to ensure that the vehicle maintains a suitable trajectory towards its final destination [8]. To work effectively, the navigation system must be able to accurately recognize and interpret not only its immediate environment but also its own underlying dynamics. It must also be able to provide regular feedback to the AGVs on-board computer regarding its current position. Several approaches for the navigation systems of mobile robots have been proposed and implemented over the last 30 years, including: guide-by-wire systems, magnetic anchoring, line following, global positioning, dead reckoning and laser based navigation [9].

With the more complex navigation systems such as the vision and the laser guided systems, the computational requirements are often quite high and the sensor sample rates are unsatisfactory. As a result, real-time trajectory control can be difficult to
achieve. To put this in to perspective, it could take as long as 250ms before the navigation system is able to provide an update of positional data to the control system - enough time for the vehicle to veer off its set trajectory.

The Mecanum-wheel AGV is a popular type of AGV that is used in environments where manoeuvrability is paramount, allowing the AGV to travel in any direction as well as to rotate about its axis. By controlling the torque and direction of rotation of each of the four Mecanum wheels, omni-directional locomotion is achieved. However, the major drawback of the Mecanum wheel approach is that it is impossible to quantify how much of the torque is divided into the forces acting parallel and perpendicular to the wheel’s axis of rotation. It is therefore assumed that the torque is divided in such a way that the magnitude of the forces is equal and that the net force exerted on the wheel hub is at 45 degrees between the parallel and perpendicular forces as shown in Figure 2.

![Figure 2 - Movement of omni-directional AGV as related to wheel velocities](image-url)

For the AGV to be controlled effectively, each wheel must contribute to the resultant force acting on the AGV. This is achieved by controlling each wheel independently. In ideal conditions the AGV would behave predictably as each wheel would contribute equally to the net force thus achieving the desired motion. However, should one or more wheels suddenly lose traction due to an uneven surface, the AGV would veer off its set trajectory. Although a suitable suspension system could help to some degree in overcoming the sudden loss of traction, it is not always the ideal solution as oil spill and other environmental conditions could still result in wheel slippage. Moreover, the inclusion of a suspension system into the wheel assembly of the AGV not only increases the design complexity but also drives up the cost.

In this paper, the authors present a cost-effective, model-based trajectory correction system that rapidly corrects the vehicles pose in the event of wheel slippage or unequal wheel loading – a phenomenon especially common in vehicles that lack suspension systems. The corrective action occurs in real-time in the intervals between receiving positional data from the on-board navigation system.

2 AGVS FOR INDUSTRY 4.0

The world is on the brink of another major technological revolution that is likely to change the role of humans within the process of value creation. The first industrial revolution made use of technology based on water and steam power in order to mechanize production. The second industrial revolution utilized electric power to drive mass production. The third industrial revolution, which has also been called the digital revolution, made use of technology based on semiconductor electronics and information technology to automate production. Recent advances in the manufacturing and process industry have paved the way for the fourth and current industrial revolution or “Industrie 4.0” as termed by the German government. It builds upon the digital attributes of the third revolution and is characterized by the convergence of emerging technologies that together seek to eliminate the barriers between the physical, digital, and biological spheres [10]. Emerging technologies include but are not limited to the Internet of things (IoT), autonomous robots, simulation, big data, robotics, cloud computing, artificial intelligence, embedded systems, mobile internet and augmented reality [1] [11].

In order to survive in a highly competitive global marketplace, industries have to continually find innovative ways to reduce their manufacturing costs, while continuing to maintain production outputs. New and sustainable [12] business models based on Industry 4.0 are thus being explored that meet the following needs [13]:

- Short development periods
- Individualization of demand (i.e. mass customization)
- Flexibility and re-configurability
- Faster decision making procedures by means of decentralization of production management and coordination systems
- Resource efficiency

These new models move away from the traditional approach of mass production towards that of mass customization in which flexible and reconfigurable systems are key in addressing the needs of individual customers [14]. In this approach, the customer essentially becomes the “boss” and participates directly within the process of value creation [15]. To ensure that consumer demands are always met within a mass customization approach, manufacturing systems must be designed to allow for rapid changes in structure and control in order to adjust production capacity and variety in response to market changes.

Beyond the implementation of the trajectory correction system, the AGV discussed in this paper is also developed within an Industry 4.0 context.
This not only permits reliable and flexible operation in any indoor environment but the system furthermore supports maximum data transparency, maximum maneuverability, ease of maintenance, reprogrammability, maximum machine and operator safety and semi-autonomous operation.

3 THE AGV PLATFORM

3.1 Overview

The AGV platform consists of six major sub-systems (as shown in Figure 3) including the mechanical system (chassis), the drive system, the power supply, the navigation system, the safety system and the control system. It is crucial that all sub systems are fully functional for the AGV to operate according to specification. In accordance with the requirements of Industry 4.0, the sub-systems must also be totally integrated and provide maximum data transparency at all layers to allow for remote analysis of system data. This could prove useful in a real plant environment where collected data could be used for the purpose of predictive maintenance.

3.2 Mechanical System (Chassis design)

The chassis of the AGV followed a modular design to allow the AGV to be reconfigured for a variety of applications and to make the replacement of faulty parts as simple and timeous as possible. Figure 4 shows the modular chassis design to which all other components and subassemblies are fixed.

The fully assembled chassis weighs 330 kg and is capable of carrying a payload of up to 400 kg. Hollow steel tubing was used for the frame together with steel plates in certain areas for extra strength and rigidity.

3.2.1 Modular Powertrain Design

A modular and compact powertrain design was achieved as highlighted in Figure 4. The dimensions of the shaft and the clutch housing were of particular importance for the assembly of the powertrain. The shaft was designed to reduce the overall length of the powertrain and to reduce any unwanted play which could potentially damage the shaft and lead to the failure of the entire powertrain.

The drive system is composed of four identical wheel assemblies each having a 48V Festo stepper motor (Figure 4 – (1)), a gearbox (Figure 4 – (2)), a coupling housing (Figure 4 – (3)), Mecanum wheel (Figure 4 – (4)), a cast-iron adapter (Figure 4 – (5)), a wheel housing (Figure 4 – (6)) and a support bearing (Figure 4 – (7)).
3.3 Electrical System

Figure 6 – Electrical distribution system
As depicted in Figure 5, the power distribution system consists of an isolated battery bank with four SMF101 12V 102Ah deep cycle batteries wired in series to provide the required 48V DC. Four 500W Festo stepper drives provide individualized wheel control. The DC-DC converter is a 48S24.6HCM from Calex Electronics and provides a consistent 24V DC supply to the PLC and the safety and navigation systems (see also Figure 6 and 7).

As shown in Figure 6, in order to attain complete data transparency at all layers of the design, each of the sub-systems was linked to the on-board Ethernet network with remote monitoring and control available via the wireless LAN. This allows for critical system information such as wheel velocity, current and torque to easily be retrieved and analysed either on-board or from a remote location.

Figure 7 – Integrated electronic system
3.3.1 Modular Electrical Panel Design
The main electrical panel containing the electrical distribution, protection and control circuit was also designed in a modular fashion. This allows for easy access and replacement in the case of a breakdown. The panel can accommodate two sources of power; one from the AGVs on-board 48V DC battery supply and the other from a normal 240V AC wall outlet. This is convenient for technicians or programmers who may need to remove the panel from the AGV in order to carry out routine maintenance or upgrade related tasks. Since the panel integrates with the rest of the AGV through a single connector, faulty panels can be replaced with functional ones thus reducing the likelihood of extended downtime. The panel consists of the main control PLC (Siemens S7-1516F), a safety PLC (SICK Flexisoft), an Industrial PC (IPC) and various other industry standard components as depicted in Figure 7. The circuit layout was designed to take up minimal space yet remain as simple and understandable as possible.

Figure 8 – AGV Electrical control panel
3.3.2 Safety system
In order to prevent harm to people, machines or objects occurring in the AGVs immediate operational environment, a reliable safety system was designed and implemented through a systematic approach thus fulfilling the fundamental requirements of the Machinery Directive 2006/42/EC. By conforming to the relevant harmonized safety standards, quality assurance throughout the AGVs life-cycle can be achieved.

Three main safety devices were included in the design as shown in Figure 6. These were an E-stop and two SICK S300 Mini-Remote laser scanners that continuously monitor the perimeter of the vehicle. Triggering of the e-stop or the detection of an obstruction in the AGVs path would result in immediate disconnection of power to the motors. The S300 laser scanners (mounted at the front and rear end of the vehicle) provide three re-programmable safety zones and therefore three different responses depending on the proximity of
the detected obstruction. A SICK Flexisoft safety controller was used to evaluate safety conditions detected by the safety scanners. Detected safety conditions are transmitted over Ethernet to the main PLC where the signal is evaluated together with other relevant safety conditions to transition the AGV in to a safe state in the event of a hazard.

3.3.3 Navigation

Based on the requirements of automotive plants and/or general manufacturing environments, a set of requirements were formulated to narrow down the choice of sensor for the AGVs navigation system. These requirements are listed in Table 1.

The core aim of the implemented navigation system would be to determine at all times during operation:

- Where the vehicle is located (localization)?
- Where the vehicle would proceed to if no action was taken to change its course?
- What needs to be done in order to safely arrive at a desired destination, and if needed, along a prescribed route.

<table>
<thead>
<tr>
<th>No.</th>
<th>Navigation sensor requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Precision of travel: +/- 60 mm</td>
</tr>
<tr>
<td>2</td>
<td>Precision of positioning: +/- 5 mm (ground conveyor), +/- 30 mm (forklift)</td>
</tr>
<tr>
<td>3</td>
<td>Simple Operation: Route programming by means of teach-in</td>
</tr>
<tr>
<td>4</td>
<td>Advanced Operation: Auto-route selection by means of global coordination system (Using beacons)</td>
</tr>
<tr>
<td>5</td>
<td>Advanced Operation: Auto-route selection by means of global coordination system (no beacons) – i.e. landmark detection</td>
</tr>
<tr>
<td>6</td>
<td>The laser scanner must be for indoor use</td>
</tr>
<tr>
<td>9</td>
<td>The beam of the laser scanner must not be harmful to the human eye as the vehicle will be required to operate in the midst of people and other machines</td>
</tr>
<tr>
<td>10</td>
<td>The sensor must provide feedback of its absolute position</td>
</tr>
<tr>
<td>11</td>
<td>The laser scanner must provide the orientation of the AGV in the absolute coordinate system</td>
</tr>
</tbody>
</table>

Table 1 – Requirements for navigation sensor

Based on these requirements, the SICK NAV350 laser scanner was chosen. The NAV3xx product family are well-developed range of 2d LiDAR sensors that work by sending out a laser beam which is then reflected back to the sensor by strategically placed beacons with a section of reflective tape. These sensors, though costly, are still much cheaper than their 3d counterparts. In the NAV3xx range, the NAV350 is the top-most model. With its in-built navigation algorithms, it is the best choice for the navigation for AGVs since it provides everything needed to make the navigation task simpler (coordinates and orientation information) including user friendly software.

In contour mode, the NAV350 can also determine its pose by measuring the contours of its surroundings. In this mode, beacons are not required, however the navigation task becomes more complex. The NAV350 is set up either with the SOPAS ET (Engineering Tool) software from Sick or by sending it direct commands from the PLC [16].

3.4 Kinematic model for Mecannum wheel AGV

Since autonomous operation is the ultimate goal of an Industry 4.0 compliant AGV, it is important for the AGVs on-board computer to be able to compute and predict its motion given a set of wheel velocities. To achieve this, a sound mathematical understanding of the AGV is required as summarized in (1-6) [17-19].

The inverse kinematic equations for the AGV are given in (1) and are used in order to determine the individual wheel velocities:

\[
\omega_1 = \frac{1}{r}(v_x - v_y - (l_x + l_y)\omega) \\
\omega_2 = \frac{1}{r}(v_x + v_y + (l_x + l_y)\omega) \\
\omega_3 = \frac{1}{r}(v_x + v_y - (l_x + l_y)\omega) \\
\omega_4 = \frac{1}{r}(v_x - v_y + (l_x + l_y)\omega)
\]  (1)

The forward kinematic equations are given in (2-3):

Where, the longitudinal velocity in the X direction:

\[
v_x(t) = (\omega_2 + \omega_4 - \omega_3 - \omega_1) \cdot \frac{r}{4}
\]  (2)

And the transversal velocity in the Y direction:

\[
v_y(t) = (-\omega_2 + \omega_3 - \omega_1 + \omega_4) \cdot \frac{r}{4}
\]  (3)

And finally, the angular velocity of the AGV around its Z axis:

\[
\omega_z(t) = (-\omega_2 + \omega_1 - \omega_3 + \omega_4) \cdot \frac{r}{4s(l_x + l_y)}
\]  (4)

Where:

- \(\omega_n\) is the wheels angular velocity and \(n = 1,2,3,4\).
- \(\omega_z\) is the angular velocity of the entire AGV.
- \(v_x\) and \(v_y\) are the velocities in the global cartesian plain.
- \(l_x\) and \(l_y\) are the lengths of the AGV in meters and \(r\) is the radius of the mecanicum wheel.

Furthermore, direction and magnitude in relation to the global coordinate axis can be achieved using the following equations:

\[
\theta = \arctan\left(\frac{v_y}{v_x}\right)
\]  (5)

\[
v_{Rm} = \sqrt{v_x^2 + v_y^2}
\]  (6)

4 TRAJECTORY CORRECTION SYSTEM

4.1 Simulink Model

The AGV was modelled and simulated in MATLAB using both the Simulink and Simscape environments (Figure 9). The primary objective of the simulation was to, as accurately as possible, represent the behaviour of the AGV under a variety of conditions.
that would result in loss of traction. For the purpose of this research, only wheel slippage was considered which may occur as a result of uneven floor surfaces or variations in the coefficient of friction between the floor and wheels. Understanding the behaviour of the vehicle under these conditions then aids in the development of robust control strategies that are able to rapidly correct the vehicles pose.

To simulate slip on one wheel, the wheel’s angular velocity was momentarily altered. The altered angular velocities were then fed into the inverse kinematic equations and the resultant motion of the AGV could be observed.

4.2 Simulation Results

Figure 10 illustrates the application of a 1 second long disturbance (simulating wheel slip or loss of traction for 1 second) to the Front Left (FL) wheel of the AGV while the Front Right (FR) wheel, the Back Left (BL) and the Back Right (BR) wheel maintained constant set-point velocity. Five seconds prior to the disturbance, all wheels were rotating at equal velocities. Because of this loss of traction, the AGVs orientation changes and the AGV follows a new trajectory. To remedy this, a control system was designed and implemented based on the plant model (Figure 10). The control system makes use of a single variable from the model as its control parameter. The parameter that was chosen was the orientation variable (θ). The orientation of the AGV is then compared to the expected orientation and an error signal is generated. The control algorithm uses this error and corrects the orientation of the AGV in such a way as to return it to its original trajectory.

Figure 9 – Simulink Model of AGV

When simulating slip, a few assumptions were made as follows:

- One wheel would experience slip at a time
- The slip experienced will reduce the wheel’s force contribution to zero
- Slip is experienced over a 1 second period
- Only velocity in the X direction was considered

Two assumptions were made in the design of the AGV control system:

- The AGV cannot move diagonally as it has physical limitations
- The controller only corrects the AGVs trajectory once traction has been restored

Figure 11 – Block diagram of control system

As shown in Figure 11, to restore the AGV to its original trajectory, it takes the combined effort from all four wheels. The correction only begins after 6 seconds which signifies the moment of restoration of traction to the wheels of the AGV.

Figure 12 depicts the paths that the AGV would follow if it remained undisturbed (i.e. if there was no loss of traction in any of the wheels), after the introduction of a disturbance (i.e. after loss of traction in one wheel for one second) and with the controller implemented to correct the trajectory in the event of a sudden loss of traction in one wheel. The blue dashed line represents the trajectory of the AGV after the simulated loss of traction in one wheel. The solid yellow line shows how the correction algorithm steps in and restores the trajectory back to its original state.
5 CONCLUSION
In this paper, a materials handling AGV was developed for indoor use. In accordance with the requirements of Industry 4.0, the developed AGV supports maximum manoeuvrability, ease of maintenance, re-programmability, remote monitoring and control, maximum machine and operator safety and semi-autonomous operation. Furthermore, a trajectory correction control system is successfully designed and simulated in Simulink with the aim of correcting the vehicles trajectory in the event of wheel slippage. Simulation results show that the model based trajectory correction system would be an ideal and cost effective solution for real-time correction of the AGVs pose in between successive updates of the absolute positioning data provided by the on-board navigation system.
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Abstract
The acquisition, processing and analysis of internal and external data is one of the key competitive factors for corporate innovation and competitive advantage. Many firms invest a significant amount of resources to take advantage of advanced analytics methods. Machine learning methods are used to identify patterns in structured and unstructured data and increase predictive capabilities. The related methods are of particular interest when previously undiscovered and unknown structures are discovered in comprehensive data sets in order to more accurately predict the outcome of manufacturing or production processes based on a multitude of parameter settings. So far, this knowledge is often part of the individual or collective knowledge of experts and expert teams, but rarely explicit and therefore not replicable for future applications. On the one hand, it is demonstrated in this paper how different machine learning algorithms have been applied to better predict the output quality in the process industry. On the other hand, it is explained how the application of machine learning methods could contribute to making previously not accessible process knowledge explicit. In order to increase the prognostic accuracy of the model different methods were combined, later on compared and evaluated within an industrial case. In this paper a comprehensive approach to knowledge-based process engineering is being presented.
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1 INTRODUCTION AND OBJECTIVE
Collecting, storing and analyzing of data is nothing unknown for most companies today. Nevertheless, the sustainable optimization of future business performance on the basis of knowledge gained from given data records remains a challenge. This is especially true for small and medium-sized enterprises. In order to maintain their competitive advantage, companies must develop more specialized products due to growing customer requirements. Combined with the loss of expert knowledge, they consume more and more resources. However, technological advances in data collection, storage and processing and the spread of powerful analytical software and algorithms have made it easier for businesses to take advantage of digitisation, at least in theory [1]. In practice, when implementing advanced analytics, organizations face many organizational and procedural challenges in addition to technological challenges. The analysis of internal and external business data is generally seen as one of the key factors for business innovation and competitive advantage [2] [3]. Nevertheless, companies often find it difficult to identify the concrete added value for them. As data volumes continue to grow and IT solutions improve, they are seeking a viable way to take the first steps toward a learning organization. They strive towards breaking down knowledge barriers and improving their quality of decision-making. While the amount, quality and usability of data is beneficial to achieving this goal, resources, know-how and IT infrastructure requirements are an obstacle.

The aim of this paper is to demonstrate how different machine learning algorithms can be applied to better predict the output quality in the process industry. The objective is further to explain how the application of machine learning methods could contribute to making previously not accessible process knowledge explicit. Considering these objectives, the paper contributes to a better understanding of how machine learning can be applied and successfully implemented in order to achieve an important strategic goal of a company, namely to discover structures in existing knowledge to better meet future customer needs.

2 STUDY BACKGROUND AND PERSPECTIVE
The development of methods to support the exploitation of the full potential of machine learning is of particular interest against the background of a more general discussion on the application of machine learning in knowledge-intensive processes and organizations. A major debate is taking place, driven by the view machine learning and artificial intelligence (AI) have the potential to seriously damage established businesses and eventually lead to a significant loss of traditional jobs [4] [5]. At the same time, other experts recognize the limits of AI now and for at least the next 10 years [6]. Other experts disagree about the more negative consequences of AI [7]. Some recent studies from a
variety of organizations, including the OECD, the World Economic Forum, Forrester and McKinsey, expect machine learning and AI will only result in a limited net loss of jobs taking new jobs created by machine learning and AI into account. There is obviously no uniform perspective on this. Since this is relevant against the background of the specific objective of this research, it is of great importance to investigate in detail the effects of machine learning on existing and future processes. The question of how human and machine-based knowledge are linked should also not be neglected. The perspective developed by Lichtenthaler [8], which is outlined below, is convincing here.

So far, the main focus of machine learning and AI has been on the efficiency gains achieved through automation based on intelligent algorithms. They have the ability to replace at least some human work. The potential for the development of new services and products through the combination of human and AI has so far received only limited attention [9]. This strategic perspective considering humans and AI to be complementary rather than competing, is used for this research and can be described in terms of a matrix mapping different types of relationships between machine learning and human intelligence (Figure 1). The relationship types are as follows.

- **Standard**—At this level, AI takes the lead. Standard procedures requiring low levels of either human or machine intelligence are taken over by relatively low-level automation devices, e.g., the automation of production processes.

- **Substitute**—Machine learning and AI provide a substitute for human intelligence. This type of development has attracted the most attention in recent discussions. One example is the increasing automation of jobs with limited complexity and easily definable qualification levels in the insurance industry. The focus lies on increasing efficiency.

- **Superiority**—In this section of the matrix, human intelligence dominates not only now but also in the future. Unique human skills, such as creativity, empathy, judgment, storytelling, and motivation as speeches [10] [11], are not (yet) easily replicable via AI. It will be very difficult for AI to replicate human abilities fostering creativity and inventiveness.

- **Synthesis**—In this domain, machine learning and AI are used to enhance human intelligence. For example, automated business intelligence systems discover and structure data and information previously being unstructured. The algorithm works in close collaboration with human researchers to update and realign its goals, i.e. to deliver effective business intelligence insights [12].

In the domain of synthesis, human and AI work together, creating an integrated intelligence. This study explicitly follows the perspective of synthesizing machine learning with human intelligence.

![Figure 1 - Machine learning and human relationships](image)

3 METHODOLOGY OF KNOWLEDGE DISCOVERY

3.1 KNOWLEDGE DISCOVERY

The pragmatic goal and objective of this paper is to draw a practical process to discover knowledge from structured or unstructured data. This process of discovering knowledge is often referred to as data mining. However, as explained below, data mining is only one step in the iterative process of knowledge extraction. [13] [14] defined the process of Knowledge Discovery in Databases (KDD) as “the nontrivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data” [14]. Their approach is considered the first attempt in order to establish standards for the process of knowledge discovery from complex and heterogeneous databases, therefore serving as the basis for many other methodologies. Fayyad et al. point out, their definition of knowledge has nothing to do with the philosophical or popular view. Instead, they consider knowledge as “purely user oriented and domain specific and determined by whatever functions […] the user chooses” [14]. According to Fayyad et al., extracting knowledge from databases is an interactive and iterative process. In order to obtain the desired knowledge, the user has to go through five central stages. The process starts with the Selection of the targeted data, being relevant for the user’s goal of the KDD process. The second stage—Pre-Processing—focuses on cleaning the targeted data in order to obtain a consistent set. In addition, the existing database can be enriched with additional attributes if required by the respective task. The third stage—the Transformation stage—consists of the transformation of the data using dimensionality reduction or transformation methods, i.e. the discretization of numerical values [15]. In the fourth stage—Data Mining—the main search for patterns of interest takes place. In section 3.2 the CRISP-DM...
will be presented as the preferred methodology to structure the Data Mining endeavor. In order to gain valuable knowledge, the fifth stage – Interpretation/Evaluation – has to be completed. Revealed patterns are interpreted and their usability is evaluated.

3.2 CRISP-DM

The project procedure is based on the well-known Cross Industry Standard for Data Mining (CRISP-DM). Although being conceived in 1996, CRISP-DM is still very relevant in research and practice when it comes to implementing data-mining projects in companies of various industries [16]. One of the central factors for the unbroken success is the high practical relevance, as CRISP-DM provides a comprehensive blueprint for project implementation for beginners as well as for data mining experts [17]. As depicted in Figure 1, CRISP-DM breaks down the life cycle of data-mining projects into six major phases [18].

![CRISP-DM Reference Model](image)

**Figure 2 - CRISP-DM reference model**

The six phases are not to be seen as a single, sequential procedure, but more as an iterative and repetitive process. According to [19], iteration is the rule rather than the exception. The phases can be described as follows:

1. Business Understanding: Getting a clear understanding of the business problem and defining goals and requirements for the project.
5. Evaluation: Review of discovered patterns and selection of the model meeting the given task best.
6. Deployment: Integration of the model into the customer’s business processes.

3.3 CRISP-DM in the process industry

As a reference, literature for existing use cases extracting information confirming the usability and practicability of the CRISP-DM in the process industry was reviewed. A key objective of one case study was to develop an analytics platform architecture for process industry platforms. The principle was to split the platform between the plant operations platform, providing all relevant production data, and the cloud spanning data lab, processing and storing the data. This enabled a centralized approach to data analysis in the data lab with the ability to share knowledge between plants and projects [20]. In another use case from the petrochemical process industry, the CRISP-DM model achieved a robust result for the classification of a time series data set. By combining symbolic aggregate approximation in pre-processing with a decision tree classifier in modeling, they succeeded in developing a cost-effective method for feature selection and evaluation. The acquisition of important dependencies enabled them to predict the anomalous event and thus to react to it. For future research, they identified the visualization and understanding of CRISP-DM as needing improvement [21].

4 APPROACH / USE CASE

4.1 Challenge

In our use case, a mid-size German company from the process industry initiated the project to, in the future, facilitate customer-oriented compounds up to a batch size of one and partly automatize the development process. Representing the existing knowledge acquired by years of experimenting for stable compositions, a database of these chemical compounds provided the basis for our analysis. In a workshop, the expected benefits were elaborated to capture and visualize the company’s knowledge, accelerate the compound development process and increase the documentation and development efficiency. The first step involved a pilot to prove the accuracy of Data Mining techniques, in which we designed a model out of the following algorithms:

4.2 Designing the model

4.2.1 Used algorithms

**Naive Bayes**

The Naive Bayes classifier is a method based on the Bayes theorem determining group affiliations of an attribute based on probabilities. With an ideal dataset, the Bayes classifier achieves a similar performance to methods of decision trees and certain neural networks. Apart from classification problems,
the Naive Bayes method allows theoretical justification and accuracy verification of other classification problems. In use cases where attributes are highly interdependent, this can lead to inaccuracies within the results [22]. In return, the Naive Bayes classifier enables modelling with uncertain parameter probabilities through an iterative process only requiring final verification and quantification [23]. This classification method owes its great popularity above all to its high speed and accuracy when applied to large databases [22].

**Generalized Linear Model**

The Generalized Linear Model (GLM) is the generic term for many standard statistical models like linear regression, multiple linear regression and analysis of variance. In a nutshell, the GLM consists of three components, a random component, a systematic component and a function connecting these two [24]. The random components derive from observations of the same distribution as the statistical components. These statistical components depend on the chosen method like forming a linear estimator for multiple linear regression models [24]. In contrast to the regression analysis, the random component of the GLM does not require to be a Gaussian variable, which generalizes the classical regression analysis. On one hand, their field of application overlaps with data mining, for which generalization is a useful feature. On the other hand, it extends to cases of binomial and other non-Gaussian variables.

**C 4.5 algorithm**

Decision trees give the possibility to predict outcomes by representing decision paths leading to a certain statement. The expression decision tree can be taken literally, visualizing a tree, where leaf nodes represent the test of an attribute and branches the possible values of an attribute [25]. In this study, the C4.5 algorithm for classification was chosen. Voted most influential algorithm by the IEEE International Conference on Data Mining in 2008, the C4.5 algorithm is a widely used statistical classifier. Generating a decision tree from training data, the C4.5 algorithm classifies its data relying on the concept of information entropy [26]. It provides accurate output for nominal and numeric data sets. In this case, the C4.5 algorithm sets a threshold maximizing the information gain per node. In comparison to other decision tree algorithms, C4.5 creates many branches requiring further pruning to improve accuracy [27]. The more efficient C5.0, which creator Ross Quinlan only markets commercially, succeeded C4.5 algorithm [26].

**Deep Learning**

Presented by Frank Rosenblatt in 1958, the deep learning approach is based on several artificial neurons, which are linked by weighted connections and a threshold. In single-layered networks, input neurons are fully connected to output nodes and the weighted connections need to be learned [28]. Combining multiple layers of networks by nonlinear functions enables the model to recognize complex patterns [28]. Due to diverse hyperparameters, the deep learning training process is far from trivial and requires some experience. But it is a useful tool to improve weak points of existing machine learning methods. With its ability to map hierarchically features, it is designated for image and speech processing [28].

**Random Forest**

A Random Forest is a supervised learning algorithm using the ensemble learning technique performing a bundling of a large number of decisions. The advantage of the Random Forest algorithm predicting classes from an existing database originate from its

- high classification accuracy,
- skill to model complex interactions between the variables,
- possibility to handle missing data.

Furthermore, the Random Forest is an algorithm easy to use, only having a few hyperparameters to deal with [30].

The algorithm relies on bagging as the ensemble method, in which a weighted result is calculated from the individual forecasts in the form of a mean value, increasing the overall performance of the result [31].

**Gradient Boosted Tree**

Gradient Boosting is an ensemble learning method merging classes with high prediction errors in order to form a class with a low prediction error. Improving the overall accuracy, it iteratively adds or mixes components until the optimum between prediction bias and prediction variance is reached [32]. The Gradient Boosted Tree is the result of a decision tree classifier enhanced by gradient boosting methods. Furthermore, it offers an accuracy improvement for a variety of problems like cost-sensitive misclassifications, in which boosting optimizes the costs for error instead of the prediction errors. Although boosting is not restricted to decision trees, it tackles its weaknesses regarding poor prediction accuracy and hard interpretability for large decision trees [33]. In comparison, algorithms like the C4.5 already weight instances making the gradient boosting method less efficient than for most algorithms.

**4.2.2 Evaluation**

As suggested by the CRISP-DM, the phases Business and Data Understanding were followed by the process of Data Preparation. In this phase, the given data set was prepared for the modeling process by transforming, cleansing and labeling all data. The initial data types were polynomials and real numbers as well as integers and binary values. Labeling the data correctly and removing gaps in the data set
allowed proceeding to the Modeling phase.

The model’s task was predicting two interdependent values. The values consisted of two different data types. The first value, a polynomial data type, contained information about a specific ingredient for the production process. The second value, in the form of an integer, depicted the corresponding quantity of the ingredient. The prediction accuracy for the second value directly depended on the prediction quality of the first one. Considering the fact, the predictive process being iterative and taking place multiple times based on the previously predicted values, the risk of a strongly decreasing prediction accuracy was obvious. In order to prevent the automatic deterioration of the forecasts, it was important using the most suitable algorithm for the prediction of both values at all times. Therefore, preselected possible algorithms were run simultaneously in the model. The prediction results were directly compared to the training data set in order to evaluate the individual prediction quality of the algorithms.

The relevant algorithms for the polynomial value were three different types of Decision Trees, a Naive Bayes, a Generalized Linear Model, a Random Forest and several Gradient Boosted Tree algorithms. For each algorithm, the results were individually compared to the training data set using a confusion matrix. Thus the individual accuracy of an algorithm for each calculation step was determined. An exemplary result can be seen in Figure 3. In this case, the Gradient Boosted Tree proved to be most accurate.

The second value having to be predicted by the model was a concrete value. Therefore, Decision Tree, Naive Bayes, Random Forest and Gradient Boosted Tree algorithms were relevant options for the calculation model. Again, each of the algorithms was tested and the results were evaluated by the Root Mean Squared Error, as shown in Figure 4. The evaluation was based on a distance measurement.

It should be noted, the prediction was considered individual and not dependent within the first prediction. A combination of Gradient Boosted Trees and Decision Tree was chosen for the prediction. This procedure ensures, as soon as new data sets are read in, the model optimizes itself and selects the correct algorithms for a new or extended data set.

5 FINDINGS AND CONCLUSIONS
The development of methods to support the exploitation of the full potential of machine learning is of great interest. Hence, these methods will be of strategic importance for the development of new services and products through the combination of human and artificial intelligence. This strategic perspective, regarding human and artificial intelligence as complementary rather than competitive has been taken into account in this research. In a case study, it could be demonstrated, how different machine learning algorithms were used to gain insights from structured and unstructured data. The system was developed in a systematic approach based on existing knowledge discovery methods. Main findings are the simple application of machine learning on given data sets not being sufficient on its own. In fact, a large proportion of teamwork is needed in order to develop and maintain a system producing valuable results. The study furthermore reveals, despite high expectations being related to the application of machine learning and AI, parameter adjustments and process controls are still depending on human knowledge. The coverage can not be easily achieved by algorithms. The view of machine learning substituting human intelligence will not transform into reality in the near future. However, it could be demonstrated, synthesizing human and machine knowledge is a promising prospect to successfully apply machine learning. Hence, existing frameworks and tools can lead to a satisfactory machine learning based system in an efficient and time-saving process.
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Abstract
In cyber-physical production systems, the generated amount of data is continuously increasing. At the same time, many companies do not possess the expertise to extract knowledge from the generated data. Therefore, machine learning solutions, realized as easily adaptable services, can support companies to benefit from machine learning methods with justifiable effort. The integrated quality control for transparent products, where the focus lies on the detection of faulty products, is an example for a process, where machine learning methods can support companies to increase their process efficiency. Besides production parameter based models, optical fault detection is used to facilitate an evaluation of the quality of the products. For that matter, an approach is proposed where a convolutional neural network (CNN) is used in combination with an automatic architecture discovery method. CNNs need no prior knowledge for feature extraction, which is why they can be used for such an approach that is supposed to be applicable for different use cases. Nevertheless, finding an optimal architecture for a specific dataset is difficult and requires expert knowledge. In order to overcome this challenge, a reinforcement learning based approach for finding an architecture automatically is used. The problem of data availability in manufacturing systems and the requirement of CNNs for a big amount of data is addressed by using data augmentation techniques. The developed approach is validated on real data from a production system.

Keywords
Manufacturing, Quality Control, Convolutional Neural Network

1 INTRODUCTION
Cyber-physical systems have become a widely used technology in the manufacturing environment [1]. This technology is a key enabler for the fourth industrial revolution [1]. Thus, more sensors and subsequently more sensor data are present in production systems. This data can be used to optimize industrial processes which can lead to cost savings [2, 3, 4]. Nevertheless, many companies do not possess the expertise to utilize the available data and extract knowledge from it [5]. A solution to this problem is the provision of generic cloud-based services which analyse the available data [2, 6]. Manufacturing companies could utilize these services, which are based on machine learning techniques, to extract knowledge from the available data for different use cases on the shop floor.

One suitable use case for such a service is the integrated quality control. Hereby, the focus is the detection of faulty products. Currently, the quality control of such parts is usually done manually [7, 8]. An automated approach, implemented as a service, has multiple benefits compared to a manual inspection [8]. The human inspection, e.g., is not always consistent in evaluating the quality of the products [8]. Furthermore, some defects are not well recognizable with the human eye [9]. In some production environments, unsafe environments prevent human inspection as there exist dangers for the employees [8]. Additionally, the need for line stoppage and exact positioning for manual inspection approaches can be reduced by using an automated inspection approach [8].

Therefore, an approach for an automated visual detection of faults on the surface of products is developed and realized as a service. The approach has to be universally applicable to ensure that different companies can benefit from it. Subsequently, the service needs to be independent of the product and its material. Furthermore, the approach should not be restricted to one fault type but rather be able to detect different types of faults on the products’ surface. Another requirement for the approach is its usability without needing expertise in machine learning techniques.

The outline of this paper is organized as following: The next section summarizes relevant approaches for automated optical fault detection. Based on these approaches, a universally applicable machine learning method for optical fault detection is
developed that is described in section 3. Section 4 illustrates the application and results of the proposed approach for two different use cases. The paper ends with the conclusion and the outlook for possible further research activities.

2 RELATED WORK

In the following sections, automated optical fault detection approaches are examined. Automated optical fault detection for textured materials is usually based on texture descriptors to extract relevant features of fault images [10, 11]. The extracted features serve as input for fault classification methods. In recent years, approaches based on convolutional neural networks (CNNs) have also gained popularity for optical fault detection due to their success in similar image classification tasks [12, 13]. Therefore, the next sections focus on approaches based on texture descriptors and CNNs.

2.1 Texture descriptors

Texture descriptor methods can be divided into four categories: structural, model-based, statistical and transform descriptors [13]. Jiang et al. [14], e.g., use transform methods for surface analysis and Yazdchi et al. [15] use a model-based method for defect detection on steel surfaces.

Although approaches based on texture descriptors achieve satisfactory results if adjusted correctly, they are still problem dependent and usually have to be modified to new or different datasets [16]. Therefore, prior knowledge is needed to extract optimal features from the dataset and the quality of the results strongly depends on the extracted features [17].

2.2 Convolutional neural networks

CNNs are a type of deep neural network that is composed of multiple layers which generally consist of convolutional, pooling and fully connected layers [18]. In the first layers of the network, a combination of convolutional and pooling layers automatically extracts features. The extracted features then are combined in the last layers of the network by fully connected layers to conduct the classification [12]. Therefore, CNNs combine the steps feature extraction and classification in one process [12]. Hence, no prior knowledge is needed for feature extraction [12]. Figure 1 shows an example for a possible CNN structure, which is the result of the aforementioned classification and extraction steps.

![Figure 1 – Example of a CNN based on [19].](image)

Additionally, the quality of the results generated by CNNs is comparable to the results of texture descriptor approaches. Masci et al. [10] and Makantasis et al. [11], e.g., compare different texture descriptor approaches with CNN approaches. In both cases, the CNN outperforms the texture descriptor approaches. CNNs already have been applied in different optical fault detection problems. Park et al. [12] use a CNN to detect faults on seven different materials. They compare the results generated by CNNs to texture descriptor approaches. In five out of seven cases, the CNN outperforms the texture descriptor approaches.

Nevertheless, CNNs have also drawbacks, which are addressed in the following sections.

2.2.1 Data augmentation

One drawback for the application of CNNs in the production environment is the requirement of a big amount of data [7]. In manufacturing systems, the amount of available surface defect data often is relatively small because of the costly aspect collecting labelled fault images [20]. However, this problem can be addressed by using data augmentation techniques. Hereby, the training data gets augmented by applying domain-specific transformations, e.g., random cropping [21]. Thus, the size of the training dataset can be increased. Chen et al. [22] for example use data augmentation techniques to increase the variety in the data and reduce overfitting for fault detection on material surfaces.

2.2.2 Design of neural network architectures

Besides the high amount of data required by CNNs, it also is difficult to design a neural network architecture for a given problem [23]. The reason is the requirement of having to set multiple so-called hyperparameters, e.g., number, type or ordering of layers and layer dependent parameters, like the field size of a convolutional layer [24]. This step is extremely important and has to be done thoroughly as the architecture design strongly influences the performance of the CNN [19, 25].

The design of a neural network architecture can be developed with human expertise by crafting the architectures manually. This can be achieved by testing different architectures or applying modifications to existing architectures [24]. Affonso et al. [7] and Weimer et al. [16], e.g., preselected different architecture designs and then validated the architectures based on their performance.

Nevertheless, the before mentioned approaches require human expertise for finding an optimal architecture of the CNN for a specific problem. Other approaches try to automate this process and limit the required amount of human participation during architecture design. Therefore, Real et al. [26] propose a neuro-evolution based method, which does not require human interaction. Starting from just a single-layer model, they evolve deep architectures
through mutation. Baker et al. [24] and Zoph & Le [23] propose reinforcement learning based approaches, by consecutively selecting layers at a time. Hereby, the validation accuracy serves as the reward for selecting a specific architecture.

However, the drawback of these automated approaches is the often poor performance compared to handcrafted architectures. In case the performance of the automated approaches is comparable to the manually designed architectures, the computation time to find the architecture often is very long.

3 APPROACH FOR A UNIVERSALLY APPLICABLE MACHINE LEARNING METHOD FOR OPTICAL FAULT DETECTION

In this approach, a CNN is used for feature extraction and fault classification because of its capability to automatically extract features without needing human intervention. The design of the neural network architecture is realized by an automatic architecture search method. Thus, no human intervention is required for this step as well. The requirement of CNNs for a big amount of data and the sparse availability of data in manufacturing environments is addressed by using data augmentation techniques.

3.1 Overview

The approach is divided into the following steps:

1. preprocessing and data augmentation
2. architecture search
3. final model

In the first step, the available data is preprocessed and data augmentation techniques are applied. Afterwards, an automated architecture search method is used to find a suitable neural network architecture for the processed data. In the last step, the found architecture is taken to create a final model which can be used for the application phase.

3.2 Preprocessing and data augmentation

In the first step, different data augmentation techniques are applied to overcome the sparse availability of data in the manufacturing environment. Thus, the risk of overfitting is reduced and the variety of images increased [22]. The data augmentation is realized by a rotation of the available images by 90, 180 and 270 degrees. Afterwards, six random crops are extracted from the original image to further increase the variety in the dataset. The data augmentation techniques, which are only applied to the training set, increase the amount of training data by the factor 10. Afterwards, the images are resized to a certain resolution to ensure that all images have the same size, which is another requirement of CNNs. The pixel-values of each image are normalized to ensure that, these values are in the range between 0 and 1 in order to save computation time.

3.3 Architecture search

A reinforcement learning based approach is applied to find an architecture for the processed dataset automatically. Therefore, the approach from Baker et al. [24], which uses Q-learning, is used because of its good trade-off between runtime and the number of parameters getting optimized.

In this approach, a learning agent is trained that chooses sequentially neural network layers via the $\epsilon$-greedy strategy [27]. This layer selection process is modelled as a Markov Decision Process. Furthermore, the experience replay technique is used to accelerate the training procedure [28]. The experience replay stores the architecture and validation accuracy that serves as the reward for selecting a specific architecture.

The approach from Baker et al. [24] has to be adapted to the requirements of the focussed problem. The computation time, e.g., still is too high to be viable for industrial applications. Therefore, a reduced version is used by limiting the state and action space, reducing the maximum number of layers and modifying the hyperparameters. Subsequently, an architecture will be created consisting only of convolution (C), max pooling (P), fully connected (FC), dropout (D) and softmax (SM) layers.

The next sections describe the modified state and action space of the Markov Decision Process and the following, state specific actions. Furthermore, the selected hyperparameters of the Q-learning procedure will be described.

3.3.1 State space

The states are represented by the four parameters layer type, layer depth, representation size and representation depth. Each parameter is relevant for consequently choosing a layer at a time. The layer type contains information about the type of the current layer, which is important for choosing a valid action. Layer depth contains information about the number of convolutional and fully connected layers in the network and its depth. Representation size and representation depth represent the dimension of the signal. Representation depth is equal to the number of filters in the previous layer. Representation size offers information about the current signal size, which is reduced after, e.g., pooling operations. The representation size is defined by three discrete buckets as it was done in [24] to limit the state space. Bucket 1 (B1) contains all signal size values greater than 7, bucket 2 (B2) consists of values between 4 and 7 and bucket 3 (B3) consists of all values that are smaller than 4. Table 1 depicts all possible values that the parameters can attain.
The maximum value for layer depth was set to 6 to limit the size of the architecture. Furthermore, a convolutional layer initializes layer type. Layer depth is initialized with “1”, representation depth with the original image depth and representation size with the corresponding bucket of the original image size.

3.3.2 Action space

The possible actions depend on the current state and therefore, on the different state parameters. Table 2 illustrates the possible actions for each layer type. An example for a action in a convolutional layer is the selection of a value for number of filters and field size. The stride parameter of a convolutional layer is always set to “1” to restrict the action space. The other state parameters restrict the possible actions further. If the layer type is a convolutional layer and the layer depth is smaller than “2”, field size cannot be set to “0”. Thus, very small architectures, which result mostly into a low accuracy, are avoided and the action space is restricted. In this context, a field size value of “0” means that no more convolution or pooling layers follow the current layer. Furthermore, the field size and stride parameter of a pooling operation depend on the representation size to prevent the occurrence of invalid operations. If representation size is equal to B2 only the operations ((3,2), (2,2), (1,1)) are allowed and if it is equal to B3 only the operation ((1,1)) is allowed where (1,1) means that no pooling is applied. Furthermore, the value of “0” for number of neurons means that the fully connected layer is skipped and no dropout is applied.

3.3.3 State transition

The transition to a new state depends on the current state and action. Table 3 shows the transition of the layer type. The layer type transitions into a fully connected layer, e.g., if the current layer type is a convolutional layer and the action-value for field size is “0”.

### Table 1 – State space.

<table>
<thead>
<tr>
<th>State</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer type</td>
<td>ε {C, P, FC}</td>
</tr>
<tr>
<td>Layer depth</td>
<td>ε {1, 2, 3, 4, 5, 6}</td>
</tr>
<tr>
<td>Representation size</td>
<td>ε {B1, B2, B3}</td>
</tr>
<tr>
<td>Representation depth</td>
<td>ε {-32, 64, 128, 256}</td>
</tr>
</tbody>
</table>

- : original image depth

### Table 2 - Action space.

<table>
<thead>
<tr>
<th>Layer type</th>
<th>Actions</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Number of filters</td>
<td>ε {32, 64, 128, 256}</td>
</tr>
<tr>
<td></td>
<td>Field size</td>
<td>ε {0, 1, 3, 5}</td>
</tr>
<tr>
<td>P</td>
<td>(Field size, Stride)</td>
<td>ε {(5,3), (3,2), (2,2), (1,1)}</td>
</tr>
<tr>
<td>FC</td>
<td>Number of neurons</td>
<td>ε {0, 128, 256, 512}</td>
</tr>
<tr>
<td></td>
<td>Dropout rate</td>
<td>ε {0, 0.4}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Layer type</th>
<th>Conditions</th>
<th>Result (= new layer type)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>If field size = 0</td>
<td>FC</td>
</tr>
<tr>
<td></td>
<td>Else</td>
<td>P</td>
</tr>
<tr>
<td>P</td>
<td>If layer depth &lt; 5</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Else</td>
<td>FC</td>
</tr>
<tr>
<td>FC</td>
<td>If dropout rate = 0</td>
<td>SM</td>
</tr>
<tr>
<td></td>
<td>Else</td>
<td>D + SM</td>
</tr>
</tbody>
</table>

### Table 3 – Layer type transition.

The parameter layer depth increases by 1 after each pooling layer, representation size changes only after specific pooling operations and representation depth changes after a convolutional layer according to the taken action-value of number of filters. Hence, the state transition is realized according to these rules and, continuously, an architecture is created. In the end, the architecture consists of a maximum of five consecutive convolution and pooling layers. These layers can be followed, depending on the taken action-values, by a fully connected and dropout layer. A softmax layer completes the architecture.

3.3.4 Selected hyperparameters

The selection of hyperparameters is oriented on the selection of parameters from the approach of Baker et al. [24]. The runtime is minimized by modifying some of these parameters. For the Q-learning procedure, different hyperparameters have to be selected. Q-learning depends on the Q-learning rate and discount factor. The Q-learning rate is set to a start-value of “0.1” and decreases every 200 Q-value iterations by a factor of “0.5”. The discount factor is set to “1”. The ε-greedy strategy depends on the ε-value and its decrease over time. Hereby, the value for ε remains at “1” for the first 800 iterations and afterwards decreases consistently to “0” for the following 800 iterations. Furthermore, the Q-value update starts after the first 800 iterations and is done in reversed transition order. Only architectures that reduce the image size to 32 or below are trained and considered for the Q-value update process due to hardware limitations. The experience replay depends on the number of architectures sampled and used for the Q-value update process. In the developed approach, 100 architectures are sampled and used for the Q-value update process. The learning scheme of the CNN requires the definition of multiple parameters. The Adam optimizer [29] is used with a learning rate of “0.0001”, “β1 = 0.9”, “β2 = 0.999” and “ε = 10^-8”. Furthermore, the number of training epochs is set to “20” and the batch size is set to “4”. The value “4” for the batch size is chosen due to limitations in the hardware. Weight initialization is realized via the Xavier initialization [30].

3.4 Final model

The last step of the developed approach is the creation of the final model that is used for the application. Therefore, the architecture that achieved
the best validation accuracy of the architecture search is selected and used to create the final model. It is possible that the best validation accuracy can be achieved by multiple architectures. In such cases, the last found architecture of those generating the best results is selected for the model. Afterwards, the prediction performance of the selected architecture is improved by retraining the architecture for a longer period of time. Then, the model is ready to be applied in the industrial scenario.

4 APPLICATION AND RESULTS

In order to validate the developed approach, two different use cases with real data have been selected. One use case is the detection of faults on the surface of battery separators [31]. Therefore, images of different battery separators were taken on a test facility and manually labelled. The resulting dataset has 5 classes that are depicted in Figure 2. The five classes are: no fault (a), contamination (b), pinhole (c), inhomogeneity (d) and particles (e). For each class, 50 images are available and the dataset is then randomly split into a training and validation set so that the class distribution is preserved. 60 % of the data is being used for the training and 40 % for the validation set. After this separation, the training set consists of 150 and the validation set of 100 images. The amount of training samples increases to 1500 by applying data augmentation techniques. Furthermore, the images’ resolution is automatically resized to 96 x 96 pixels and the pixel-values of each image are normalized.

Another use case is the detection of faults on transparent products from an injection moulding machine. 33 products are available and from each product, pictures were taken on a test facility. Due to the size of the component, twelve pictures have to be taken of each product. Afterwards, each picture is manually labelled into two classes. The first class consists of images without faults and the second class, accordingly, of images with faults. Typical fault types for this use case are scratches or streaks at the surface of the transparent component. Figure 3 illustrates examples where (a) depicts an image with a scratch in the marked area. This scratch is magnified in (b) whereas (c) shows an example without any fault on the surface. In the end, the dataset consists of 78 images with fault and 318 images without fault. Only 100 images without fault are used for the application to avoid class imbalance. This dataset is then randomly divided into 60 % training and 40 % validation data so that the class distribution is preserved.

After applying data augmentation methods, the training set consists of 1070 images and the validation set of 71 images. Again, the images’ resolution is automatically resized to 96 x 96 pixels and the pixel-values of each image are normalized.

In the next step, the automatic architecture search is applied to both datasets. Figure 4 depicts the prediction accuracy of the found architectures for the battery separator (a) and the injection moulding machine (b) dataset. The rolling mean of prediction accuracy with window “200” is used. In both cases, the mean accuracy is increasing after the exploration phase with the number of iterations and therefore, better-performing architectures are found with proceeding search time. The runtime for the automatic architecture search was 41 hours for the battery separator dataset and 24 hours for the injection moulding machine dataset using an NVIDIA GeForce GTX 1080 Ti and TensorFlow [32]. The difference in runtime mainly results from the difference from the amount of data of the two use cases.

In the last step of the approach, the architecture with the best prediction accuracy is selected to create the final model. Table 4 depicts the results for both use cases. Hereby, C(n, f) is a convolutional layer with n filters and field size f, P(f, s) a pooling layer with field size f and stride s, FC(n) a fully connected layer with n neurons, D(p) a dropout layer with a dropout rate of p and SM(n) a softmax layer with n neurons. For both use cases the architecture was trained 10 times. The hereby-achieved mean prediction accuracy on the validation set is shown in Table 4. The architecture for the battery separator dataset was trained for 80 epochs and in case of the injection moulding machine dataset for 20 epochs. After 20 epochs overfitting occurred in case of the injection moulding dataset, which is why the number of epochs has been restricted to 20.

The low accuracy result on the injection moulding machine dataset originates from the small amount of data with only 78 defect images and 100 images without defect. Furthermore, the detection of the faults in transparent parts is more difficult than the detection of the faults on the battery separator. The reason is that the faults are often very small and hard to detect on a transparent surface. Nevertheless, a valid architecture is found that is suitable for the dataset.

Figure 3 – Examples from the injection moulding machine dataset.

Figure 2 – Fault types of the battery separator dataset.
5 CONCLUSION AND OUTLOOK

This paper proposes an approach for a universally applicable machine learning method for optical fault detection, which is validated on two different use cases. The proposed approach consists of a CNN that is combined with an automatic architecture search method and data augmentation techniques. As a result, the proposed approach does not depend on any product, material or fault type because the feature extraction is done automatically by a CNN. Furthermore, the application of the proposed approach depends only on labelled images. Every other step of the approach can be done automatically. Therefore, the proposed approach is usable without needing expert knowledge in machine learning. Furthermore, a low runtime could be achieved for both investigated use cases by using a reduced version of an existing architecture search method. For both use cases, suitable architectures are found.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model architecture</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery separator</td>
<td>[C(128,5), C(128,5), P(3,2), C(256,3), P(5,3), C(64,3), P(3,2), C(256,1), P(5,3), FC(128), D(0.4), SM(5)]</td>
<td>99.00</td>
</tr>
<tr>
<td>Injection moulding machine</td>
<td>[C(64,5), C(64,1), P(3,2), C(32,3), P(2,2), C(64,5), P(5,3), C(32,5), P(5,3), FC(128), D(0.4), SM(2)]</td>
<td>68.59</td>
</tr>
</tbody>
</table>

Table 4 – Best architectures found.

The low amount of available data is addressed by using data augmentation techniques. This helps to reduce overfitting. Nevertheless, this problem could not completely be solved as overfitting occurred in case of the injection moulding machine dataset. In case of the battery separator dataset, a high accuracy could be achieved.

The approach has to be applied to further use cases to be fully validated. Especially the configuration of parameters for the architecture search has to be checked if it is suitable for other datasets as well. Future research should also investigate the aspect of class imbalance and parallelization.
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Abstract

The fourth industrial revolution is characterized by the combination of advanced digital technologies such as Artificial intelligence and physical technologies, which affect most aspects of life today. There are however challenges that businesses face in terms of adopting AI into their business. Workplace adoption barriers include the integration of machine and human capabilities. Literature identified that as long as people and machines are integrated in a process, the problem of coordination and communication of work between machines and people arise. The challenges that businesses face is thus the successful and effective implementation of AI into their business operations. This article investigates maturity models, business readiness and requirements with the focus on AI implementation, thus initializing the process of a solution towards the challenges stated. The paper is an initial effort in better understanding concepts and components for solving these challenges. The paper presents findings from a systematic and narrative literature review through which key processes, principles and requirements are explored.
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1 INTRODUCTION

1.1 Background

The field of artificial intelligence (AI) transcends to just understand intelligence, but to develop it [7]. There are different definitions for AI. The definitions are based on two aspects. The first aspect is performance, which is divided into human performance and ideal performance. The second aspect is human-orientated tasks, which is divided into thought reasoning/processing and behaviours. Four definitions of artificial intelligence from the literature are shown in the table below.

<table>
<thead>
<tr>
<th>Thought reasoning and processes</th>
<th>Human performance</th>
<th>Ideal performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human thinking</td>
<td>Automating activities with characteristics of human thinking, such as learning, problem solving and decision-making [3].</td>
<td>Rational thinking</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Behaviours</th>
<th>Human actions</th>
<th>Rational actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creating machines that perform tasks requiring human-level intelligence [4].</td>
<td>AI focuses on intelligent behaviour in artifacts [6].</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 - Definitions of artificial intelligence [7]

Artificial intelligence is used in a variety of subfields that encompasses both general and specific aspects. General aspects include learning and perception, whereas specific aspects are proving mathematical theorems, diagnosing diseases, writing poetry and playing chess [7].

The impact of artificial intelligence could contribute an estimated $15.7 trillion to the global economy by 2030. It is estimated that $6.6 trillion of the total will most likely be due to increases in productivity [8].

The drivers of the economic impacts can be divided into three parts:

- Business process automation productivity gain [9].
- Productivity increases due to workforce and AI augmentation [9].
- Increases in user demands due to increased-quality products and services [9].

Businesses and companies wishing to capitalize on this opportunity will face some challenges with regards to AI. In a survey conducted by a business, which included 1500 senior executives that are “cognitive-aware”, it was determined that the difficulty to integrate cognitive projects into existing systems and projects was the highest perceived challenge among the senior executives [10]. The different types of challenges and their weighting can be seen in figure 1.
Businesses and companies thus are required to evolve towards a culture of software-management and engineering excellence. Capability maturity models provide a guide on methods towards gaining control of development and maintenance processes, as well as how to evolve towards an excellent software-engineering and management culture [13].

Challenges with cognitive technology

![Figure 1 - Challenges associated with cognitive technology](image)

- Difficulty to integrate
- Tech and expertise are too expensive
- Managers don’t have the expertise
- Insufficient expertise resources available
- Technology is immature
- Tech is oversold in the workplace

Figure 2 - Inter-relationship between key concepts.

The problem questions that arise are:
- What are the key building concepts and advantages of maturity models?
- What are the factors involved in implementing AI into business operations?
- What dimensions/categories are considered for determining AI readiness?

### 2 METHODOLOGY

A systematic literature review and narrative literature review was conducted. The steps can be seen in the figure below. The narrative literature review, reviews selective material, but the criteria for selection is not always apparent [14]. The focus for the narrative review is to supplement some concepts found in the systematic literature review. Conducting a systematic literature review is a valid method for the purposes of summarizing existing evidence of a technology and identifying the gaps in current research and literature around a specific topic [1].
3 SYSTEMATIC LITERATURE REVIEW

3.1 Search Terms

The primary studies were searched in the Scopus database [2]. An iterative search was done by adding additional terms in the database search. The database search was filtered to search for abstracts, titles and keywords. The search terms can be seen below.

<table>
<thead>
<tr>
<th>Scopus database search (conducted on 05/06/2018)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Search terms</strong></td>
</tr>
<tr>
<td>Artificial + Intelligence + Maturity</td>
</tr>
<tr>
<td>Artificial + Intelligence + Maturity + Implementation</td>
</tr>
<tr>
<td>Artificial + Intelligence + Maturity + Implementation + Model</td>
</tr>
</tbody>
</table>

Table 2 - Literature search results

It can be seen in the table above that the search term iteration reduced the number of primary studies to 35 studies. The author names, paper title, publication year, affiliations, abstract and methodology were retrieved from these primary documents. These documents were assessed according to the selection criteria.

3.2 selection criteria

The selection criteria for inclusion or exclusion of the literature is shown below.

<table>
<thead>
<tr>
<th>Reference of criteria</th>
<th>Criteria</th>
<th>Description of criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAT1</td>
<td>Availability</td>
<td>The full document must be freely available online.</td>
</tr>
<tr>
<td>CAT2</td>
<td>Language</td>
<td>English literature only.</td>
</tr>
<tr>
<td>CAT3</td>
<td>Types of literature</td>
<td>Conference reviews, lecture notes and lecture presentations are excluded.</td>
</tr>
<tr>
<td>CAT4</td>
<td>Applicability of literature</td>
<td>Ensure that the literature has relevant input towards the proposed study from evaluating the abstract.</td>
</tr>
<tr>
<td>CAT5</td>
<td>Academic robustness of the paper</td>
<td>The literature is evaluated in terms of validity of the methodology used, Number of citations, use cases, interviews and length of the paper.</td>
</tr>
</tbody>
</table>

Table 3 - Selection criteria

The selection criteria are applied in the sequence of CAT1, CAT2, CAT3, CAT4 AND CAT5. After the primary studies were validated against the selection criteria, 9 studies remained.

3.3 Quality assessment

The quality assessment criteria against which the papers were evaluated is indicated below in Table 4.

<table>
<thead>
<tr>
<th>Quality assessment categories</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness of document</td>
<td>Sufficient sections are included in the study, such as abstract, methodology and validation of research.</td>
</tr>
<tr>
<td>Methodology</td>
<td>Robust/satisfactory methodology which should be appropriate for the stated research question.</td>
</tr>
<tr>
<td>Aim/Goals</td>
<td>Clear and thorough statement of the research.</td>
</tr>
</tbody>
</table>

Table 4 - Quality Assessment criteria

The 9 studies’ quality is assessed against quality assessment criteria. All the studies passed the selection criteria.
3.4 Data Extraction
The papers were individually read and the information in regards with the research questions and quality criteria are extracted.

3.5 Dissemination
3.5.1 Citations
The number of citations for each of the papers that was obtained is shown in the figure below.

![Number of citations](image)

**Figure 4** - Included studies’ number of citations

From a researchers’ stand point, this a valuable analysis in terms of determining the highly cited papers and from there determine the relevant authors. This increases the researcher’s awareness of authors; whose work is applicable towards their own studies.

3.5.2 Digitalization
Digitization is the process of transitioning from analogue to digital forms. Digitalization is using digital technologies to improve value-adding opportunities and business models [11]. Digitization is a prerequisite for successful digitalization towards implementing software business processes [11]. AI technologies and digitalization projects require drivers such as data collection and data usage in the business, as well as resources, budgets and support from management [11].

There are two approaches towards digitalization. The approaches are top down and bottom up [11]. Questions involved with these approaches are:

- Top down [11]: How does digitalization change the business model? What are the benefits of digitalization for the business?
- Bottom up [11]: How can digitalization optimize current business processes? Which data sources are available? Which data analytics are required?

3.5.3 Output and advantages of maturity models
Capability maturity model integration describes discrete levels of process improvement, which can be applied towards processes and organizations [12].

3.5.4 Maturity model levels
The capability maturity model integration presented in the systematic literature review has five maturity levels and twenty-two key process areas. The maturity levels are initial, managed, defined, quantitatively managed and optimizing [12]. The maturity levels advance in ascending order. For example, if a business wants to achieve a level 3 CMMI, then all the key processes in level 2, as well level 3 must be satisfied [12].

This section provides a maturity model (capability maturity model integration) that focuses on quality improvements. There must thus be further studies conducted on the different application of maturity models, with the aim of integrating the literature into an effective maturity model, which assists in AI implementation.

4 NARRATIVE LITERATURE REVIEW
4.1 AI readiness
In terms of readiness for AI. Some businesses’ ideas and concepts were obtained with regards to artificial intelligence readiness for this section.

Organizations wishing to improve or implement AI into their business can be divided into three groups namely, organizations that are new to the concept of AI, organizations that are ready to scale up AI and organizations that are widely implementing AI [16].

Organizations are at different stages in their AI journeys. To ensure continuous development and success for the next stages of their AI journeys, organizations need to ensure that the correct components are established in areas, such as technology and infrastructure, processes and models and resources and skills [16]. AI readiness is divided into three sequential types of readiness. These different types of readiness and their situation dependant corresponding components are shown below.

<table>
<thead>
<tr>
<th>Phases of AI readiness</th>
<th>Characteristics (where applicable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foundational</td>
<td>Cloud resources</td>
</tr>
<tr>
<td></td>
<td>Infrastructure platform</td>
</tr>
<tr>
<td></td>
<td>Data sources</td>
</tr>
<tr>
<td></td>
<td>Software packages</td>
</tr>
<tr>
<td>Operational</td>
<td>Skills and expertise</td>
</tr>
<tr>
<td></td>
<td>Agile delivery</td>
</tr>
</tbody>
</table>
A business elaborated on maturity and readiness assessment for artificial intelligence. The maturity model identified four dimensions into which maturity model elements are grouped in. The dimensions are [25]:

- Strategy
- Data
- People
- Legal

These can provide some insight into company dimension that must be recognized and evaluated when the readiness for AI is considered.

4.2 Maturity models

The maturity model (capability maturity model) is designed as a detailed referencing model towards improving processes of software developing companies [15].

The successful assessment of a capability maturity model should include the identification of implementation challenges regarding the model. Some challenges and factors associated with the implementation of capability maturity models identified are [15]:

- Change management.
- Ownership of the process.
- Awareness.
- Decision making.
- Evaluation of the team.
- Knowledge management.
- Meeting guidelines.

These challenges were identified for capability maturity models. Further research into different types of maturity model implementation challenges could provide some important information when developing a more AI focused maturity model for either implementation or readiness.

As AI forms a part of the development and growth of industry 4.0, company dimensions used to group maturity items, which in turn is used to determine business readiness for industry 4.0 are identified [17]. This can be useful to start understanding what company elements are involved in determining a business’ readiness for artificial intelligence technologies. These company dimensions are:

- Strategy
- Leadership
- Customers
- Products
- Operations
- Culture
- People
- Governance
- Technology

5 SUMMARIZED AND COMBINED VIEW OF FINDINGS

The concepts from the accepted and chosen literature studies are identified, named, deconstructed and categorized. The concepts are:

- Non-readiness factors for implementing AI.
- Output and advantages of maturity models.
- Levels of maturity models.
- Capability maturity model implementation challenges.
- Maturity dimensions and categories for determining readiness for AI.

5.1 Non-readiness section factors for implementing AI

The digitalization section indicated some important prerequisites for AI implementation, such as digitization before digitalization. Businesses are required to focus on collecting the correct digitized data for the AI technologies. Digitalization projects must be supported by data collection, data usage, management and resources.

5.2 Generic maturity model factors

The output and advantages of maturity models, levels of maturity models and maturity model implementation challenges are summarised in the table below.

<table>
<thead>
<tr>
<th>output and advantages of maturity models</th>
<th>levels of maturity models [12]</th>
<th>Capability maturity model implementation challenges and factors [15]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A referencing model towards improving processes of software developing companies [15]. (capability maturity model)</td>
<td>Initial Managed Defined</td>
<td>Change management Ownership of the process Awareness</td>
</tr>
</tbody>
</table>
Describe discrete levels of process improvement [12], (capability maturity model integration) quantitatively managed optimizing Decision making Evaluation of the team Knowledge management Meeting guidelines

Table 6 - Generic maturity model factors

5.3 Maturity dimensions for determining readiness for AI

This section is focused on indicating, identified maturity business dimensions used in maturity models, as well readiness components to assist in the development of a more focused and tailored maturity model for AI readiness in the future. The elements identified are from academic sources, as well as business sources. The different elements in relationship to the origin of it will be compared in the table below.

<table>
<thead>
<tr>
<th>Maturity model element dimensions</th>
<th>From academic sources</th>
<th>From business sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategy</td>
<td>Strategy</td>
<td>Strategy</td>
</tr>
<tr>
<td>Leadership</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Products</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operations</td>
<td></td>
<td>Operations</td>
</tr>
<tr>
<td>Culture</td>
<td></td>
<td>People</td>
</tr>
<tr>
<td>People</td>
<td>Management</td>
<td>Governance</td>
</tr>
<tr>
<td>Technology</td>
<td>Data</td>
<td>Data</td>
</tr>
<tr>
<td>Technology</td>
<td>Resources</td>
<td>Resources</td>
</tr>
</tbody>
</table>

Table 7 - Readiness dimensions/categories

It can be seen in the table above that there are some shared readiness elements between the different parts of literature. This provides some insight into which maturity dimension with regards to readiness can be considered when developing a more accurate maturity model for assessing a business’ readiness for AI technologies in the future.

6 CONCLUSION

From the obtained literature it is concluded that before digitalization of processes through technologies, such as AI, the digitization phase must be completed. It is important to drive projects and initiatives towards gathering and maintaining data digitally. This is important due to it being a prerequisite for digitalization. The approaches for digitalization in terms of the questions provide some insights on the concepts that are considered when looking at the different approaches, such as the top down approach. It is evident that the focus is more on the business model and overall benefits for the organization, whereas the bottom-up approach focuses on business processes, data sources and data analytics.

Concepts, advantages and challenges of generic types of maturity models were identified. These were identified while searching for tailored maturity models, which focused on implementation and readiness for AI. There was a lack of fully applicable academic papers found on this subject in the systematic literature review. This indicates that further studies on this subject could yield large contributions towards a better understanding and more effective ways to implement AI into the business.

Business dimension used in maturity models for determining readiness, as well as readiness components were identified from academic papers and business sources. This provided some insight into what businesses with AI affiliations are focusing on when determining readiness in comparison to what the academic sources indicate. There are some shared dimensions between the different sources, which indicates further research into this might yield more accurate and effective maturity models for determining business readiness for AI.

It is important to note that the successful implementation of AI technologies in addition to the technological structures required, is the support and sponsorship of senior management and attention to change management in the business.

This paper serves as the initial effort in realizing what concepts are important in relation to artificial intelligence implementation, readiness and use of maturity models to assist in assessing these areas. Further studies on this subject could contribute greatly to a more effective and efficient way to implement a large driving technology of the 4th industrial revolution into businesses.

7 LIMITS OF THE STUDY

There are limitations towards the systematic and narrative literature review conducted. These
limitations were experienced in various stages during the project. The limitations are:

- The Scopus search terms were increased to reduce the amount of papers to a more manageable amount.
- The inclusion and exclusion criteria further limited the amount of studies especially the language and online availability restrictions.
- The data extraction and interpretation of the data was conducted by one researcher, which increases the possibility of errors.
- There were not enough similar papers on the subject area found in the systematic literature review to perform a meta-analysis.
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Abstract
Scheduling is a challenge that continues to trouble the operational phase of the manufacturing lifecycle and can be attributed to the complex, dynamic and stochastic nature of a manufacturing system. Scheduling problems are categorised in literature as NP-hard problems, where job shop scheduling forms part of the most difficult class of scheduling problems. This can be attributed to the combinatorial solutions that grow exponentially with problem size. The work described in this paper forms part of a research project with the objective to develop a prototype of a real-time simulation scheduling system, which is to serve as a decision support tool for real-time rescheduling of machine steps in a job shop. The purpose of this paper is to describe the development, testing and validation of the proposed system prototype. The prototype incorporates a cloud-based information system for the storage of data as well as a cloud-based simulation scheduler that generates schedules. It also includes sensors that keep track of the movement of jobs through the job shop. The development of the sensors will be described with reference to the hardware used as well as the functionality that is incorporated. The implementation of metaheuristics was also tested and compared to dispatching rules.

Keywords
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1 INTRODUCTION
Manufacturing is defined as the transformation of materials into items of greater value by one or more processing and/or assembly operations [1]. The transformation is accomplished by combining different manufacturing components, such as machinery, tools, power, and manual labour. This description suggests that the process can be considered a complex engineering endeavour, where the coordination of people, material, equipment, and information to accomplish a manufacturing goal demands considerable time and effort.

When considering the manufacturing system lifecycle, it can be divided into the design, planning, implementation, operation and termination phases [2]. Careful planning can be used to successfully overcome coordination challenges faced in the design and implementation phases; however, such challenges continue to persist during the operational phase. Scheduling is such a challenge, which can be attributed to the complex, dynamic, and stochastic environments exhibited by the manufacturing systems. The technological advances in cloud-based computing and the improved capabilities of sensor networks, have offered the opportunity of designing a real-time simulation scheduling system that can overcome the scheduling challenges, as well as the opportunity for the creation of software architectures to support these real-time scheduling systems.

This paper forms part of a research project with the objective to develop a prototype real-time simulation scheduler of a sensorised job shop, which is to serve as a decision support tool so that unexpected disturbances ([3], [4], [5]) in the shop can be overcome by the generation of new schedules with real-time data from the shop. This paper will focus on providing the background and defining the job shop scheduling problem, as well as describing the development of the proposed system. The functionality and testing of the system will also be discussed.

We subsequently provide a summary of the literature in Section 2, which is followed by an architecture of the proposed scheduler in Section 3. The development and implementation of the proposed solution will be described in Section 4, while the testing of the system will be discussed in Sections 5. Finally, the conclusion of the research project will be discussed in Section 6.

2 LITERATURE
This section will provide the required literature to understand the domain of job shop scheduling problems, as well as the methods that can be used to solve such problems. Previous architectures and systems that were developed will also be addressed.

2.1 The job shop scheduling problem
In this section, the job shop scheduling problem will be defined and discussed. The problem is commonly referred to in literature as an NP-hard
problem. According to [6], the environment of the problem can be defined as:

- There is a set \( J \) of \( n \) jobs \( \{j_1, j_2, ..., j_n\} \) that needs to be processed on a set \( M \) of \( m \) machines \( \{M_1, M_2, ..., M_m\} \).
- Each job \( i \) consists of a finite and predetermined sequence of \( j \) operations \( O_i = \{o_{i1}, o_{i2}, ..., o_{ij}\} \), where the sequence of operations is fixed.
- An operation may only be assigned to an available machine forming part of the set \( M \).
- A machine can only process one operation at a time, and no pre-emption is allowed.
- Each operation \( o_{ij} \) has a fixed processing time \( p_{ij} \).
- The aim is to find a schedule for processing these \( n \) jobs on the \( m \) machines.

Sadeh [7] provides a good example of a job shop scheduling problem where there are four jobs and five machines. The different operations of the jobs are illustrated by the nodes and are labelled with the name of the operation, e.g. \( o_{12} \) which is the second operation of the first job. The processing time is shown as an integer, while the allocated machine is illustrated with \( M_k \) where \( k \) is the machine number.

![Figure 1 - An example of a job shop scheduling problem [7].](image)

Error! Reference source not found. illustrates this example, where the arrows are the precedence constraints and the dashed lines are the capacity constraints.

An example of a precedence constraint is the precedence between \( o_{41} \) and \( o_{42} \). Which ensures that \( o_{41} \) is processed before \( o_{42} \). An example of the capacity constraint is between \( o_{41} \) and \( o_{15} \), where both operations need to be processed on \( M_k \). Now that the job shop scheduling problem has formally been defined, the dispatching rules and performance indicators will be discussed in the next section.

### 2.2 Dispatching rules and performance indicators

Dispatching rules are used to guide the production sequence of jobs in manufacturing environments and ensure that operators know what the sequences are and which job to process next. Some of the common dispatching rules that can be found in literature for the job shop manufacturing environment, are listed in Table 1.

<table>
<thead>
<tr>
<th>Dispatching rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shortest processing time first</td>
<td>The job with the shortest processing time is processed first.</td>
</tr>
<tr>
<td>First-come-first-serve</td>
<td>The job that arrives first is processed first.</td>
</tr>
<tr>
<td>Most-important-job-first</td>
<td>The job with the highest priority or importance is processed first.</td>
</tr>
<tr>
<td>Earliest due date</td>
<td>The job with the earliest due date is processed first.</td>
</tr>
<tr>
<td>Critical ratio</td>
<td>The job with the smallest critical ratio is processed first.</td>
</tr>
<tr>
<td>Minimum slack time</td>
<td>The job with the minimum slack time per remaining operation is processed first.</td>
</tr>
</tbody>
</table>

**Table 1** - Common dispatching rules ([8], [9]).

Although these dispatching rules can be used to create a schedule, they will all produce different schedules. Therefore, performance indicators must be identified and used to assist the manager with selecting the correct schedule to meet the required needs. Common job shop performance indicators found in literature are provided in Table 2.

<table>
<thead>
<tr>
<th>Performance indicator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average flow time</td>
<td>The flow time starts when a job enters the system and end when the job exits. The flow time is then averaged over a number of jobs.</td>
</tr>
<tr>
<td>Average queue time</td>
<td>The queue time is the total flow time of a job minus the processing time of the job. The queue time is then averaged over a number of jobs.</td>
</tr>
<tr>
<td>Average job lateness</td>
<td>Lateness is the difference between the completion date and the due date. Lateness can therefore be negative if the job is finished before the due date. The lateness is averaged over a number of jobs.</td>
</tr>
<tr>
<td>Average job tardiness</td>
<td>Tardiness is the amount of time a job finishes beyond the due date. If a job finishes early, the tardiness is zero. Tardiness is averaged over a number of jobs.</td>
</tr>
<tr>
<td>Makespan</td>
<td>Makespan is the total elapsed time to complete a number of jobs.</td>
</tr>
</tbody>
</table>
Dispatching rules are not the only methods that are used in literature to generate machine schedules. There are several different metaheuristics that have been used to solve the job shop scheduling problems. In this project, the authors incorporated three metaheuristics, which include a traditional and hybrid simulated annealing (SA) algorithm. The hybrid algorithm makes use of a 2-opt move (as proposed by [10]) to search the solution space. The third metaheuristic consist of a population of 50 solutions where a 2-opt move is applied to each solution in every iteration, where the best solution in the population is retained after every iteration. All three these metaheuristics make use of an integer encoding, as presented in [11]. The metaheuristics are an important component of the scheduler, but are not the primary focus of this paper, therefore they are not discussed further.

The identified dispatching rules and metaheuristics will be incorporated into the simulation scheduler, while the scheduler will conduct tests to determine which rule performed best for each performance indicator.

2.3 Developed scheduling systems found in literature

Lu and Sheng [12] proposed some key technologies and a new implementation framework for a monitoring and management system of a discrete manufacturing process that is based on Internet of Things (IoT) technology. The framework is made up of the perception layer, network layer and the application layer.

The perception layer consists of the physical resources, i.e. the RFID and sensor technology, as well as the configuration of various types of sensors with a wireless network. In the network layer, the signal is extracted, debugged, analysed, packaged and stored. Finally, in the application layer, manufacturing resources are monitored, data mining is conducted, processing quality is diagnosed, dynamic scheduling is performed, and the material distribution service is optimised.

Zhang and Tao [13] also propose and develop an IoT manufacturing system for rescheduling production plans in a typical manufacturing environment. The proposed system incorporates RFID sensors, for capturing real-time data from the shop floor. It also uses simulation modelling together with a genetic algorithm to perform the rescheduling of production plans. Finally, the system has a cloud computing based manufacturing resource configuration method that is responsible for pairing tasks and machines. This implementation is however of a typical manufacturing system, while the focus of this study is to develop such a system for the job shop manufacturing domain specifically.

Even though both these systems are very sophisticated, they assume the processing times of tasks are deterministic. In the real-world manufacturing environment, systems are often subject to random events which may disturb their working process. Therefore, considering a system in a stochastic context is more realistic than in a deterministic one [14].

We will therefore design and develop a prototype cloud-based real-time simulation scheduling system for a sensorised job shop with stochastic processing times. The next section will provide an overview of the proposed system.

3 PROPOSED SYSTEM OVERVIEW

The detail of the system design is described in [15] and [16]. Figure 1 illustrates an overview of the proposed system as well as how each component in the system will interact with each other. The overview illustrates that there is a shop floor where different machines are installed. At each machine, there is a sensor which can be used by operators to log operation status changes. The sensors can log one of three possible states (i.e. Waiting, Processing or Completed). There is also a RFID card linked to each job present in the shop, which can be swiped by the machine operator when a status change needs to occur. The state is then transmitted to a gateway which in turn transmits the state to the cloud-based information system. The simulation scheduler (i.e. Tecnomatix Plant Simulation), also located in the cloud, consumes data from the information system and generates new schedules. There is also a web interface located in the cloud, which can also use and log data on the information system. Finally, there is a mobile device that can access both the scheduler and the web interface.

Figure 1 - Proposed system overview
The next section will describe the development of the proposed system.

4 SYSTEM DEVELOPMENT

This section will describe the development of the proposed system. The description will incorporate the sensors, as well as the development of the information system and scheduler.

4.1 Sensor integration

According to [13], RFID is a key technology of IoT, and has been widely studied to capture real-time data in a manufacturing environment. Liu & Miao [17], describe how RFID technology can be implemented to solve problems in the discrete manufacturing industry. Lu and Sheng [12] also used RFID sensors as part of their proposed management system to acquire multi-source heterogeneous information.

We therefore decided to integrate RFID sensors in the proposed system, that will be used to track the movement of job through the shop in real-time. The sensors will also communicate the real-time data through a gateway, to the information system in the cloud.

4.2 Information system and web interface design

The information system provides a database where all data from the job shop is recorded and stored. It is necessary to track the status of the shop floor, as it is required by the digital twin (the simulation model) when rescheduling of existing jobs is required. The information system, therefore, documents information regarding machines, operators, jobs and operations in the shop which can either be used by the scheduler or displayed on the web interface.

Due to the system requirement which stipulates that the information system must be cloud-based, a cloud server was created. Google Cloud Platform (GCP) was chosen as a cloud-computing service provider, as it provided sufficient functionality required by the authors. MySQL is used by GCP as the information system development tool, which is why a MySQL server was created.

The web interface is what the user of the system will use to either manually log data changes, view scheduler results or choose new schedules. The web interface was created through Microsoft Visual Studio and the web pages that were created for the interface include:

- logging a broken machine,
- logging a new job that entered the shop,
- changing an operator status,
- displaying scheduler results,
- manual capturing of sensor data,
- addition or withdrawal of a machine, and
- selecting a new schedule.

4.3 Simulation scheduler

The simulation scheduler is used to generate new schedules according to the dispatching rules provided earlier. New schedules are created each time the shop floor is disturbed by events such as a machine failure, a new order arriving, an operator being absent, etc. The scheduler also has the requirement to be cloud-based, which is why a cloud server was created to run the scheduler. Thereafter, the model was created with the use of Tecnomatix Plant Simulation which is a discrete event simulation software package. The elements that were incorporated into the scheduler, include:

1. MySQL data import, which is used to import data from the cloud-based information system. This will ensure that the scheduler uses the current state of the shop.
2. Dispatching rules, which are used by the scheduler to generate machine schedules. The simulation scheduler did not only use dispatching rules, but metaheuristics were also incorporated. These metaheuristics include a 2-opt move [18], simulated annealing [19] and hybrid simulated annealing algorithm.
3. Machine schedules, which are the data tables the machines refer to for selecting the next operation to start processing.
4. Machine behaviour, which ensures that each machine adheres to the sequences in the generated schedules.
5. Experiment inputs, which informs the scheduler as to which dispatching rule must be used for the current experiment.
6. Experiment outputs, which are the results of the performance indicators for a specific dispatching rule. These values will be compared to the corresponding values of the other dispatching rules, after which the best performing dispatching rule can then be identified for each performance indicator.

The metaheuristics that were selected for implementation in the simulation scheduler, are all local search metaheuristics. The reason why these were chosen, was to avoid the duplication or omission of positions in the encoded solution caused by crossover operations found in metaheuristics such as the genetic algorithm [20].

The different software packages that were used in the development of the proposed system, e.g. Tecnomatix Plant Simulation, can be substituted with other software packages, such as Arena or Simio. The purpose of the study was not to perform a technology analysis, but rather to illustrate that, among other things, a real-time scheduling system can be developed using typical modern simulation software packages.
5 SYSTEM TESTING

For the system testing, the authors conducted three experiments, which can be defined as:

- Test scenario 1: 50 jobs are entered into the system, each with different expected processing times.
- Test scenario 2: 100 jobs are entered into the system, each with different expected processing times.
- Test scenario 3: 200 jobs are entered into the system, each with different expected processing times.

The expected processing times in each test scenario can vary from short to long because they are sampled from triangular distributions. These distributions are used because they mimic processing time estimations by planners. The scheduling problem was solved for a single-objective instance, where the makespan of the schedule must be minimised. The experiment descriptions are provided in Table 3. The output of the three test scenarios are provided in Table 4, Table 5 and Table 6, in “days:hours:minutes:seconds”.

### Table 3 - Experiment descriptions

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Makespan (days)</th>
<th>Standard deviation (days)</th>
<th>Minimum (hours)</th>
<th>Maximum (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>27:22:49:36</td>
<td>1:00:44</td>
<td>26:2:34:00</td>
<td>30:03:55:04</td>
</tr>
</tbody>
</table>

### Table 4 - Output of Test scenario 1

<table>
<thead>
<tr>
<th>Experiment number</th>
<th>Makespan (days)</th>
<th>Standard deviation (days)</th>
<th>Minimum (hours)</th>
<th>Maximum (hours)</th>
</tr>
</thead>
</table>

### Table 6 - Output of Test scenario 3

From the output of each test scenario, as shown in Table 4, Table 5 and Table 6, we can observe that the metaheuristics (experiment 7 – 9) outperformed the common dispatching rules (experiment 1 – 6) in all the test scenarios. In each test scenario, the 2-opt move algorithm achieved the shortest makespan. Due to the metaheuristics outperforming the dispatching rules, we will only consider them in the follow-up analysis. The authors performed 10 pseudo-independent replications of the test scenarios, after which a paired t-test was done on all three combinations (i.e. 2-opt move vs traditional SA, 2-opt move vs hybrid SA, traditional SA vs hybrid SA). The results of the paired t-tests are provided in Table 7.

### Table 7 - Paired t-test results

<table>
<thead>
<tr>
<th>Test</th>
<th>2-opt vs Traditional SA</th>
<th>2-opt vs Hybrid SA</th>
<th>Traditional SA vs Hybrid SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.6 ≤ µd ≤ -1.6</td>
<td>-3.0 ≤ µd ≤ -1.8</td>
<td>-0.8 ≤ µd ≤ 0.2</td>
</tr>
<tr>
<td>2</td>
<td>-3.7 ≤ µd ≤ -2.2</td>
<td>-3.2 ≤ µd ≤ -2.0</td>
<td>-0.2 ≤ µd ≤ 0.8</td>
</tr>
<tr>
<td>3</td>
<td>-5.2 ≤ µd ≤ -2.5</td>
<td>-6.8 ≤ µd ≤ -3.5</td>
<td>-2.1 ≤ µd ≤ -0.5</td>
</tr>
</tbody>
</table>

6 CONCLUSION

This paper discussed aspects of a cloud-based simulation scheduler for job shops. The functionality and testing of the system was discussed, and the results of the testing illustrated that metaheuristics outperform the common dispatching rules. This paper showed that the authors successfully developed an operational real-time simulation scheduling system; therefore, the authors made a contribution to the research of scheduling in job shop manufacturing environments, as well as industrial engineering as a whole. The next logical step is to implement the system in a real-world environment.
environment, which will be addressed in the future work of the study.
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Abstract
In order to ensure competitiveness in the long term, products must be produced with the help of high-quality digital infrastructures and a wide variety of variants with smaller batch sizes. The Aachen approach of the Internet of Production plays an important role in the optimization of competitive factors. The approach pursues the goal of providing information in relative real time at any place at any time. As part of this strategy, the Digital Shadow is a key element in achieving high process quality. The Digital Shadow is a virtual, yet aggregated image of the real production and requires comprehensive but especially complete data. In many companies, this database is often incomplete and of insufficient quality or requires high manual effort to generate within the production. Hence there is a need to collect data automatically to ensure the necessary data quality. In order to meet these challenges and to reduce administrative efforts, automated data recording on the shop floor is required to ensure high data quality. This is where the method of automatic identification, Auto-ID for short, comes into play. Auto-ID collects production-specific data automatically in the required quality and forms the data basis for the digital shadow from a production process point of view in order to be able to reproduce production and assembly processes digitally. This paper presents a new approach based on an “assembly recorder” to record the activities of the employees on the shop floor with little effort and to make these available for the assembly planning and later series production.
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1 INTRODUCTION
Nowadays, manufacturing companies are facing a volatile and dynamic market situation characterized by shorter product life cycles and highly customized products [1]. As a result, the number of variants increases, which leads to an increased complexity of products. Furthermore, the amount of related development and manufacturing activities rises as well [2] [3].

To counter these challenges, highly iterative development processes offer a possible solution. This approach aims at the agile development of physical products. The entire development process is divided into several shorter development cycles, which are represented by a deterministic-normative or an empirical-adaptive phase [4] [5]. As a result, a high number of solutions represented by testable prototypes is suggested after each development cycle [6].

The high number of prototypes within a short time after each development cycle increases the workload for the assembly planning for each prototype. Furthermore, the continuous integration of the customer feedback leads to a high amount of adaptations to be regarded in assembly planning [7]. In conclusion, the assembly planning process needs to be highly iterative as well. One opportunity to reduce assembly planning activities is the technology-based data recording of employee activities during the assembly process on the shop floor. Based on the recorded data an assembly plan can be created and used for further development cycles.

The Aachen approach of the Internet of Production with the key element of the Digital Shadow is capable to meet these challenges. The Internet of Production describes an infrastructure for data refinement, aggregation and visualization across the entire product life cycle. The acquisition, processing and utilization of data is provided from the development through the production until the user cycle. For these tasks the infrastructure of the Internet of Production is divided into four layers. The lowest layer deals with the acquisition of raw data within the present application software, e.g. ERP systems. Above this the so-called Middleware+ is located, which takes the data and prepares it for further processing. Within the third layer data analysis takes place and the Digital Shadow is located. The subsequent aggregation and enrichment of the data with contextual knowledge generates smart data. The Digital Shadow is defined as a precise, but aggregated image of all production, development and corresponding processes [8]. The highest layer includes contextual applications for decision making [9].
1.1 Challenges of manual assembly
The high number of variants and fast development of new products result in a high amount of assembly tasks to plan in a shorter time due to the highly iterative product development [10]. In conclusion, the challenge is to provide the necessary information for the assembly planning to manage this effort in terms of time and quality [11]. Especially in a production with small lot sizes, the assembly process is not specified, nor are assembly instructions available [12]. In addition, the existing employee knowledge on the shop floor is mostly unexploited due to insufficient technology-based support in the planning of manual assembly activities. Moreover, the potential of available digital planning knowledge is just as little exploited as the possibilities of digital data collection [13].

1.2 Derivation of requirements
To ensure the availability of the latest data, it is required to collect data in real-time. In order to make this possible a high degree of automation is necessary. In addition, automated data collection reduces the proportion of non-value-added activities. Furthermore, the collected data must be available throughout the entire enterprise so that the data is available everywhere. In this regard, there are already approaches that focus on central data storage to prevent the usage of history data [10]. For technology-based support of the assembly planning the used components and resources need to be identified on the shop floor to take advantage of the employees’ knowledge. To guarantee the correct chronological order timestamps needs to be recorded. In this regard, the amount of available technologies for data collection is sophisticated, so it is necessary to objectively select the technologies. Comprehensive evaluation criteria are necessary for the selection, which enable a technology selection according to the given boundary conditions. To collect the necessary data and make better use of it, the application of Auto-ID technologies represents a possible solution to automatically and digitally collect the data in the manual assembly process in order to create a planning basis [14] [15].

1.3 Research aim and approach
This paper presents an approach which provides the technology-based data collection within the manual assembly using an assembly recorder which enables data acquisition for the Digital Shadow too. This leads to the following research questions:
1. Which technologies enable the data acquisition in manual assembly?
2. How does a concept for data acquisition in manual assembly look like?
3. How can the concept of an assembly recorder be visualized?

2 STATE OF THE ART
The following chapter presents current approaches to the technology-based analysis of manual assembly processes with the intent to record data for further validation or processing.

To challenge the high number of adaptions between the engineering bill of materials (E-Bom) and the manufacturing bill of materials (M-Bom) within the highly iterative development process Schuh et al. present an approach for a generative, technology-based development of a M-Bom out of the E-Bom. A concept is presented which continuously records the assembly process with the support of Auto-ID technologies like barcode systems or RFID. Parts to be mounted are identified automatically. Since an identification down to the c-part level is not economical, a main-building-component is defined in a rough planning. All other components are virtually linked to the main-building-component to form a main-building-group. Through the data acquisition, information such as the identification number of the component, the assembly time or assembly station can be recorded. Due to the automatic recording of the components, a manual update of the M-Bom is no longer necessary [16].

Kärcher et al. are focused on the technology-based analysis of manual assembly activities with the help of different types of sensors given the fact that current methods for analyzing manual assembly activities are associated with high efforts. In summary, the deficit of current systems is that many methods analyzing the manual assembly process require an attachment to the employee’s body, which is problematic in terms of freedom of movement and privacy. Furthermore, the methods are associated with high financial and temporal effort and have been examined under laboratory conditions only. The approach presented by Kärcher et al. uses different types of sensors to analyze manual assembly and to manage the mentioned deficits. For example, RFID tags are used to locate tools and components. After the installation of the sensors on the objects to be identified, it will be possible to record local position, time and other process data [12].

A concept for video-based externalization of knowledge is presented by Schuh et al. The so-called authoring system is intended to support the learning process of the employee. This is done with an app that supports the independent structured recording of video-based instructions. The use of video in comparison to conventional documentation increases the quality of the recorded information. With the help of this authoring system, it is possible to build a knowledge base from which other employees will benefit and that helps to improve the process. Furthermore, the workplace-specific provision of tutorials allows to expand the range of application of employees so that they can be used flexibly [17]. Furthermore, the video-based recording
of the activities on the shop floor enables derivation of the assembly planning.

WINKES and AURICH presented an approach with the application of virtual reality (VR), which provides a concept to avoid failures within the assembly planning and to evaluate assembly steps before the physical implementation. Current VR concepts focus on the preparation, illustration and ergonomics analysis of assembly processes. The core of this concept is the VR workshop. On the one hand hard- and software suitable for VR are necessary and on the other hand team members from the planning and the manufacturing department are required for the workshop. During the workshop every assembly step is reviewed and evaluated by the team members with the help of VR. For the evaluation criteria such as distance or obstacles are considered. After the evaluation and adjustments if necessary, data and results are reloaded to the database [18].

None of the presented approaches fully complies with the requirements presented in chapter 1.2 of a data-based recording in manual assembly for generation of the digital shadow to automate the assembly planning.

3 CONCEPTION OF A MODEL

The following chapter presents the model of an assembly recorder. In this regard, the suitable framework for Auto-ID technologies is presented. In the next step the concept for data collection in manual assembly will be presented. In the final step, the concept of the assembly recorder is presented, which enables a visualization of the technologically-based activities of the employees on the shop floor, in order to automatically derive the assembly plan from it.

3.1 Framework for Auto-ID technologies

Auto-ID technologies are defined as automatic identification procedures to provide information about people, goods or products [19]. There are frameworks for the classification of Auto-ID technologies, which differentiate according to optical as well as electronic identification [20] [21]. As an extension, HELMUS ET AL. present a framework that differentiates between biometric systems, script or symbol-based procedures and electronic procedures. Biometric systems continue to differ in acoustic and optical methods. The optical character recognition (OCR), and the barcode systems are assigned to script or symbol-based methods. Finally, magnetic card and RFID systems are to be assigned to the electronic procedures [22].

In order to select the best fitting technology, different criteria must be considered to meet the given conditions. The first criterion is the reading distance between data carrier and reader. In addition, investment and operating costs need to be considered. Furthermore, the influence of environmental conditions like dirt or humidity is regarded [19]. The type of the identification feature also needs to be considered. In this regard, a differentiation is made between natural or artificial features. As only artificial features allow the identification of components and other objects in manual assembly, the identification of natural features is not necessary. Biometric systems are only able to identify natural features, in conclusion they do not fit data collection in manual assembly [19] [23].

Regarding the first criterion, the reading distance by OCR and magnetic card systems stand out as they need direct contact between reader and data carrier, while the barcode offers a usable reading distance of 50 cm. RFID is even capable to overcome a distance up to 5 m. In terms of the environmental influence the OCR or barcode systems are fragile and can fail completely. On the other hand, RFID is quite uninfluenceable by dirt, but the application can be compromised by electromagnetic waves or metallic objects. The costs caused by OCR or barcode systems are low by comparison to the medium high costs caused by RFID [19]. However, RFID is the only technology capable of capturing multiple data carriers simultaneously [23].

As an overall result, biometric systems are not suitable for data capturing in the manual assembly as they are only capable of identifying natural features. Furthermore, card systems and OCR are also not suitable because of the need for a direct contact between reader and data carrier which increases the effort for the identification of objects to an unacceptable level. Besides advantages and disadvantages barcode and RFID are the most suitable technologies for data collection in the manual assembly.

3.2 Concept for data acquisition in manual assembly

The essential information is based on the reference planning process for assembly planning by EVERSHURE. As shown in figure 1, this planning process differentiates between assembly, test and cost planning [24].

![Figure 1 - Planning process by EVERSHURE](image)

From this planning process the necessary information has been derived into data requirements which has to be identified in the manual assembly process. So-called Auto-ID events are introduced as the basis for automated data collection. In this regard, several approaches exist that use similar principles for automatic data collection in the supply chain, but with a more logistic oriented focus [25]. Auto-ID
events are defined as technical or organizational activities in the assembly process, which automate data collection that has previously been collected manually, time-delayed or not been collected at all. This concept distinguishes different types. Based on the planning process by EVERSHEIM and in order to ensure a complete digital image for the assembly recorder, a distinction is made between assembly, workstation, tool and quality events. What these events have in common is that they are arranged at a certain point in the value stream and aim to identify certain components, elements or objects. In addition, different types of Auto-ID events are necessary to create a complete digital image of all activities taking place in a manual assembly process.

3.3 Visualization of the assembly recorder

The concept of the assembly recorder enables the recording of the employee’s activities on the shop floor. The visualization of the assembly recorder takes place in three dimensions: assembly plan, quality inspection and costing. For preparation purposes, the assembly recorder needs to be parameterized to record the assembly task. The required bill of material, available test equipment and other related information are stored within the master data.

The assembly recorder tracks the actual-times of the set-up, assembly, testing and inspection processes and matches them to the right event. To add additional information the employee uses the designated interface which is described below. The quality check is based on the prior test planning and takes place parallel to the assembly processes and the cost controlling, which is based on the actual-time and the master cost rates.

The graphical user interface (GUI) of the assembly recorder is divided into three main areas which is shown in figure 2. The first area displays the assembly and workplan which shows data such as the part-ID or the workstation. The real-time tracker located in the bottom left corner displays the time needed for the tasks performed and is utilized as a tool for comprehension and controlling the employee’s inputs. The cost-controlling area is located on the bottom-right, where the current costs are displayed.

The assembly recorder allows the digital visualization flow of information and enables the documentation of the assembly activities. As a result, a data base is created for the assembly planning of prototypes or future products to be produced in serial production.

4 FIRST CASE STUDY AND BASIC VALIDATION

In the environment of the Aachen Demonstration Factory, a first case study has been carried out to investigate the performance of the assembly recorder under real conditions. The Aachen Demonstration Factory offers the possibility to examine such use cases in a real production environment. To validate the assembly recorder, the production of an electric-driven kart was selected. The production of this kart is characterized as a single and small batch production. Due to a simple and inexpensive implementation a barcode system has been chosen for the validation. The used parts have been equipped with barcodes printed on labels. A wireless barcode scanner was used to capture and transmit the barcodes.

Based on the technology-based recording of the assembly activities on the shop floor, the assembly plan was derived automatically. The effort for quality control was reduced by recording the quality results during the assembly. Moreover, the assembly costs became transparent through the simultaneous cost-controlling. In total, the measured time saving was approximately 29 hours compared to assembly and data collection without the presented assembly recorder.

The concept of technology-based data acquisition in manual assembly with an assembly recorder demonstrated that during the assembly of the prototype all physical assembly activities of the employees could be recorded on the shop floor and a complete assembly plan could be derived. This enables a parallel design of the series process.

5 CONCLUSION

Shorter product life cycles and highly customized products lead to a high number of new products in a short time. Highly iterative product development is designed to handle these challenges. The increasing number of prototypes in a shorter time leads to a disproportionate increase in the effort in assembly planning. As a consequence, the assembly needs to
be planned in a shorter time as well. In order to develop a technology-based approach for manual assembly, existing approaches were identified taking into account derived requirements. Since none of the approaches fully met the derived requirements, the concept of technology-based data acquisition in manual assembly based on the assembly recorder was introduced. First of all, suitable Auto-ID technologies have been selected. Subsequently, a concept for the automated data acquisition has been derived. Finally, the GUI of the assembly recorder was designed. A first validation was carried out in the Aachen demonstration factory. As an overall result, the assembly recorder enables the automatic generation of the entire assembly planning.
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Abstract
In today’s world of manufacturing, it gets increasingly important to supply a product with the right quality as fast as possible for a low price. The Lean Philosophy and its methods is one way to achieve this goal, especially in a world where customer requests get more specific. To satisfy the customer’s demand, short lead times and lean processes are necessary. This paper is about Value Stream Mapping which is a useful method to reduce waste and optimize your processes, which will result in lower lead times and costs. The first part is about the background of Value Stream Mapping and gives a short introduction. In the second part, a practical example of an early stage engine overhauling process by a top in class supplier in South Africa is given, including the optimization of identified potentials by eliminating waste and applying the 5S.

Keywords
Value Stream Mapping, waste, Lean Manufacturing, 5S, optimization

1 INTRODUCTION

1.1 Lean Philosophy
The phrase, Lean Manufacturing, was created by a research group led by J. Womack at the MIT in the late 1980s and early 1990s and has been popular since they published the book “The machine that changed the world” in 1990. They compared Japanese to American companies and found out that the most efficient car manufacturer was the Toyota Motor Company with the Toyota Production System. [1] In a second book, published in 1996: “Lean Thinking: Banish Waste and Create Wealth in Your Corporation”, they exposed the essential principles of the Lean Philosophy. [2]

According to Womack and Jones, there are five essential principles in every lean system:

1. Specify value from the customer’s point of view
2. Identify the value streams and remove waste
3. Create continuous flow in the remaining value streams
4. Allow Customers to pull the products from the value streams
5. Keep improving the process until it is perfect (delivery of pure value and zero waste) [3]

A powerful method to realize step 2: “Identify the value streams and remove waste”, is Value Stream Mapping. A value stream is defined by Rother and Shook in their book “Learning to See - value stream mapping and eliminate Muda” as “all the actions (both value added, and non-value added) currently required to bring a product […] from raw materials into the arms of the customer.” [4]

1.2 Value Stream Mapping
A Value Stream Map visualizes a whole process a product takes: for example, from door to door of a facility or beyond. It is used to identify waste. Everything which doesn't add any value for the customer to the product can be seen as waste and have to be minimized. Additionally, to the process flow, a value stream shows the information and material flow throughout the process, by using fixed symbols and a fixed structure. [4]

The sequence of the Value Stream Map method can be portrayed in five steps:

1. Value stream scope: Determine the value stream to be improved
2. Current state map: Understanding how things currently operate. This is the foundation for the future state
3. Future state map: Redesigning the process according to lean principles
4. Implementation plan: Developing a plan of implementation to realize improvements (what, who, when)
5. Implementation of the improvement plan: The goal of mapping” [5]

1.3 The different types of waste
The seven types of waste or as it is called from its Japan origin Muda, which are supposed to be identified and eliminated in the Lean Philosophy with the help of Value Stream Mapping, are:

• Transport – unnecessary transport of material or people between processes
• Inventory – unneeded raw materials, semi-processed goods or finished goods which are not having value added to it
• Motion - unnecessary transport of material or people within processes
• Waiting – People or parts waiting for the next process steps
• Over-processing – processing over the need of customers’ requirements
• Overproduction – production which produces quicker, faster or more than the customers requires
• Defects – quality defects of the products [6]

According to other sources there are various additional types of waste. Womack says there is another type waste, which is the manufacturing of products, which does not meet the customer’s demand, since value is defined by the customer. [3] Other sources name another type of waste as “Skills”, “Talent” or “Ideas”. It describes the inappropriate use of the employer’s skills, talents and ideas. Examples are, the use of an overqualified worker on an easy task or ignoring the ideas of employers for improvement. [7]

1.4 The 5S Method
The 5S method originally comes from Japan and is used to create a clean, efficient and safe workplace. The method contains five steps which are described by these terms:
• “Seiri” – Sort
• “Seiton” – Set in order
• “Seiso” – Shine
• “Seiketsu” – Standardize
• “Shitsuke” – Sustain [8]

A workplace in which 5S is applied and taken seriously will have positive effects on many levels of the company. For example, the lead time will be reduced, because of shorter transport times and less time for searching materials or tools. Another benefit could be more, space which increases safety and provides more comfort.

But, as with every Lean Method, it will only be improving the company and its processes in a long-term point of view when taken seriously and if it’s implemented in the company’s philosophy and worker’s mind-sets.

2 VALUE STREAM MAPPING: A PRACTICAL EXAMPLE
As a practical example of Value Stream Mapping and the elimination of waste, a process in one of the leading manufacturing and overhauling companies for diesel engines in South Africa was observed. Their main business is doing full overhauls of big diesel engines for ships, trains, mining vehicles and engines for power generation. The observed process is an early stage process, in which a long block is used for the overhauling process. A long block is an almost finished engine excluding various parts which are, for example, electrical components, exhaust and intake components, fuel pumps and further components. It contains the full assembled block, usually including cylinder heads, the camshaft, the crankshaft and a lot of other components. By using this already overhauled long block, the lead time of an overhauling process can be shortened, since only the missing parts have to be removed from the customer’s engine. The older long block is overhauled later in a different process. The process can start once the customer’s engine arrives. The engine gets stripped down to long block level and the re-usable parts are cleaned and overhauled, while others are replaced. After the assembly is done to the customer’s specifications, the engine gets painted and dyno tested.

The difficulties in this process is the wide variety of the different specifications: even if all the engines use the same long block, it is necessary to deliver the right parts for fitting the specification specific components at the right time within the process.

The value for the customer in this process is mainly focused on short lead times and a good quality since an engine, which is not on the road because of overhauling or repair, costs them money every hour.

2.1 Current state map
In this stage of the observed process, parts of the planned process were not done, because the customer’s engine was not re-used. With Value Stream Mapping, five optimization potentials have been identified (see Figure 1):

1. Waiting time between the unpacking and preservation
2. Waiting time between the preservation and the part picking
3. Time between start of part picking and the start of the assembly
4. The assembly processes
5. Waiting time between assembly and test bench

In the next step, there is a closer look on the reason for a long waiting time or a delay to work out a reasonable way to optimize the process. Parts of the process, where waste or an optimization potential was observed, are marked with a “kaizen-burst” and numbered.
2.2 Elimination of waste and optimization

2.2.1 First Kaizen-Burst – Waiting time between unpacking and preservation:

Problem: The ValueStream analysis showed that there was a long waiting time between the unpacking and the preservation of the Long Block which will be used for the overhauling process. The main reason for that was a misunderstanding of the scope of supply of the Long Block. The Production Management thought that the Long Block would be already preserved with a coating to prevent corrosion, unfortunately this was not the case. It took some time to get the right coating and to ensure the painting quality.

Solution: This problem can be solved by a safety stock of the right coating, since the long block will be delivered without coating in the future as well.

2.2.2 Second Kaizen-Burst – Long part sorting time

Problem: One main problem of the analysed process was a very long sorting time. In the usual overhauling processes, the workshop gets supplied with all the parts from the logistics office all at once. The parts get picked and are moved with a trolley into the workshop without any order. After that, the mechanics double check that all the parts from the picklist are supplied with the help of a transfer list. Afterwards, the mechanics sort all their parts by the different assembly groups in the shelves. We found this process to be very inefficient, as the same parts are moved around at least three times before they reach their destination in the shelves and it’s very exhausting to check, by hand, where one of the over 1000 different parts will be used on the engine, especially for small parts, such as screws and washers. Additionally, there were parts missing, which caused more delay without adding any value to the product.

Solution: To eliminate this waste of transport and to reorganize the process in a lean way, it makes sense to connect the picking process part in logistics with the part that sorts them into the shelves. Like that, the logistics worker puts the parts directly into the right spot in the shelves instead of a normal trolley to avoid this transport step. In the end, the shelves can be
moved into the assembly bay. To shorten the process of ordering, additional information on the picklist is needed. This additional information is the assembly group which tells the logistics worker where to put the part in the shelves. This information can be easily obtained from the order and, like that, the picking order can be used for sorting instead of just ignoring it.

To be able to find a better solution to this problem, a 3D CAD model of the current assembly bay was created (see Figure 2):

To optimize and reorganize the assembly bay, the 5S method was applied on the old layout (see Figure 3):

1. **Sort**: Every unnecessary item was removed from the bay, due to space optimization in the shelves and too much shelf space in general; as a result, “Cage 2” and “Cage 3” could be removed from the bay.

2. **Set in Order**: In this step, the necessary components were rearranged in a rational and safe way. To ensure easy accessibility to all the components, which must be removed from or moved into the bay, they are now positioned close to the shop floor side. Like this, all the crates can easily be moved into the bay with a forklift and the engine can be moved in and out without moving any shelves. To ensure workers’ safety, there are no components placed in front of the stands. The shelves are rearranged close to the engine and they will carry the parts which are used on this side of the engine. They will also be modified with dividers to ensure that every part has a place and that spares cannot get mixed up during the assembly process, to prevent long searching times.

![Figure 2 - Current value stream map](image)

![Figure 3 - Optimized assembly bay layout, created with CATIA V5](image)
3. **Shine**: During the observation of the assembly process, the working place was usually clean, and this point wasn’t a big problem. However, the removal of packaging and crates should be done immediately, and this was not always the case.

4. **Standardize**: To ensure consistency of the first 3S’s, all the components in the bay will be labelled as part of this bay and with its designation. Pictures of the correct bay layout will be suspended to the walls of the bay.

5. **Sustain**: Audits for safety, which also contain 5S aspects, are done on a regular basis. The result is a much cleaner and safer assembly bay which is also optimized for an easy material flow.

2.2.4 **Fourth Kaizen-Burst – Waiting time between assembly and the test bench**

**Problem**: A long waiting time between the assembly and the testing of the engine on the dyno was caused by issues with the re-programming of the Engine Control Unit (ECU). Since it is not possible to run the engine without ECU, it was necessary to delay the testing until the problem was solved.

**Solution**: To lower the likelihood that such an event occurs again, the assembly order of the parts could be changed. It makes sense to assemble parts which are needed for the dyno testing first to ensure that all parts are working and available. The ECU should be programmed already when the customer engines arrive, and it must be done before the assembly starts. Another problem at this point of the process could be the availability of the test bench. Testing an engine takes at least one day and there are several engines tested every month. Daily communication between the mechanics, who does the assembly and the production, controls who manages the time scheduling for the test bench and is necessary to ensure that the test bench is available once the assembly is finished.

2.3 **Future state map:**

By comparing the Current State Map and the Future State Map, a possible reduction of the total lead time of 55 days and 7 hours to 30 days can be observed. The value-added time improves from 25 days and 5 hours to 21 days and 5 hours. A long-term goal should be an increase of the process flow by reducing the waiting times between the different steps. [9]

![Figure 4 - Future value stream map](image-url)
3 CONCLUSION

In general, Value Stream Mapping is a very powerful method to identify optimization potentials and to optimize. Its main benefit is the view on the whole process, which will let you understand where the critical steps are and will give you an idea how to improve these. [10,11]

Another advantage is the customer orientated definition of value used with Value Stream Mapping. With this perspective in mind, the improvements will not only save costs, but they will also bring you closer to fulfil what the customer wants. Due to the standardized symbols and easy layout of the map, it is possible to work on it in a team and to easily exchange results.

Problems with the method that were observed in this process, were with displaying parallel processes properly in the map. It is also very time consuming to gather the data for the current state map, but by considering the optimization potentials which can be achieved, it is worth it. Though applying value stream mapping itself will not guarantee successful improvements, it is necessary to combine it with other lean tools and methods and to integrate lean thinking into the whole company.
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Abstract
The rising demand for customer innovated products causes an increasing complexity within production systems. Autonomous control systems (ACS) are recommended to deal with this complexity by distributed problem solving. The use of ACS is subject to fulfilling three fundamental requirements (identification, localisation, communication). This approach focuses the requirement communication and agents as an enabler within an alternative, non-ID-based ACS. To develop a suiting agent system, various methods have been developed. Each approach focuses on different conditions and later on tasks of the system. By defining requirements and conditions for attribute-based autonomous control systems, existing planning methods are analysed for their suitability. Based on this analysis, a method is selected and adapted to the specific development of ACS. The analysis and the resulting adapted method are presented within this paper.
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1 INTRODUCTION
With increasing product diversity and market dynamics, companies are facing new market challenges. Shorter innovation cycles, customised products and highly fluctuating demands rise the complexity, which is no longer manageable with hierarchical architectures in production [1] [2]. One approach to master the complexity are autonomous manufacturing systems. Autonomous control requires the identification of all system elements [3, 4]. The object identification is typically performed indirect, which is based on additional data carriers and causes additional costs (e.g. RFID-tags). To avoid these carrier objects can be identified directly based on their attributes. Thereby, agent-based approaches are recommended to enable communication within this heterarchic modelled system. The agents are used as a virtual representation of the production components. Agent systems, as well as the agents themselves, require a detailed planning to ensure their functionality [5]. Different methods for planning and developing agent systems have been developed, each suit for specific tasks and environments [6]. However, the alternative autonomous control based on an direct object identification has not been focused yet. The definition of required additional functions and capabilities of agents in this scenario has to be performed. First, an introduction of autonomous control and agent planning methods is given.

2 AUTONOMOUS CONTROL SYSTEMS
In autonomous control systems, objects and machines are enabled to communicate and take decisions on their own [7]. For an autonomous control, the following criteria need to be fulfilled: identification, localisation and communication.

2.1 Identification
“Identifying means recognising, labelling or addressing an object within its scope using the required features” [8]. There exist two different types of identification procedures: indirect and direct identification [9]. Within indirect identification, objects are labelled with an ID to recognise them and read their data. Examples of indirect techniques are barcode and RFID-systems. Direct identification is based on an object’s attributes. Therefore, no additional data tag is required. Exemplary attributes are colour, shape, size and weight of the object [9]. These can be recognised by sensors of the production system and compared with attributes in a database for unique identification.

2.2 Localisation
For an autonomous control, the location of the object is one of the most important parameters for further processing [3]. One approach is the use of indoor-GPS combined with Auto-ID-techniques, in which a parallel localisation is possible [10]. Another opportunity is a constant saving of an object’s location and an update after every movement. Within the attribute based autonomous control approach, handling devices update the position and ensure a constant tracking of each object.

2.3 Communication
Communication serves to exchange information and represents a central requirement in autonomous production systems [4]. An approach to enable the communication of objects and machines in a production...
system is to bind them to a virtual component that handles the interactions. For this purpose, several experts recommend the use of agents as a virtual twin [11]. Procedural communication, black-board-systems and message-based communication are several techniques for agents to communicate [12]. Within the procedural communication, components interact by calling another’s procedure. A procedure is a particular program and has input parameters to detail a request and return parameter to respond [13]. The blackboard is a data store in blackboard-systems. Components access, read and modify the data store to share information, data and knowledge [13]. For agent systems, an agent writes information into the blackboard which can be read by another agent [14]. Optional coordinating components can verify the accesses to the blackboard and filter relevant information.

The concept of message-based communication takes place via the direct exchange of messages between two virtual components, also called sender and receiver. This type of communication is not fixed; objects can send messages to several recipients. Multicast messages have a limited number of known receivers while in broadcast messages the receivers and their number are unknown [15].

3 AGENT PLANNING METHODS

In agent-based ACSs agents represent objects and resources. The resulting multi-agent systems are an association of agents that interact and pursue specific goals. The capabilities of an agent system are beyond the individual capabilities or knowledge of the individual agents because subtasks can be performed by multiple agents at the same time [16]. The overall functionalities of the system and its performance is mainly depending on its structure, which has to be specifically planned.

The purpose of a development method is to assist the developer in his planning and development tasks throughout the software development process [16]. The basic structure of a development method consists of the analysis phase, the rough and detailed design as well as the implementation and test phase [16]. There are more than 80 different methods available for agent system planning grouped in knowledge-based and agent-oriented approaches [6]. Object-oriented as an extension of agent-oriented approaches use three data structures, referring to agents BDI-architecture [16]. The current state of the agent stored in agent’s beliefs (B). The agent’s core desire (D) defining its behaviour and goals is stored in the targets. Intentions (I) and plans are hierarchical procedures implemented to achieve the goals of the agent. The consideration of theses structures by software developers enables a standardization, which refers to the design rules of the Foundation for Intelligent Physical Agents (FIPA).

Exemplary development methods are PASSI [17], Aspects [18], Mobmas [19] and Zeus [20]. These methods are suited for a general development of agent systems. Regarding the development of an agent system for an attribute based ACS, specific criteria have to be fulfilled. Besides the integration of specific agent tasks for the autonomous control the application of the method has to take place in an early planning stage of the production itself [21]. Therefore, the user of the method is probably not a software engineer but a factory planner. For this reason, the planning steps have to be simplified by integrating expert knowledge in different development tools. Furthermore, the development should be partially automated to reduce the complexity for the methods user. Existing development methods require a software developer and thus specific knowledge of the user.

4 PLANNING AND CONFIGURATION OF AGENT SYSTEMS

In the following sections the analysis of the existing methods and the adapted method are presented.

4.1 Development of the method

The method for planning and configuration of agent systems is systematically developed by using the Munich method model (MMM). The model provides an approach for developing a methodology for a specific use case and contains four phases [22]: Clarifying method’s use, selecting suitable method, adapting method and applying method.

To clarify the method’s use the first step is to define conditions of the method and to clarify the desired output of the procedure to be developed. In this case, the design of an agent-oriented autonomous control system for a production system based on a direct identification is the desired final output. Specific descriptions of the system are needed to derive the required system requirements. Furthermore, the product corridor and the type of products that are manufactured have to be known [21]. This knowledge includes production processes and product-specific quantities. This information is required for the definition of roles and agents.

Usually, agent systems are created by software developers [5]. In order to take advantage of an early planning phase, the method is more likely to be used by factory planners, at least initially. For this reason, a great deal of expert knowledge has to be integrated into the method.

To select a suitable method regarding the described use-case, evaluation criteria first have to be defined. Categorised evaluation criteria enable a structured evaluation. Exemplary rating categories are general, domain-related, design-related, system-related, flexibility-related and process-related criteria [16, 23]. In addition, the analysis of supporting tools is highly relevant for the selection.
From the perspective of autonomous control, not all evaluation criteria are relevant. In the following, a distinction is made and evaluated between general and autonomous control specific criteria. In agreement with experts and using a pairwise comparison, the criteria were weighted. An extract of the most important criteria out of the two categories is listed and described below. General criteria are:

**Communication** is an important part of agent systems. It examines the modelling of communication and how communication protocols and languages are taken into account.

**Implementation** evaluates the effort required to convert the models and diagrams created in the method into program code.

**Reusability** examines whether models, diagrams or elements can be stored so that they can be reused in subsequent projects, making them easier to implement.

Criteria regarding autonomous control:

**Flexibility** refers to the variety of agent’s behaviours. In attribute-based autonomous control, agents possess the communication initiative. Hence, proactive agents are needed. To realise a suited behaviour in different production situations further characteristics of agents are required (e.g., selfish, cooperative).

**Roles** describe representatives of various production elements that enable production control through their negotiations. This criterion examines how the development method supports the definition, presentation and description of agent roles.

**Abstraction level**: The distinction of objects is based on object attributes. Resulting of the different attributes, agents have different configurations. It examines how the method supports agent modelling at agent-level (single view) and system-level (overall view). Due to the very large number of existing development methods, the evaluation focus on methods being used in the field of production control.

<table>
<thead>
<tr>
<th>Method</th>
<th>Communication</th>
<th>Flexibility</th>
<th>Reusability</th>
<th>Specific knowledge</th>
<th>Tool support</th>
<th>Value of benefit</th>
</tr>
</thead>
<tbody>
<tr>
<td>PASSI</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Aspects</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Mobmas</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Zeus</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1 - Extract of method’s evaluation

PASSI is the most suitable method, followed by Aspects [18], Mobmas [19] and Zeus [20]. PASSI is very well documented in the literature and thus has a high level of comprehensibility. Furthermore, it is tested in a variety of applications and based on the UML notations and standards, which leads to a good acceptance of the method within an industrial environment [24]. PASSI supports the common features of an agent system (e.g., modelling communication, ontology and roles) and contains agent’s design on different levels (agent- and system-level). The multi-level design is especially important due to the variety of system elements and their high connectivity in production systems. For this reason, the method tailored to the application is based on the process steps of PASSI but does not completely adopt them.

The results of the step adapting method are presented in chapter 4.2, while the method’s application is beyond the scope of this paper.

### 4.2 Structure of the method

The procedure of the developed method, which is shown in Figure 1, splits in the three main phases Analysis, Design and Implementation. These phases correspond to the planning and configuration phases of PASSI. The individual phases enable a purposeful approach. However, as in PASSI it is possible to proceed iteratively. Therefore, especially the definition of clear in- and outputs of all sub phases has been focused.

![Figure 1 - Procedure of the method](image)

The analysis phase starts with a first requirements analysis. On this basis the system is first roughly planned and after that in detail. This procedure corresponds to the factory planning process [25] and thus simplifies the utilization of the information generated there. The subsequent design phase is based on the agents in the system. In this case, as in PASSI, a multi-agent view and a single agent view is distinguished. The implementation phase finally includes the implementation and testing of the system. In the following, the phases are explained in detail.

Table 1 contains an extract of the evaluation of the existing methods regarding the development of an ACS. The full evaluation contained twenty methods. The individual score of the criteria (good - 2, okay - 1, bad - 0) multiplied by their weight corresponds to the value of the benefit.
4.2.1 Analysis phase

Input variables of the requirement analysis are production tasks (pre-planning) and the derived target concept (target planning) of factory planning. Also, various checklists are available to the developer for the requirements definition.

The analysis starts with a description of the goals of the production system. These are derived from the goals defined by management in factory planning. Based on the goal descriptions of the previous step, the technical requirements of the system are defined. Here, a distinction is made between functional requirements (what shall the system do) and non-functional requirements (how shall the system act). To facilitate this step, the developer can select different requirements from an already existing requirement pool. These requirements partially result of the alternatives regarding the production layout. In case of several parallel connected systems it is recommended to implement egoistic agents to increase to workload. The consequent requirement is the ability of an agent framework to involve egoistic agent behaviours. In the final step of the phase, functional and non-functional requirements are gathered in a list, which is finally checked by the involved developers. The overall outputs of this phase are target descriptions and a list summarising all functional and non-functional requirements.

The agent system rough planning defines the syntax and the structure of the agent system related to the production. The function determination, the manufacturing process and the flowchart of the rough planning of factory planning form the input. Furthermore, the developer has various checklists available for the definition of system functions and the selection of a framework.

First of all the system functions are derived from the list of requirements created in the previous phase. A checklist simplifies this process step and ensures complete recording of the data. In the next step, interfaces and additional functions are defined (e.g., user interface, interfaces to handling devices). The developer is also supported by a list of predefined interfaces and functions. Subsequently, the functions are compared with the data of factory planning to check them for completeness. In the final step of the phase, a suitable framework is chosen to support the development of the system. The selection of the framework is depending on the system functions and is supported through a predefined but extendable list of frameworks.

Results of the agent system rough planning are descriptions of the identified system functions as well as descriptions of interfaces and additional functions. In addition, a suitable framework for the development will be selected during this phase.

The agent system detail planning is used to define the system in detail. Roles, agents and tasks are defined. The required information from previous phases and the parallel factory are the resource list incl. requirements, the interaction processes, the determined functions and the products incl. properties. First, the elements of the production system are identified and categorised. Subsequently agent roles are defined related to the identified groups. Each role has to fulfil specific functions [5]. Predefined roles for production elements in an ACS are integrated, which can be adapted and extended. For further simplification, a tool is available to create roles and automatically convert them into program code without specific knowledge about agent systems and programming skills (see Figure 2).

To create the code the user has to determine the agents type. He can choose between physical and virtual agents. In case of a physical agent a dropdown list appears to choose between products and various resources within the production system. Depending on the resource several main and additional preconfigured tasks appear.

![Objectagent](image)

<table>
<thead>
<tr>
<th>Agent type</th>
<th>Physical agent</th>
<th>general description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical component</td>
<td>Workpiece</td>
<td></td>
</tr>
<tr>
<td>Tasks</td>
<td>Main tasks</td>
<td>registration</td>
</tr>
<tr>
<td></td>
<td>additional tasks</td>
<td>send identification attributes</td>
</tr>
<tr>
<td>Behaviour</td>
<td>Rule-based</td>
<td>FIFO</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LIFO</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Interactions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transportagent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Machineagent</td>
</tr>
<tr>
<td></td>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>size weight</td>
</tr>
</tbody>
</table>

Figure 2 - Code Generator

An analysis of manufacturing processes, following in italics, is the basis for the preconfigured role models. Depending on a resource’s manufacturing process, its virtual component has corresponding tasks. Primary forming implies the creation of a new object [26]. Therefore, a new agent has to be initialised. Primary forming agents have the task to create agents incl. their parameters and register them in the agent platform. Reshaping changes the shape of the body [26]. Corresponding agents need the ability to update other agents. In case an object is separated, one agent needs an update and another one has to be initialised or reactivated. The opposite process is Joining [26]. In this process, objects are put together. Hence, the agents have to be combined. Either by de-registering both agents and initialising a new agent, or by integrating one agent into the other, which leads to an update.

After the configuration is complete the user has to select a framework. Once the role is finished, it can be transformed into program code by a button. Roles are displayed in a UML-based role diagram with their dependencies. Depending on the produc-
tion program and the previously defined roles, the required agents are identified. Subsequently, tasks of the individual agents are specified and described using an activity diagram (UML). At the conclusion of this phase, the identified agents are assigned to the previously defined agent roles. For this, an agent pool is available, which contains all roles with the associated agents and eases the development of the agent classes by using predefined program templates (e.g., parameter, methods) which can be adopted for the agent classes and further specified. The templates focus on the use of Jade as an agent framework. Jade fulfills all FIPA rules and has a good performance [24, 27]. Therefore, it is very well suited for the use in an ACS. In case another framework is predefined or chosen due to specific properties of the production, it is necessary to adapt the syntax.

Descriptions of the system components, roles, agents and their tasks are the generated output of this phase. Further results are the role diagram and the generated agent pool.

4.2.2 Design phase

The design phase starts with the agent design at multi-agent level. The goal of this phase is to describe the process of the system and to work out required interactions between agents.

By clarifying relations within the later on production system using structure diagrams (UML) the required interactions are determined. Based on the identified interactions, the next step is to develop communication scenarios for each interaction and define the content language. It determines the minimum number of messages needed for interaction. This number depends on the chosen communication technique (see chapter 2.3). Afterwards, the developer has to detail every message regarding potential receivers, content and the ontology, which defines the vocabulary of the agents and describe the interaction protocol using sequence diagrams (UML).

Main output of this phase is a fully and standardised documented system incl. structure, communication and interaction protocols.

Within single-agent-design, agents are considered individually. Agent’s tasks descriptions and the agent pool are the fundamental input.

To define the inner structure using the agent tasks descriptions and the agent pool is the first step of this phase. It describes which parameters, methods and internal classes an agent needs to fulfill his tasks. Subsequently, the inner processes of an agent are modelled using an activity diagram (UML). The previous defined communication protocols are implemented as function blocks.

The output is the amount of specified agents whose structure and procedure are documented in UML diagrams.

4.2.3 Implementation phase

The final implementation phase of the method involves a complete implementation of the production system as well as a testing phase. As input, the generated UML diagrams, system descriptions and the prepared code are used.

The preconfigured program code is completed by inserting specific parameters. Placeholders and leading comments are integrated for this purpose of simplifying the code completion. After finishing the system and agent implementation, the developer programs different configurations to test the system. To evaluate the test runs another tool is available. It enables to determine the following values for each agent role (see Figure 3). The total time represents the time an agent has been registered in the system. Other relevant timespans are the transport, processing and waiting time, which divide the total time in value- and non-value-adding sections. Using these sections enables to calculate the workload of each component.

The output of this final phase are the program code and its documentation as well as the evaluation of the test runs.

5 SUMMARY AND OUTLOOK

The presented procedure supports the development of an agent system as a major component of an attribute-based autonomous control. The use of the MIM lead to PASSI as basic method. The created checklists and especially the semi-automated role and code generation enable non-experts to create a testable agent system. The consideration of different agent levels allows both the individuality of production elements and their complex relationships to be considered during the development.

Next step is the extension of the various tools and resources regarding other Frameworks. In addition, an extension of the code generator by integrating the various UML diagrams even more into the process of programming is conceivable.
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Abstract
Increasing flexibility, greater transparency and faster adaptability play a key role in the development of future intralogistics. Ever-changing environmental conditions require easy extensibility and modifiability of existing bin systems. This research project explores approaches to transfer the Internet of Things (IoT) paradigm to intralogistics. This allows a synchronization of the material and information flow. The bin is enabled by the implementation of adequate hardware and software components to capture, store, process and forward data to selected system subscribers. Monitoring the processes in the intralogistics by means of the smart bin system ensures the implementation of appropriate actions in case of defined deviations. By using explorative expert interviews with representatives from the automotive and pharmaceutical industries, seven practical application scenarios were defined. On this basis, the requirements of smart bin systems were examined. For each individual case of application, a system model was created in order to obtain an overview of the system components and thus reveal similarities and differences. Based on the similarities of the system models, a general requirement profile was derived. After the hardware components of the bin system had been determined, a utility analysis was carried out to find the adequate IoT software. The utility analysis was conducted with a focus on data acquisition and data transfer, data storage, data analysis, data presentation as well as authorization management and data security. The results show that there is great interest in easily expandable and modifiable bin systems, as in all cases, the necessary information flow in the existing bin system has to be improved by means of new IoT hardware and software components.
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1 INTRODUCTION

Many companies intend to optimize certain parts of their intralogistics network, and thus their service processes face a variety of technical and business challenges [1, 2]. Of particular interest is the management of bins, including the planning, controlling and monitoring of bins and inventories. The non-transparent flow of material, bins and information, the lack of consistent object acquisition, the unreliable acquisition of bins, missing real-time related data and the shortage of visual support for work processes pose challenges in bin management [3]. According to a study by the Institute of Computer Science and Society at the University of Freiburg regarding the introduction of smart bins, the following obstacles are considered major challenges [4, 5].

According to the survey, 68% of the companies identified the complex integration into cross-company business processes as a central challenge. In addition, the integration into the existing IT infrastructure is perceived by 55% and into the internal business processes by 48% of the participants as a major hurdle. Furthermore, half of the companies do not see the possibility of measuring the benefits of innovative bin systems (50 %) [4, 5].

Integrated bin systems, which generate data at a field level by means of appropriate sensors and actuators and forward the information to the superordinate planning and control systems, hardly exist in intralogistics. A more detailed classification of the role of data in the provision of operational services can be found in a white paper published by Otto et al. [6].

According to Strassner and Fleisch [7] automation must be enhanced in order to reduce manual workload in intralogistics. However, it must be noted that potential savings through the implementation of innovative technologies decrease as the level of automation increases. Figure 2 shows the correlation between costs incurred depending on the degree of automation. The costs are divided into IT costs, workload and potential costs resulting from errors.

A potential benefit of smart bin systems is the increase in process quality, since fewer errors can occur compared to manual processes and permanently automated processes are possible [8]. In the case of less automated processes, e.g. where the use of other Auto ID technologies does not work, savings in labour can exceed the costs of a smart bin system. In this case, the optimum level of automation, without taking into account the potential costs resulting from errors (marked in Figure 1 with 1), is where the sum of the workload and IT costs is minimal. In addition, high potential costs resulting from errors can justify a higher degree of automation. The optimum degree of automation (marked in Figure 1 with 2) is where the sum of all displayed costs is minimal.
2 LITERATURE REVIEW

The following sections provide an accurate classification of the terminology used in this paper. In addition, it shows which literature is used as basis.

2.1 Definition of smart bin and smart bin system

The term smart bin used in this research project includes the two definitions given by Bogatu [9]:

- Tagged bin: A reusable bin that can be uniquely identified by means of an AutoID technology and that can receive, store and communicate the relevant process data autonomously, but not entirely without external influence.

- Smart bin: This includes and extends a tagged bin. A smart bin can record process-related information as well as mechanical and hygienic bin conditions independently or through an external influence. At the same time, the bin is able to evaluate both the data received from outside and the data generated independently, to enrich it with further information and to transmit it to the outside via several communication channels.

According to Böhm et al. [10] and Ropohl [11] a smart bin system is a:

- business information system
- socio-technical (human-machine) system in which the system element “machine” consists of the smart bin and the associated supporting IT infrastructure, while the system element “human” includes the employees participating directly in the logistical processes as well as the management who are responsible for the implementation and improvement of logistics processes.

In addition, its primary purpose is to support the planning and operational execution as well as the management levels in the logistics division.

2.2 Classification of smart bin systems

The development towards smart products and objects raises the question of an objective system for the evaluation and classification of the level of intelligence. A system described by Tüllmann et al. to determine the level of intelligence of products and objects has been further developed by the authors into a morphological box as shown in Figure 2 [12]. By means of this modified system, it is possible to evaluate and compare the developed smart bin systems.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Alternative</th>
<th>Degree of intelligence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Identification and</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>smart data processing</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>B Memory</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>C Interaction /</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Communication</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>D Additional services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E Control system /</td>
<td></td>
<td></td>
</tr>
<tr>
<td>monitoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F Networking</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2 - Morphological box for the classification of Smart Bin systems based on Tüllmann et al. [12]

3 CONDUCTING THE EXPLORATORY STUDY

By using explorative expert interviews with representatives from the automotive and pharmaceutical industries, seven practical application scenarios have been defined. On this basis, the requirements of smart bin systems are investigated. For each individual case of application, a system model is then created in order to obtain an overview of the system components and thus reveal the similarities and differences. Based on the similarities of the system models, a general requirement profile has been derived. After the hardware components of the bin system have been determined, a utility analysis is carried out to find the adequate IoT software.

3.1 Practical application scenarios based on expert interviews

Seven experts were interviewed in an approximately one-hour telephone interview. Four of the experts represent the automotive industry and three the pharmaceutical industry. In the selection process, it was ensured that the expert had a background in the strategic management of intralogistics. The main focus of the interview guideline was on improvement potential in bin management, strategic implementation and technological realisation. A particular focus of the present paper is on application scenarios of the automotive (ASA) and pharmaceutical (ASP) industries in Germany.
This is due to the fact that the German automotive industry is of great significance for the German as well as the European economy. The number of logistics processes in the automotive industry has been increasing for years. The main goal of automobile companies is to optimize the flow of information between manufacturers, suppliers and logistics service providers. Companies need transparency throughout the entire ordering and delivery process. [13]

The pharmaceutical industry is the third largest industry in Germany after the automotive and mechanical engineering industries (in terms of sales figures). However, the net value added per employee is the highest. The pharmaceutical industry is growing largely independently of economic development and has a high research intensity and innovation pressure because it is an industry of highest complexity. [14, 15]

3.1.1 ASA 1: Monitoring of C-parts
ASA1 describes an application scenario in which bins are stored in drawers of cabinet systems. The C-parts in the bins are monitored. Bins for which monitoring is required are equipped with camera and indoor localization module, MCU, RFID tag and battery. If a minimum stock level is reached, an automatic message is sent to the warehouse keeper. Hence, it is a consumption- and order-dependent parts procurement.

3.1.2 ASA 2: Condition monitoring in after-sales
This application scenario focuses on the monitoring of high-quality spare parts in after-sales. The primary concern is shock and temperature monitoring as well as theft protection. In addition, the tracking of spare parts from the storage compartment to packaging and preparation for shipment is to be guaranteed. This ensures that on-time delivery can be met. In other words, it monitors whether the part is leaving the plant on time and undamaged after receiving the order.

3.1.3 ASA 3: Tracking of sequence containers
The bin system is used to track empties in the assembly hall to counteract the shortage of sequence containers in supply centers. The sequence containers are stocked in the supply centers with the parts depending on the sequence of the assembly line. The sequence containers are then transported to the corresponding assembly line by a tugger train. The cycle times at the assembly line can be controlled by the use of an indoor localization system. In addition, there is an increased flow of information for the tugger train drivers. The part picking is monitored to obtain additional information on how long the individual assembly step takes and when all parts are taken out to return the sequence container.

3.1.4 ASA 4: Tracking of assembly line stoppers
In ASA4, parts, which are essential for the further assembly of the vehicle, are monitored separately. The purpose is to be constantly informed about the condition and position of the highest priority parts. In addition, the number of stored parts (safety stock) shall be reduced due to the increased flow of information. This enables a position monitoring and an insight into whether the parts are at the correct assembly station.

3.1.5 ASP 5: Condition monitoring of drugs
The first application scenario in the pharmaceutical industry describes the monitoring of drugs, which react sensitively to temperature, pressure and humidity. In addition to room monitoring of the drug storage area, bin monitoring is to be introduced for selected bins. A selective monitoring and recording of environmental changes is possible. In addition, a seamless monitoring of drugs outside the drug storage, like in the dispatch department, is becoming feasible.

3.1.6 ASP 6: Process control & safety in service
The next application scenario of the pharmaceutical industry is the repair of instruments from the Healthcare and Pharma sector. When the instruments are delivered, it is uncertain whether sterilization has already been done. For this reason, the instruments are assigned to a bin with neutral color at goods receipt. The respective process step is indicated or changed optically via a display on the bin. The normal warehouse goods are stored in bins with a blue display, for hazardous goods yellow is used, high-risk goods are marked red and the instruments, which have already been evaluated and cleaned, are marked green. Additional indoor tracking ensures that high-risk goods are handled quickly and correctly. In addition, it guarantees that a complete proof of the process chain can be shown at Medical Devices article audits.

3.1.7 ASP 7: Storage of pharmaceuticals based on action and warning limits
Pharmaceuticals, which are particularly sensitive to temperature, are stored in different bins depending on action and warning limits. A pharmaceutical is a drug used as a medically active ingredient in the manufacturing process of a drug [16]. If a predefined limit is exceeded or not reached, the system displays the necessary action to the manager. If the action is not executed on time and the limit has been exceeded or undercut for too long, the system displays a warning and the pharmaceuticals must be discarded. Managers have the authorizations to make changes/entries in the system. They receive action and warning messages to take appropriate actions.

3.2 Derivation of industry-specific requirements
After evaluating the industry-specific requirements, it is striking that the focus in the automotive industry is on bin management and tracking. Filling level measurement, which means the monitoring of a certain minimum stock level, also represents an
important factor. The function of indoor localization is mainly used to monitor process time and adherence to delivery dates.

In the pharmaceutical industry, however, the focus is on environmental monitoring. The continuous recording and storage of process information is particularly important for regularly scheduled audits. If certain environmental parameters are not met, the corresponding action messages must be sent to the responsible employees.

The evaluation of the expert interviews shows that a modular design of the bin system is required in both industries. This makes it possible to modify the smart bin system and adapt it to other circumstances. Furthermore, in the experts’ opinion it is important that the module is not firmly integrated into the bin. This allows to equip only certain bins of a bin cycle with the module and to remove the module when the bin is leaving the company and a supply chain monitoring is not required. Another important component is the location-independent use. This mainly concerns the energy supply.

3.3 Hardware selection

The following sections provide a detailed technology selection and the development of a first prototype.

3.3.1 Technology selection

Before the experts were contacted, potential technologies were selected based on an internet research. The technologies highlighted in grey in Tables 1-5 are the selection of technologies that experts consider to be the most appropriate for the use in an operating environment.

| Integrated camera | Table 4 - Selection of technologies for filling level measurement |
| Weight sensors | |
| Infrared light barrier | |

| Temperature monitoring | |
| Pressure monitoring | |
| Shock monitoring | |
| Humidity monitoring | |

Table 5 - Selection of additional sensors

3.3.2 Outcome of the hardware selection

A first prototype, using the selected technologies, was realized with the Raspberry Pi Zero as shown in Figure 3 [17]. Further variants investigated in the course of this project were the Arduino uno, NodeMCU and ZF Tagfinder with deTAGtive TAGs, [18, 19, 20] However, the Raspberry pi zero proved to be the most suitable solution due to the BlueDot sensors available, the CSI camera connector on the board, the WiFi and Bluetooth LE module and the very low energy consumption. Furthermore, the Raspberry pi zero is compatible with the Losant IoT platform described later in this paper.

![Figure 3 - Setup of the smart bin module](image)

3.4 Utility analysis in order to identify suitable software

The utility analysis aims to identify potential software solutions for the industry-specific applications as described beforehand. By analyzing the platforms available on the IoT market, the work done can serve as a decision-making guide in the selection of a suitable IoT platform. Depending on the application and prioritisation, the benefit analysis can be adapted. However, not all possible platforms are examined. Due to the growing number of products on the IoT market, only the major IT companies are considered in the analysis. In addition, the IoT platform must be well established on the IoT market for a certain period of time.
3.4.1 Conducting the utility analysis

The following selection of IoT platforms is examined in more detail in the course of the paper: PTC ThingWorx, Bosch IoT Suite, IBM Bluemix IoT Zone, HPE Universal IoT Platform, Oracle IoT Cloud Service and Losant IoT Platform.

The necessary expertise for the analysis is accomplished by means of Internet research, telephone calls with qualified employees and, if possible, by means of testing using trial versions provided. The analysis of the IoT platforms is carried out on the basis of the following four categories shown in Table 6. The individual categories are divided into more detailed requirements. According to the categories and requirements in Table 6, the IoT platforms are analyzed for advantages and disadvantages, followed by a pairwise comparison and a utility value analysis.

<table>
<thead>
<tr>
<th>Data acquisition and transfer</th>
<th>1. M2M device integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Integration of environmental data (e.g. production plan)</td>
<td></td>
</tr>
<tr>
<td>3. Integration of IT systems</td>
<td></td>
</tr>
<tr>
<td>4. Transformation of data for filtering of certain information out of raw data (ETL process)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data analysis and processing</th>
<th>1. High compatibility in handling data volumes and diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Finding trends and patterns</td>
<td></td>
</tr>
<tr>
<td>3. Monitoring and reporting</td>
<td></td>
</tr>
<tr>
<td>4. Alarm functions (e.g. SMS)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data presentation via user interface (GUI)</th>
<th>1. User-friendly end-user GUI for presentation of information</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. User-friendly admin GUI (extending IoT platform)</td>
<td></td>
</tr>
<tr>
<td>3. Integration of PC or Tablet</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Authorization management, data security and protection</th>
<th>1. Encrypted transmission technologies to prevent intruders</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. User and role concept</td>
<td></td>
</tr>
<tr>
<td>3. Adherence of data privacy</td>
<td></td>
</tr>
<tr>
<td>4. Structure of license model</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 - Defined categories with corresponding requirements

3.4.2 Outcome of the utility analysis

If the requirements, elaborated application scenarios and hardware selection are taken into account, the Losant IoT platform performs best with 6.4 out of 10 points. This value includes the weighting of the individual requirements determined in a previous pair wise comparison. The final results of the utility analysis are illustrated in Figure 4.

4 CONCLUSIONS AND OUTLOOK

This paper provides an overview regarding the introduction of smart bin systems for companies in the automotive and pharmaceutical industries. A possible solution is approached from an operative point of view. Based on expert interviews, possible application scenarios and the corresponding requirement profiles were derived. This enabled a targeted technology and subsequent hardware selection. Afterwards, a suitable software was selected by means of an adaptable utility analysis. The methodology presented in this paper can be adapted to specific application scenarios and requirement profiles. The results of the internet research and expert interviews indicated great interest in expandable and modifiable bin systems.

In the next steps of the research project, the prototype will be introduced to the Logistics Learning Factory (LLF) of Reutlingen University for validation. In the LLF environment, the defined requirement profiles will be examined and evaluated in more detail. In this way, the specified requirements can be assessed in terms of their relevance and implementation potential. Furthermore, previously unrecognized requirements for the functionality of the smart bin system are to be reassessed. At the same time, the prototype should point out the limits of the smart bin system and form the basis for further research projects.
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Approach and Tools for Business Model Development in Context of Industry 4.0
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Abstract
Due to Industry 4.0, the full value creation has the chance to undergo a fundamental technological transformation, the realization of which, however, requires the commitment of every company for its own benefit. The new approaches of Industry 4.0 are often hardly evaluated, let alone proven, so that SMEs in particular often cannot properly estimate the potentials and risks, and often waiting too long with the migration towards Industry 4.0. In addition, they often do not pursue an integrated concept in order to identify possible potentials through changes in their business models. As part of the research project “GEN-I 4.0 – Geschäftsmodell-Entwicklung für die Industrie 4.0”, the ESB Business School at Reutlingen University of Applied Sciences and the Fraunhofer Institute for Industrial Engineering and Organization FHI IAO were engaged by the Baden-Württemberg Foundation from 2016 to 2018 to develop tools and an approach how the local economy can develop digital business models for itself in a methodical, beneficial and targeted manner. Through international analyses and interviews GEN-I 4.0 gained and concretized the knowledge required for the evaluation and selection of solutions and approaches for the transfer to develop digital business models. Together with the know-how of the project partners on Industry 4.0 and business model development, the findings were incorporated into the development of two software tools with which SMEs are shown the potentials of Industry 4.0 for their individual business model, online and in self-assessment, and given a comprehensive, structured concrete approach to development, as well as their individual risk. Users of the tools are supported by the selected platform for the networking of different players to implement innovative business models accompanied by coaching concepts for the companies in the follow-up and implementation of the assessment results.
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1 INTRODUCTION
The manufacturing industry and business-related services, which make a significant contribution to the economic success of the state of Baden-Württemberg [1], were missing at the time of application valid methods for individual potential assessment, transfer formats that facilitate access to research facilities and results for companies and support them in evaluation and implementation of digital business models [2, 3, 4]. On the research side, only the BMF project GEMINI was initialized in the addressed field of research at the beginning of 2016, which tries to develop a complex set of instruments for the development of business models in the context of Industry 4.0 for completely new business ideas [5]. The migration of existing business models, as is the case of GEN-I 4.0, was not in the focus. Methods, which support companies in the evolution of their processes and business models towards Industry 4.0, had to be able to include the broad spectrum of emerging technologies and to correlate them with the already existing individual value creation drivers and the existing process and technology maturity levels and to additionally formulate a target state for the future business model and a realistic and step-by-step path leading there.

A clear description of the elements and the development of business models for Industry 4.0 was completely missing at the time of application. While the GEN-I4.0 project was able to address numerous mentioned deficits from the point of view of the state of the art in science and technology as part of its work program, other research institutes and consulting firms have also significantly intensified their activities with regard to digital business models. In the meantime, the RWTH Aachen University, the University of Potsdam, the University of Bayreuth and the Quadriga Hochschule Berlin are offering courses, seminars and, in some cases, entire study courses on the subject of business models and digital transformation [6]. The Industry 4.0 platform operated by the VDI set up a working group for digital business models in 2018 to "analyse the use cases available on the market and develop [...] building blocks, mechanisms and typologies" [7] - a task that the GEN-I4.0 project has already completed.

At the same time, the level of industrial implementation in relation to digital business models has not followed the same trend during the project period. Thus Riemensperger et.al [8] reports under the title "Digital business models without business" that industrial companies, similar to the findings of the
GEN-I4.0 project team, on average still do not generate any significant revenues from digitisation activities and digital business models. To this extent, Kreimeier [9] also reports, likewise in line with the findings of this project, that the majority of manufacturing companies have now appointed and allocated digitisation managers and budgets, "but only a few companies see the possibility of penetrating new business fields. [...] "New business models would [...] have no priority" [8] names too intensive involvement of management in day-to-day business as an obstacle to dealing with new business models - but at least reports on the need for further training programs on the subject of business model modelling.

2 PROJECT AND RESEARCH GOALS

The creation of value in Germany has the chance of a fundamental technological change through Industry 4.0, the realization of which, however, requires the commitment of every company to develop its individual potential. The new approaches of Industry 4.0 are often hardly evaluated, not to mention proven, so that especially SMEs lack not only an overview but also knowledge regarding their interaction, their potentials and risks. They therefore run the risk of waiting too long with the migration towards Industry 4.0, of not pursuing a holistic concept or of not dealing with possible changes in the business model in a structured way.

2.1 Project description

For exactly this purpose, GEN-I 4.0 gained and specified the knowledge required for the evaluation and selection of solutions and approaches for the transfer into digital business models through national and international analyses and interviews. It is integrated together with the know-how of the project partners on Industry 4.0 and on business model development in two software tools, with which SMEs are shown the potential of Industry 4.0 for their individual business model online and in self-assessment and can so determine a structured, concrete way to develop it and determine their individual risk. The users of the tools are informed and networked through a community platform and continuous transfer events. Ultimately, they also benefit from a coaching program that supports them in implementing the results from the application of the developed tools.

2.2 Research Goals

The individual elements to be developed are components of a holistic approach for the transformation or further development of existing business models on the basis of so-called enabling technologies in classical industries of significant relevance to the economic performance of Baden-Württemberg. This approach is flanked by networking events and workshops for the evaluation and dissemination of the developed tools and methods, for the networking of know-how providers in the individual enabling technologies as well as for the competence development in further methods generally relevant for the development of business models. The result is a validated, evaluated and disseminated repertoire of tools to support a methodical and structured approach to the digitisation of existing business models. According to the project proposal, the overriding objectives can be summarized as follows:

- Creating understanding of what characterizes successful business models. Not only the respective business model itself is relevant, but also its specific ecosystem (regional aspects, partners from research, investors, politics, associations, etc.).
- Development and validation of an online self-assessment and risk management tool.
- Provision of a platform for the networking of different players for the realization of innovative business models and coaching of companies in the follow-up and implementation of assessment results.

This paper presents the approaches and research results regarding the cascade, self-assessment tool, the web-based information and networking platform as well as the holistic approach model.

3 RESEARCH APPROACH AND RESULTS

Founded by Baden-Württemberg Stiftung gGmbH from 2016 till 2018 the following research work with corresponding results were carried out.

3.1 Create understanding for digital business models

The first research work focused on the research and identification of typical starting points and approaches for the digitalisation of a business model as well as the identification of technologies whose possibilities and potentials for the digitalisation of the business model are based on. In a first step, 94 already available German and English studies, white papers, strategy papers, dossiers, articles, lecture papers and book chapters related to Industry 4.0 and digitalisation were catalogued and analysed for the processing. By a qualitative literature analysis of the material with the help of the analysis software MaxQDA it was possible to identify (127) relevant technology terms in the context of Industry 4.0. In the second step, the general significance of these Industry 4.0 technologies was first examined using a software-supported quantitative frequency analysis.

Subsequently, a cascading technology model (see Figure 1) could be derived and developed, which consists of basic technologies and methods, tools/devices, concepts and approaches, use cases and business models. For this purpose, the identified technology terms were subjected to classification due to their fundamental reciprocal inconsistency and can now be described as follows: Numerous identified terms can be assigned to the group of basic
Initially, this survey proved that the business models of the companies interviewed can all be assigned to the generic I4.0 concepts identified as relevant to the business model in the initial research findings. The complete results of the study are published at https://www.digitale-geschaeftsmodelle-bw.de.

3.2 “GEN-I Scheme” a penetration degree model

In the first step, existing maturity models for the description of Industry 4.0 or digitisation maturity were examined. Based on the analysis, it was possible to develop an adapted, six-level penetration degree model based on the Forrester IoT model and validate it on the basis of the (35) digital business models examined (see figure 2).

The model is based on the finding that as the degree of digitisation increases, the relative position of the original physical products in relation to the digitally provided service share of the total value added decreases – i.e. the product significance decreases and the relevance to digitisation increases. In extreme cases, the physical product would then be obsolete, and the original (product) service can be provided purely service-based and digitally. In mixed forms, product and service act as ‘service bundles’ - digital services can represent value-added services complementary to a physical product, for example, or the product becomes a pure platform for the provision of services, as in the case of a smartphone, but is increasingly relegated to the background. With the help of the penetration degree model, it is possible to classify companies and the associated business model according to the degree of digitisation or to gain orientation when developing a new business model. Experience has shown, however, that the complete digitisation of the business model is diametrically opposed to the continued interest of every producing company and should certainly not be pursued as a self-purpose for the sake of digitisation. In this respect, the ‘ideal’ degree of digitisation must be determined methodically. In addition to the (12) identified concepts for digital business models in the
Industry 4.0 context, repetitive archetypes could also be identified, such as those described by the Business Model Innovation Lab of the University of St. Gallen. For example, the St. Gallen archetype “Leverage customer data” is a regular core element of the Industry 4.0 concept “Big Data”, the archetypes “Guaranteed availability” and “Pay-per-use” are an essential component of the “Everything-as-a-Service” concept. The archetypes “user designed” and “mass customization” can be found in the Industry 4.0 concept “individualization/personalization”. The business model archetypes “crowdsourcing” and “crowdfunding”, on the other hand, are components of examined business models that follow the “Community & Open Innovation” concept. This suggests that digital business models do not necessarily differ conceptually from conventional service-oriented business models, but only that the performance is digital.

3.3 Self-Assessment Tool

In order to reduce obstacles for companies in the analysis of their own potentials with regard to the digitalisation of their business model and to offer concrete support in the design of business model options, two concrete software tools (Self-Assessment Tool and Risk Management) were developed, validated and evaluated in this project step. This paper deals in detail with the Self-Assessment Tool.

As described in 3.1, a total of (12) relevant Industry 4.0 concepts relevant to the business model could be identified at the time of the study. The aim of the self-assessment tool is to determine the potential suitability of these concepts for the user (or his company) through a structured questioning process in order to develop and implement new digital business models based on them. The first of the two approaches for business model development outlined in the technology cascade (see Figure 1) was used. The aim here is not to configure and deliver to the user a comprehensive proposal for the digitalisation of the business model, but rather to give thematically oriented impulses, hints and food for thought for their own further intensification with the respective Industry 4.0 concept.

For this purpose, criteria have been developed for each Industry 4.0 concept, on the basis of which the suitability can be tested, as well as a question process, comprising a total of (27) questions, which determines whether these criteria apply to it. After its conception in the .NET framework, the tool was implemented by a software service provider (see figure 3).

The question logic covers the question categories: company, enabler technologies as well as customer relationship, utilization concept and service. Building on this, the correlation between answer characteristics and potential suitability of the individual Industry 4.0 concepts is then implemented, which ultimately indicates the concepts depending on the answers given by the user.

During the development and design of the Self-Assessment Tool, the main focus was on an independent, i.e. intuitive, usability and at the same time universal validity of the tool.

![Figure 3 - Self-Assessment Tool](image)

As a result, after completion of the self-assessment tool (which is available on the online platform), the user will also get optically highlighted those Industry 4.0 concepts, which are most interesting for him on the basis of the questions answered. These highlighted concepts of the Self-Assessment Tool are directly linked to the online platform (3.4) of the project (see figure 4). The online platform provides in-depth information on each of the Industry 4.0 concepts and suitable good practice examples from industry. The user thus has the opportunity to expand his knowledge with regard to the proposed Industry 4.0 concepts and receives further impulses for a possible digitalisation of the business model.

The tool could be extensively tested during networking events as well as in the context of company coaching. On the basis of the test results and experiences, the self-assessment tool was optimized with regard to question logic and optics.

3.4 Online-Platform

The online platform is based on a comprehensive concept, which was developed to enable companies to collaborate situationally with all members or participants of their individual “ecosystem”. So-called communities can be formed for this purpose, which can be staffed within or across companies. Individual communities can be merged and also separated again, for example to interact briefly for idea generation processes. The functionality of a community follows the idea of a smartphone, on which “apps” can be installed and later removed as required. These apps can be used for data exchange, discussion, brainstorming, appointment coordination or media visualization.

The basic technical framework and the provision are provided by INNO-FOCUS Business Consulting GmbH. With the help of the platform, innovation projects can be handled efficiently, the people
involved can be networked and informed, and knowledge can be shared and multiplied. The online platform (see Figure 4) thus also acts as a link between self-assessment and the risk management tool by making it possible to document initial ideas for new business models resulting from the use of the self-assessment tool and to further detail them, including the relevant stakeholders, until they can be modelled with their attributes in the risk management tool. Essential functions of the platform include forums, document management, survey tools, event planning, calendar, ideas.

Furthermore, good practices are available to the users of the platform (30), through which initial impulses for ideas for business model digitisation are given and are linked with the self-assessment tool. In addition, the self-assessment tool and the risk management tool were integrated into the start page after log-in and are therefore freely accessible to all users of the online platform. Furthermore, a separate area was created for each of the (13) identified Industry 4.0 concepts, in which specific information and documents for knowledge transfer are stored. The use of the platform has shown that it makes a functional contribution to the solution of subtasks along a business model development process, but cannot completely substitute the immersive and creative processes that take place in the context of idea-finding workshops, interdisciplinary discussions and haptic prototyping. In this respect, the platform represents a multifunctional tool for situational project support and documentation in addition to real development processes.

3.5 Holistic approach

Through the networking and testing events, it became clear that the individual elements developed, such as the cascade, the GENI scheme, the tools and the platform can only fully develop their potential if they are embedded in a holistic approach. In the holistic approach, the developed elements were combined with the approach of Design Thinking and the Business Canvas model.

In the first step, users (companies) can intuitively assess the individual potential of a company using the self-assessment tool for their company. To support the further idea development process, the online platform with industry-specific success stories and concept-specific information is available to the users.

![Figure 4 - Platform (www.digitale-geschaeftsmodelle-bw.de)](image)

Figure 4 - Platform (www.digitale-geschaeftsmodelle-bw.de)

Furthermore, good practices are available to the users of the platform (30), through which initial impulses for ideas for business model digitisation are given and are linked with the self-assessment tool. In addition, the self-assessment tool and the risk management tool were integrated into the start page after log-in and are therefore freely accessible to all users of the online platform. Furthermore, a separate area was created for each of the (13) identified Industry 4.0 concepts, in which specific information and documents for knowledge transfer are stored. The use of the platform has shown that it makes a functional contribution to the solution of subtasks along a business model development process, but cannot completely substitute the immersive and creative processes that take place in the context of idea-finding workshops, interdisciplinary discussions and haptic prototyping. In this respect, the platform represents a multifunctional tool for situational project support and documentation in addition to real development processes.

4 CONCLUSIONS

The developed individual tools as well as the manifold findings and research results represent the components of a holistic and in this form a new approach for Business Model Development in Context of Industry 4.0. The results of the research could be made clear and experienced in different intensities for a multitude of companies and interested parties. In addition, it became apparent that the elements cannot be applied to any company, but that they provide suitable results, especially for companies with physical products or physical production - which, however, also corresponds to the target group of the research work in the GEN-I4.0 project.

The dynamics of the thematic in the field of research is also shown by the fact that additional new...
technologies, such as crypto currencies, machine learning and artificial intelligence, were at times also strongly discussed with regard to their impact on business models. This highlights the need for continuous adaptation of the results achieved.

5 OUTLOOK
As described in Chapter 3.5, the developed approach will be used in the further year 2018 as well as in 2019 in additional events within the transfer activities of the »Reutlinger Zentrum Industrie 4.0« under the motto "From the region for the future" for further validation and optimization of the research results. New technologies with an influence on digital business models will be analysed and integrated into the individual elements. In this way, the achievement of the overriding goals of the applied research project GEN-14.0, i.e. to offer SMEs effective support in business model development and at the same time to create awareness of the importance of digital business models, can be sustained.

6 ACKNOWLEDGEMENTS
We acknowledge the cooperation of the Fraunhofer IAO, Stuttgart Germany and would like to express our gratitude for the support of the Baden-Württemberg Stiftung gGmbH in enabling this research work.

7 REFERENCES
[5] Bundesministerium für Wirtschaft und Energie, AUTONOMIK für Industrie 4.0, 2016, [online]

8 BIOGRAPHY
Vera Hummel, Prof. Dr.-Ing., Dipl.-Ing.(FH), has been a professor at the ESB Business School, Reutlingen University since 2010. She is a founding member of the “International Association on Learning Factories IALF” and the initiator and head of the “ESB Logistics Learning Factory” on the campus of Reutlingen University. Head of Reutlinger Zentrum für Industrie 4.0 (RZI 4.0).

Marc Guldin (BSc.) is a research associate at ESB Business School and part of the research, training and consultant group Reutlinger Zentrum für Industrie 4.0 (RZI 4.0). His major field of research is the design and implementation of digital business models as well as the know-how transfer and development in companies for the implementation of Industry 4.0 solutions.
Internet Platform for the Implementation of Industry 4.0 in SMEs

C.Cevirgen¹, D.Herberger¹, S.Schenk², P.Nyhuis¹
¹Institute of Production Systems and Logistics, Leibniz University Hanover, Germany
²GREAN GmbH, Hanover, Germany

Abstract
Manufacturing enterprises are faced with major technological changes due to Industry 4.0, which influence the whole competition. New information and communication technologies link enterprises, people, machines and are creating new potential in the manufacturing sector. Large enterprises have the opportunity to entrust own divisions, who efficiently introduce new technologies into their production operations. However, small- and medium-sized enterprises (SMEs) are limited in their ability to introduce Industry 4.0 because of their financial and human capacities. As SMEs cover a significant part of the productive economy, it is imperative that they do not lose touch with these industrial changes despite their difficult starting position. Existing approaches to support the implementation of Industry 4.0 in SMEs rely on consulting services or software tools, which are often cost-intensive and generic in nature. These approaches are only partially applicable for SMEs, since external consultants and generic software approaches do not fully take the individual development status of SMEs into account. In order to meet current and future market requirements for the production and logistics processes of SMEs, new approaches must be developed that support each SME in the implementation of Industry 4.0 according to its individual possibilities and objectives and therefore close the gap in existing approaches. An internet-based platform, in which the user gets information and explanation of measures for a sustainable production, can support the implementation of Industry 4.0. Particularly decisive for the success of a platform is the didactic preparation of the platform content, so that no prior knowledge is required from the user and that the effort of using the platform kept to a minimum. This article gives a brief summary of the structured procedure for creating a project platform that closes the research gap. Based on the scientific approach, an internet-based demonstrator is going to be developed that will individually assist SMEs in the implementation of Industry 4.0 in the future.
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1 INTRODUCTION AND NEED FOR RESEARCH
The implementation of Industry 4.0 requires not only the development of new technologies, but also the efficient and targeted introduction into the enterprises. For example this includes new information and communication technologies (such as decentralised networked sensor technology), which provide information in real time and are seen as a basic prerequisite for Industry 4.0 [1]. The integration of such technologies enables the development of innovative business models as well as significant optimisation potentials in production and logistics [2, 3]. Due to the limited financial and personnel resources small and medium-sized enterprises (SMEs) face an immense challenge when implementing Industry 4.0. For this reason, the majority of SMEs are still approaching Industry 4.0 very cautiously [3–6]. So far, only about five percent of German SMEs are comprehensively networked and only one in three SMEs deals with Industry 4.0 [5]. It is obvious that the spread of Industry 4.0 depends on the size of the enterprise. In addition, other factors such as the sector or the enterprise strategy are also decisive, which is why all enterprises have different levels of maturity (development status) regarding to digitally supported production [1, 7, 8]. Therefore, each enterprise has its own framework conditions, which is to consider when successfully implementing Industry 4.0. As a result, it should be noted that the implementation of a high-end solution (e.g. fully networked, intelligent systems) is not meaningful or effective for all enterprises. In particular, SMEs can achieve a considerable increase in productivity with a small investment through the successively implementation of low-end solutions (cost-effective and easy-to- implement approaches).

As SMEs cover a significant proportion of the industrial sector [9], it is important to ensure in the future that they do not lose the connection to digitisation. Therefore, the Centre for European Economic Research recommends, that small and medium-sized enterprises need to be more aware of the possibilities offered by digitisation by using best practice examples [10]. Enterprises and especially SMEs need support that requires only minimal prior
knowledge and little effort in use (low threshold) in order to advance the implementation of Industry 4.0. Table 1 gives an overview of some relevant Industry 4.0 implementation projects initiated by various programmes (as far as the results are known today). Twelve projects were examined with regard to their addressing of a cross-sector application, competence development, the conception and/or communication of introduction strategies, the provision of the results on a platform for self-application as well as the integration of enterprise-specific solution approaches.

This overview shows that no project exists yet which addresses all of the mentioned criteria. Furthermore, the existing projects are limited to the provision of information and support by external consultants, which are in conclusion cost-intensive or a too generic approach. This research gap shows that new approaches must be developed that support each SME in the implementation of Industry 4.0 according to its individual possibilities and objectives.

Table 1 - Overview of relevant research projects [2, 11, 12]

<table>
<thead>
<tr>
<th>Subject</th>
<th>Cross-sector application</th>
<th>Competence development</th>
<th>Introduction strategy</th>
<th>Platform for self-application</th>
<th>Enterprise-specific solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMBF: IWEPRO</td>
<td>● ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>BMBF: BiMo, SE, TTvor</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>BMBF: TA, BMWi: APPsist</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>BMBF: SO, VorZug BMWi: GEMINI</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
<tr>
<td>BMWi: Plattform i40</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
<td>○ ○ ○ ○ ○</td>
</tr>
</tbody>
</table>

○ not addressed  ● partly addressed  ● core issue

2 IDEA TO CLOSE RESEARCH GAP

This article illustrates the development of a low-threshold, internet-based project platform to better promote the introduction and implementation of Industry 4.0 in SMEs. In this context, low threshold means that the users do not have to rely on prior knowledge, nor does it involve a great deal of effort to use the platform or to obtain relevant information. The basic preliminary considerations for a platform for the introduction and implementation of Industry 4.0 adapted to SMEs are illustrated in Figure 1.

In order to achieve the best possible adaptation to the needs of SMEs, the enterprises are guided first through a questionnaire to describe their general situation and to determine their degree of maturity on the platform (Figure 1). This includes, for example, the industry affiliation, the enterprise size, possible problems as well as the digitisation maturity in different areas of the enterprise. For the creation of the maturity level model, numerous preliminary works can be used [7, 8, 13], in order to develop a model adapted to the platform. The result of the maturity level determination, which is handed out automatically to the enterprises, represents a structured, comprehensible and descriptive overview of the actual situation. Based on this, SMEs are provided with an individual guideline for the targeted.
introduction and implementation of Industry 4.0 in their own enterprise. This contains promising measures for the improvement of the development conditions, for the enterprise relevant information about technologies, procedures and principles of Industry 4.0, selected methods and tools, various best practice examples, necessary milestones for the introduction, helpful video tutorials, linkage to suitable training courses and seminars as well as the collected experience knowledge of the platform users.

The last step of the process is the use of the knowledge to transfer the recommended measures into the enterprise. The implementation can be launched independently by the enterprise or by the use of a support area (see Figure 1). In this support area external consultants further increase the efficiency of the application through additional explanations and their experience. Following the implementation phase, a new actual state is reached, whereupon the iterative process can be run through again.

Generally understandable and comprehensible explanations of the questionnaire, the action guideline and the associated contents help to sensitise enterprises to the topic of Industry 4.0 and to point out relevant contexts (such as the necessity of lean production for the successful implementation of Industry 4.0) [14–16].

These explanations, supplemented with a clear and intuitive structure of the online presence, are essential for a low-threshold and simple use of the project platform by the employees of SMEs. Another benefit is the direct qualification of the employees, which plays a decisive role for the successful introduction and implementation of Industry 4.0 in the enterprise [17, 18]. Among other things, the difficulty lies in creating the necessary technological openness and allowing employees to participate in the introduction of approaches and solutions [19, 20]. The video tutorials offered on the platform support not only the detailed explanations of the methods but also the tools and contexts. A clear visualisation of the contents increases the acceptance of the employees and thus integrates them fully into the change process. A clear structure, a clear and appealing visualisation as well as clear and comprehensible explanations are necessary in order to fulfil the prerequisite of low threshold.

3 PROCEDURE MODEL OF THE INTERNET PLATFORM

In order to achieve the required results, six sub-steps are needed. Figure 2 visualises each step. In addition, the steps are described in detail below.

| Step 1: Identification of Industry 4.0 framework conditions in SMEs
| Step 2: Development of a maturity level model for the assessment of the Industry 4.0 capability of SMEs
| Step 3: Generation of target-oriented measures to increase the level of development
| Step 4: Didactic preparation of contents and measures
| Step 5: Transfer of the project results to a low-threshold project platform
| Step 6: Validation of the systematics

Figure 2 - Procedure model to reach the objective

In step 1, relevant requirements, applications, methods and tools of Industry 4.0 for SMEs are identified. In addition, the company areas influenced by Industry 4.0 as well as fields of action (e.g. production, logistics, business models) are detected. A status quo check is conducted on the current development status of Industry 4.0 in SMEs and on measures that are already implemented to increase the maturity level. The information required for this will be determined by expert interviews with actors from industry, by technology scouting and by literature research and prepared accordingly. The experience knowledge available from the project partners is used to supplement all of the information. In step 2, the results from the first step are transferred into a maturity level model. This model classifies SMEs according to their stage of maturity (from "the basic prerequisite for the implementation..."
functions are checked for completeness and administrators. Subsequently, all contents and used smoothly by both users and system the platform run without errors and that they can be enabled to integrate. This layout can then be filled with layout for the platform is first designed, which should

In combination of associated measures (step 3). By critically questioning the procedures, the measures are specified and reflected on defined maturity levels. Missing measures are developed by the project partners, described comprehensively and also assigned to the maturity levels. Subsequently, the measures as well as the related fields of action and maturity levels are analysed with regard to their interactions. The results are then described and clearly visualised (e.g. in cause-effect diagrams).

In step 4, the identified, relevant contents for the project platform (step 1), such as practical examples, methods, tools and principles of Industry 4.0, are explained and visualised. In video tutorials, animations and diagrams, the contents are made accessible to users in a simple, clear and comprehensible way. It is important, that neither prior knowledge nor a large amount of effort is necessary in order to make the collected knowledge accessible on the platform. The measures collected in step 3, their benefits and the steps necessary to implement them are prepared didactically in order to integrate them in a clear way into the platform. Subsequently, a framework for action guidelines will be developed, which, will be filled company-specifically and distributed to the platform users by evaluating the potentials in the maturity model (step 2) and the combination of associated measures (step 3).

In step 5, a content empty, structured and clear layout for the platform is first designed, which should enable intuitive use. This layout can then be filled with the generated contents of the first four steps. The necessary links between the questionnaire, the maturity model, the associated measures and the framework of the action guide are created so that the user is automatically provided with a company-specific action guide. The contents on the platform are supplemented by a support area for consultants from science and/or practice as well as various forums for the users. In order to ensure applicability and practicability, IT experts may be involved to support the project partners.

Finally, a general system test is carried out in step 6. This ensures that the defined service components in the platform run without errors and that they can be used smoothly by both users and system administrators. Subsequently, all contents and functions are checked for completeness and conformity. Internal case studies support the identification and elimination of errors. Finally, external case studies are conducted with practitioners to simulate as many different use cases as possible. Identified errors are corrected iteratively in all validation steps. At the end of the procedure, the user release takes place.

4 SUMMARY AND OUTLOOK

Due to personnel and financial constraints, SMEs face an immense challenge in taking their first steps towards Industry 4.0 on their own. In order to meet current and future market requirements, it is essential for SMEs to participate in the industrial change process. For this reason, the presented procedure for an internet-based project platform has been developed to promote the introduction and implementation of Industry 4.0. Neither specific prior knowledge nor a great deal of effort is required to use the platform.

In principle, the elaborated internet-related project platform can represent a solution for a successful implementation of Industry 4.0 in SMEs. The entire procedure is being developed at the Institute of Production Systems and Logistics at Leibniz University Hanover. Currently, the project is in the early development phase. First results regarding the technology scouting and the maturity model are available and have to be coordinated with the appropriate improvement measures. First concepts for the didactic preparation have already been discussed. This preliminary work still has to be compiled into an overall concept. Finally, the results must be validated in close cooperation with industrial partners and converted into an internet-based demonstrator.
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Industry 4.0 and Digitalisation of Production Systems – How Remote Control of Robots and other Mechatronic Systems Can Contribute
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Abstract
It is expected that ongoing digitalisation will drive the merger between the manufacturing world and the internet world, possibly leading to a next industrial revolution, currently called “Industry 4.0”. The driving forces behind this development are new business opportunities and competition advantages arising from mass production customisation as well as rapid individual product development and manufacturing. Key factors of the development towards Industry 4.0 are discussed. Threats and opportunities arising from these developments for future production are discussed. Actual examples from real-time customized manufacturing of consumer products are given. As mechatronic systems and industrial robots are widely used in manufacturing and in particular in assembly, it is discussed how they can be connected to and used in digitalised industrial systems. Different examples of remote controlled systems are presented, like remote controlled KUKA robot for handling and quality control, PLC-controlled equipment, drive systems, FESTO handling system and others. The architecture of an assembly cell is presented, where industrial robots are set-up for batch-one production or can directly receive control / production information on-line and in real-time over the factory network. Methods for remote maintenance and monitoring of systems over the internet and production operator support over the internet are presented as well.

Keywords
Digitalisation of production, reconfigurable manufacturing systems, remote control

1 INTRODUCTION
The term ‘Industry 4.0’ was generated with the intention to describe the possible 4th industrial revolution which might be implemented by the ‘digitalisation’ of a wide range of industrial and production processes. The term digitalisation itself is not a very fortunate wording since e.g. digital control, data processing and even computer controlled manufacturing is well-established since many decades. However, the term has become widespread and is obviously used to describe the introduction and application of advanced digital methods in the industrial context. Networking plays a major role in digitalisation, therefore the merger of the internet world with the industrial world is considered to be one important part of the new developments.

2 KEY ELEMENTS, OPPORTUNITIES AND RISKS ARISING FROM DIGITALISATION OF PRODUCTION
2.1 Digitalisation of production – some key elements
It is still difficult to give an exact definition of Industry 4.0 and digitalisation of production. It rather makes sense to summarise some characteristic elements, which include [1], [2]:

• Merger of the Internet world and the production world.
• New methods of human-system-interaction, including online services more or less directly linked to production.
• Rapid connection of and rapid communication between (embedded) components, systems, users, including in particular physical components and systems.
• Distributed intelligence and, up to a certain extent, autonomous behavior of subsystems.
• Digitalisation throughout the complete supply chain.

Digitalisation of production can make use of Cyber Physical Systems (CPS), software representation of physical products and systems (digital twins), collecting and processing of big amount of data (big data), Internet of Things (IoT) up to Internet of Everything (IoE).

2.2 Opportunities, consequences and risks
One major driver behind digitalisation in industry are many new business opportunities, which are expected and might be sparked by the commercial success of online companies in the consumer sector such as Amazon.
2.2.1 Mass product customisation / rapid individual product development and manufacturing

Expected benefits of digitalisation in industry are competition advantages by individualisation of products at short notice and at costs comparable or not tremendously higher compared to mass products. Additionally, some customers may even be prepared to spend extra money if they get individualised products (see example of sports shoe customization below). Individualisation of production is either based on further customisation of mass products (development and manufacturing of those) or will make use of new rapid development methods and new rapid production methods (like e.g. Additive Manufacturing equipment, 3D printers).

Figure 1 – Application scenario from consumer products: Individualised sports shoe production

Figure 1 shows an example of such a procedure from sport shoe production: Design of individual features, like colour, logo or print on the shoes during the customer’s visit and probing of the shoe in the shoe shop (or if one wants to buy with the risk of not-fitting shoes) at the own personal end device (PC, tablet, smart phone) using internet-based software of the shoe manufacturer. Immediate production of the individualised pair of shoes at the production plant and fast shipping by courier to the customer.

2.2.2 Rapid development and highly reconfigurable manufacturing and assembly equipment

It becomes obvious that customisation or individual product manufacturing requires rapid development methods as well as a new range of flexibility of production systems.

Rapid development can either be achieved by selection from pre-defined options (basically as it is done during the ordering process of a new car), or by integration of customer's elements or at least customisable elements (like a logo on a product or the size of a garment, or the size of furniture, or whatever other feature).

With respect to production systems, unfortunately the basic relation between flexibility and costs is that flexibility tends to be expensive. One reason is that highly flexible systems are much more complex than mass production systems. There are a lot of examples: mass production systems are highly specialised and tuned to very low cycle time. On the other hand flexible robots, e.g. with vision systems, tend to be more expensive and slower in cycle time. The key to success in future will be to reduce production costs of individualised products. One appropriate measure can be to reduce the time for system reconfiguration or even for new set-up of production systems (see 'factory-in-a-day' project [3]).

Looking to the assembly section of production systems, there are a number of components which offer a new range of flexibility. One example for highly reconfigurable equipment is the BOSCH APAS robot and manufacturing system. APAS consists of a mobile robot arm which can easily and rapidly be placed e.g. at an assembly spot and which allows fast and user friendly programming.

Since humans still provide a maximum of flexibility in production, the focus on human-machine interaction and collaboration becomes once more very important. The number of robots designed for human-robot collaborations was highly increasing over the last years. Examples are the Universal Robot types, KUKA iiwaa, ABB YuMi.

Even the previously mentioned APAS robot is covered by a sensor skin which protects both human and robot in case of collisions. The system forms therefore a step also in the direction of flexible human-robot collaboration.

2.2.3 Risks and crucial factors for success of digitalisation

It becomes obvious that Industry 4.0 leads to considerably increased complexity. Additionally to complexity, the following issues seem to be major risks and are often hurdles of digitalisation in production:

- Data security,
- physical system safety,
- customer acceptance,
- human qualification issues,
- investments and costs.

seem to be major risks and are not seldom hurdles of digitalisation in production. Consequently, key issues for the (technical and commercial) success might be:

- Data and communication protection,
- protection of physical production equipment and systems against damage caused by unauthorized or incorrectly generated procedures,
- standardisation (e.g. of reference models, interfacing etc.),
- reduction of complexity and implementation of convenient functions for users, development of easy-to-use online services.
The implemented examples of digitalisation detailed in the following sections include also some examples how to overcome one or the other of these hurdles.

3 INCREASING AND DRIVING FLEXIBILITY OF PRODUCTION: METHODS FOR AND OF DIGITALISATION

3.1 Production equipment and the Internet

Figure 2 shows the general approach of human-machine interaction over the internet. This was implemented in one of our laboratories. More than 10 physical systems, including industrial robots, handling systems, drives, PLC-controlled and other equipment can be accessed, observed by interactive web-cams and even controlled over the internet [4].

![Diagram](image_url)

**Figure 2** – General scenario of implemented internet access to production equipment

Here, we are in particular interested in some of the described key issues of digitalisation, namely

- the protection of physical production equipment and systems against damage caused by unauthorised or incorrectly generated procedures,
- the reduction of complexity and implementation of convenient functions for users and development of easy-to-use online services.

Therefore the implementation allows access

- from everywhere,
- at any time,
- by anybody.

In particular, to allow access by anybody is the major challenge with respect to the physical systems' safety, because this includes no protection by password or the like, and allows access for completely unknown users.

To learn more about system protection, the method we apply are different access levels for the users, depending on the features of the different systems. In one example (handling system) we allow full graphical and text-oriented user programming via the internet because in this case there is no danger of mechanical collision with the environment.
1. Customisation (flexibility limited to part family).
2. Convertibility (design for functionality changes).
3. Scalability (design for capacity changes).
4. Modularity (components are modular).
5. Integrability (interfaces for rapid integration).
6. Diagnosability (design for easy diagnostics).

In order to be able to fulfill these points, networkable systems, which have access to a company-wide interconnected information network, are necessary.

4 IMPLEMENTED EXAMPLE FOR HIGHLY FLEXIBLE PRODUCT CONFIGURATION AND ASSEMBLY

4.1 Concept for customising and assembling a multivariant product

4.1.1 Customisable mass product

The product used is a city scooter with some interchangeable parts. E.g. different colored parts can influence the appearance of the scooter. It is also possible to adapt the product to customer requirements by selecting different wheels or add optional accessories like a mobile phone holder. To get an overview of the possible variants, a tree-structure of the scooter product family was created as shown in figure 3 using the presentation scheme of [10]. The total number of possible product variants results from the number of feature variants of each functional requirement. With our selection options, the total number of variants is 256.

![Figure 3](image)

Figure 3 – Excerpt from the Product Family tree of the scooter

4.1.2 Front-end, backend and Database

Because JavaScript (JS) is one of the most popular programming languages [11] of the last years and almost the only one in the Front-end area [12], we decided to use the MEAN stack. This consists of the following components:

- **MongoDB** - NoSQL Database which stores the data in JSON (JavaScript Object Notation) like format.
- **Express.js** - Server-side JavaScript Framework for web applications running on the Node.js platform.
- **Angular** - TypeScript (superset of JavaScript) based Front-end framework for web applications.
- **Node.js** - An implementation of a JavaScript engine that interprets the JS-code and converts it into machine-readable code.

This combination offers some advantages regarding the flexibility of the system. The use of NoSQL databases facilitates horizontal scalability, e.g. the enlargement of the product range. By using JavaScript in back- and Front-end, isomorphic and interchangeable code can be written. The JSON data format is transmitted through the entire communication path. Angular provides the platform to create a rudimentary product configurator.

4.1.3 Assembly process

This process is handled simultaneously by two different workstations: A collaborative robot that handles the heavy and bulky parts. And a pick by light system where one worker takes the remaining parts and places them on the assembly jig. Each picking order is triggered by scanning the RFID tag on the assembly jig.

4.1.4 Devices and systems

The collaborative robot is a UR10 type from Universal Robots. It is equipped with an electric 2-finger-gripper. Simple commands can be sent to the robot via the so-called dashboard server (TCP interface). This allows to remotely control the robot and to diagnose the condition.

The Pick by Light system is from the company Wibond and is comprised of a controller to which displays are connected in a line structure. The orders are managed by the Wibond software, which runs on a separate PC.

To assign the orders to RFID-chips we have developed an RFID reader. It is connected to the network via WiFi and it reads the ID and sends it to an MQTT server.

The intermediate layer on the software side for networking between the devices as well as for implementing the interface to the database is handled by Node Red. This is a graphical programming environment to connect e.g. devices with different communication protocols. It is also based on Node.js and exchanges data between nodes with JSON objects.

4.2 Process flow

The description of the process flow refers to figure 4. First, the customer visits the product configurator website provided by the Express app. Then the customer can compose the scooter according to his requirements and send the order back to the server. This is then saved as a JSON document within the Mongo database. The next step is then initiated at the respective workstation. In our scenario, the assembly process is the first workstation, but the concept can also be extended to subsequent work steps. When an empty assembly jig arrives at the workstation, a
RFID chip is scanned. Because this is the first step, the ID of the assembly jig is assigned to the next job in the queue based on a priority. There are several programs on the robot, each program being assigned to a specific part. The programs are triggered by Node Red depending on the required parts and the robot starts to pick up the parts and place them on the assembly jig. A similar situation applies to the Pick by Light system: depending on which parts are required from the supply rack, the display lights up on the corresponding compartment and thus shows the worker which parts and how many he has to take out. Then he puts the parts also on the assembly jig. The feedback of the systems is received by Node Red and is recorded in the database.

4.3 Possible extensions
In our prototype implementation the entire backend runs on a local server. It is also an option to run the database and Express app on a cloud and use the local server with Node Red as edge cloud. In this way, several geographically separated locations could also be connected. If additional accessories or variants are added, they can also be integrated, for example by creating a new robot program and linking it to the part number. The principle is not limited to the assembly process and can also be applied to subsequent work steps.

5 IMPLEMENTED EXAMPLES FOR REMOTE CONTROL OF PRODUCTION EQUIPMENT VIA THE INTERNET
Because not all, and in particular older, production systems are networkable from the beginning, the above concepts cannot always be applied. As a solution, various devices and systems were extended so that they can be controlled by a higher-level server. For demonstration purposes, a web interface was created to control them remotely via web browser.

5.1 Remote controlled Industrial Robot
The schematic connection of the individual components can be seen in Figure 5. The existing KUKA robot system provides several digital inputs and outputs. These are connected to a server via CAN-fieldbus (CAN: Controller Area Network) using an I/O-coupler. Various robot programs can be selected and started via a web interface. The corresponding program number is written as binary code to the outputs of the IO-Device. An orchestration program on the robot controller interprets the code and starts the requested program. The system and program status are constantly checked and transmitted to the remote client, as well as measurement values from a distance sensor attached to the robot.

5.2 Remote controlled Handling system
This is a 2.5-axis pneumatic handling system which is programmable according to DIN 66025/ISO 6983 (G-Code). A web interface to the system was
developed where user programs can be generated and uploaded to the remote system. Subsequently, the commands are transmitted from the server to the controller via serial interface. It is also possible to read the current position of the axes through the serial interface, but only with a low refresh rate. Therefore a CAN module with analogue inputs was installed which captures the values of the analogue measuring system and outputs them in 30 ms cycles. This allows to visualise the real trajectory. Figure 6 shows the visualisation of the web interface. The black lines show the direct connection of the target points and the green dots are the real waypoints executed by the point-to-point controller.

Figure 6 – Control and visualisation web interface of the Handling system

6 CONCLUSIONS
The presented methods and examples show how RMS can be implemented in different ways, using modern technologies. This includes web technologies for Front-end development, building backend solutions with database connection and networking production systems with each other and with higher-level systems.
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Abstract
Going along with the lasting changes on the field of power generation, the prices of electricity are increasing. Hence, manufacturing companies can reduce electricity costs by self-supply, e.g. investing in power plants using wind or solar energy. However, such renewable sources show fluctuating power generation. In order to increase self-supply, companies need to apply measures for flexible energy consumption, e.g. increase energy demand in periods of high energy availability and vice versa. To influence the electricity demand on short-term level, the production control is suitable by adapting the production schedule and thus reacting on unforeseen events. Thereby, on the one hand, trends like future electricity prices need to be considered and thus a predictive decision-making is mandatory. On the other hand, the decisions also need to be taken in real-time. In order to cope with these requirements, a Multi Agent System (MAS) using Reinforcement Learning is proposed in this paper. The decentralized production resources are modelled by autonomous agents which are trained to minimize the electricity costs applying a Q-learning function. An artificial neural network is applied to predict the reward. As the predicted power generation is displayed in the state-action pairs of the model, future electricity availability is considered in decision-making. The presented system decreases the overall electricity costs compared to a benchmark scenario.

Keywords
Energy flexibility; production control; reinforcement learning

1 INTRODUCTION
Climate experts consider the globally increasing number of extreme weather events to be an effect of the anthropologic climate change. [1]. Due to its relation to human carbon dioxide emissions, this leads to increased environmental awareness and puts pressure on politics all over the world to impose profound and sustainable changes. The Paris climate treatment displays so far the temporary highlight in this context, which was signed by in total 175 nations [2]. They all committed to reduce greenhouse gas emissions and reshape the power generation towards renewable sources like wind or photovoltaic (PV). In Germany, the course for sustainable electricity generation was already set in 2010 by establishing the German energy turnaround [3]. Some of the consequences are already visible by now. The costs for electricity sharply increased and compared to the other countries of the European Union, the German industry has to face high prices for electricity [4]. However, electricity prices are an important location factor in global competition and thus companies are looking for ways to reduce costs [5].

As taxes, grid charges and other allocations roughly contribute one half of the industry’s electricity costs, energy self-supply using wind, photovoltaic (PV) or cogeneration of heat and power (CHP), is a serious option, as industry can save up to 25 % of energy costs [6,7]. The major drawback of renewable energy sources is the fluctuating power generation, which is strongly dependent on the weather. To increase the power self-consumption, companies can adapt their energy demand on the actual availability [8]. This ability is also called energy flexibility (EF) [9]. EF is enabled by considering energy issues within the production planning and control and thus influence the production program, which determines the energy demand [10]. As in a production environment disturbances and unforeseen events may occur, adequate actions need to be taken in real-time by production control to maintain the production flow and at the same time scoop the potential of EF [11]. Therefore, this paper presents an approach for energy-oriented production control, which considers the energy availability and hence reduces electricity costs.

2 APPROACHES OF PRODUCTION CONTROL
2.1 Strategies
Production planning and control plays a central role within modern manufacturing systems. The production planning appoints, when which orders have to be machined on the given manufacturing resources. The result is a defined production schedule. In contrast, it is the central duty of production control to implement this given production
schedule. Thereby production control has to counteract disruption and unforeseen events, e.g. machine breakdowns. That is why production control is also often called real-time scheduling or rescheduling, as the already given schedule from production planning is adapted [12]. In the literature, two main strategies of production control are found [13–15]:

- **Reactive control:** Thereby, no fixed production schedule is determined. The orders are scheduled based on decentral dispatching rules, e.g. using priorities. Thus, decision may be taken in real-time, at little computational effort is needed. As a disadvantage, not all effects of the decision may be considered [12]. The decision is all about which order to process next, but there is no deterministic and predictive scheduling of a whole set of orders for a decent time period [12]. One of the most common used dispatching rules is First In First Out (FIFO) or Earliest Due Date (EDD) [16].

- **Predictive-reactive control:** A deterministic production schedule is calculated for a given period. The rescheduling can either be triggered periodically or due to unforeseen events. Mathematically this process in an optimization problem, which is challenging, as it has to be solved in real-time.

### 2.2 Techniques

Most of the production control systems are centralized and strictly hierarchically, as these approaches result in a global optimal solutions [14]. Consequently, these systems are applied for predictive-reactive control strategies and calculate a detailed production schedule for a given period in advance. For this task, many different algorithms, such as exact solvers or heuristics exist. For a detailed overview see [14]. However, such approaches show some major drawbacks. Scheduling problems are in general NP-hard, this problem even gets worse when processes are interruptible [13,17]. As the required computational time in addition increases exponentially with growing problem complexity (e.g. number of resources or orders), they may not be suitable for real-time requirements [18]. Some further drawbacks are vulnerability for errors due to single failures of central nodes and the lack of capability to react quickly on new situations and disturbances [19].

To reduce computational costs, coordination mechanisms for a distributed problem solving can be applied [20]. In this context, Multi Agent Systems (MAS) are widely used for decentral systems in the field of manufacturing [21]. Thereby, various autonomous software agents can take decisions locally and communicate with each other and the surrounding environment. Thus, calculation time can be reduced and highly reactive and robust systems can be deployed [22]. However, MAS again have some major disadvantages. The agents do not always succeed in finding a optimal solutions, as they only have a local view of the problem and try to reach their individual targets [23,24].

Though, the application of Artificial Intelligence (AI) can help to overcome these structural problems of MAS [17]. Thereby methods of Reinforcement Learning (RL) are used to create dispatching rules, which are able to flexibly adapt to changing conditions. Thus, the agents are capable to work towards long term goals and to consider more effects in decision making [25]. This displays a big advantage compared to classical reactive control approaches. The Algorithms thereby need to be trained based on a set of training examples, generated by a simulation model. The decentralized agents take some decision and receive a specific reward, depending on the effects of their actions on the fulfillment or non-fulfillment of the global target [26]. Doing so, the agents learn which decisions to take in order to receive the highest reward. In this manner, the agents can compensate their lack of knowledge by learning through trial and error [26]. All in all MAS with RL may be suitable to implement reactive control systems with the ability to act in real-time but also at the same time work for long-term goals and consider various effects in decision making.

### 2.3 Energy-oriented production control

The classical target functions of production control are delivery reliability or throughput [16]. Considering energy aspects within the control process adds an additional command variable. The orders with high energy demand need to be scheduled in times of high electricity availability and vice versa. Such an energy-oriented schedule can be determined a few day in advance by production control and thereby rely on weather forecasts, which predict the generated power of the installed renewable power plants. As these weather forecasts show a limited accuracy, still some deviations between expected and real power generation may occur. In addition, unexpected events like machine breakdowns in the production site may also cause deviations of the planned schedule. Due to these influencing variables, the production control has to adapt the given production schedule during the day of execution in real-time.

It comes clear, that in order to find the best global solution, also the future power availability has to be considered for decision-making. Reactive control strategies using orthodox dispatching rules are not able to consider these future circumstances. Predictive-reactive systems in contrast are capable to include future aspects like the energy availability, however, the computational expense may increase rapidly like discussed above, thus precluding real-time decision-making. Due to their ability to generate adaptable and flexible dispatching rules, a MAS using RL seems appropriate to cope with the given requirements.
3 MAS FOR ENERGY-ORIENTED PRODUCTION CONTROL

3.1 System Concept

In the following, a multi agent approach using RL in order to control short-term energy consumption is presented. The system concept is displayed in figure 1. Every production resource is represented by a software agent. Besides, the current state of the production system, e.g. number of waiting orders, deadlines and also the future energy availability is regarded for decision making. Based on the current state of the production system, the agents decide for some specific actions, more specifically select which order to process. These actions are executed in the production system and thereby entail some consequences, e.g. the order-specific energy consumption and processing duration. Thus, the energy consumption of each agent may be determined and result in summarized energy costs. All agents receive a global reward, based on the height of resulted energy costs and train a neural network to predict the received energy costs as a function of the state-action pair. Therefore, the energy cost for every time step $C_{E,t}$ is formulated as followed:

$$C_{E,t} = c_t \cdot \delta$$

$$\delta = \begin{cases} E_{AV,t} - P_{total,t} & E_{AV,t} > 0, 975 > P_{total,t} \\ E_{total,t} - E_{AV,t} & E_{total,t} > E_{AV,t} > 1,025 \\ 0 & E_{AV,t} \cdot 0,975 < E_{total,t} < E_{AV,t} \cdot 1,025 \\ E_{total,t} - P_{total,t} & E_{total,t} < 0 \end{cases}$$

Derived from the total energy costs, the reward function $r$ is formulated as followed:

$$r = \sum_{t=t_0}^{t_e} C_{E,t}$$

The global immediate reward is received only after execution of an order. Thus, the reward is the sum of energy costs between the start-time $t_0$ and the end-time $t_e$ of the executed order. In this setting the reward consists of positive costs, that are to be minimized. For that reason, the problem at hand is a minimization problem.

The agents’ goal is to obtain an optimal policy $\pi$ following which means conducting optimal behaviour.

- Required average energy consumption.
- After finishing an order, the agents decide again, which order to process next, considering occuring events like new order arrivals or machine breakdowns.

3.2 Reward Function Learning Approach

The autonomous system agents learn to improve their decisions over time. Their main goal is to maximize the received reward. In the case of this energy-oriented approach, the reward function mainly consists of electricity cost factor. For each production interval $t$, a decent amount of electricity $E_{AV,t}$ is already available, e.g. supposed to be generated by self-supply. If the total consumed energy $E_{total,t}$ exceeds the available electricity, additional power needs to be purchased from the public grid by a decent price $c_t$. In contrary, is less energy consumed than actually available, a penalty of $c_t$ has to be payed. However, a deviation of less than 5% is neglected. Therefore, the energy cost for every time step $c_t$ is formulated as followed:

$$C_{E,t} = c_t \cdot \delta$$

$$\delta = \begin{cases} E_{AV,t} - P_{total,t} & E_{AV,t} > 0, 975 > P_{total,t} \\ E_{total,t} - E_{AV,t} & E_{total,t} > E_{AV,t} > 1,025 \\ 0 & E_{AV,t} \cdot 0,975 < E_{total,t} < E_{AV,t} \cdot 1,025 \\ E_{total,t} - P_{total,t} & E_{total,t} < 0 \end{cases}$$

Derived from the total energy costs, the reward function $r$ is formulated as followed:

$$r = \sum_{t=t_0}^{t_e} C_{E,t}$$

The global immediate reward is received only after execution of an order. Thus, the reward is the sum of energy costs between the start-time $t_0$ and the end-time $t_e$ of the executed order. In this setting the reward consists of positive costs, that are to be minimized. For that reason, the problem at hand is a minimization problem.

The agents’ goal is to obtain an optimal policy $\pi$ following which means conducting optimal behaviour.
To achieve this, the intelligent agents employ the widely used model-free Q-learning algorithm, which determines the expected reward if action $a$ of the available actions $A$ is chosen in state $s$. Thereby, policy $\pi$ is derived. Learning means updating the value-function $Q$, in case of new experiences were gathered:

$$Q(s,a) = (1 - \alpha)Q(s,a) + \alpha(r + \gamma \min_{a'}Q(s',a'))$$  (3)

The variable $\alpha$ represents the learning rate, which is set to $\alpha = 0,1$ and the variable $\gamma$ represents the discount factor, which is, due to a finite action-set, defined as $\gamma = 1$. Assuming an optimal value function $Q^*$ the optimal policy can be induced following:

$$\pi^*(s) = \arg\min_{a \in A(s)} Q^*(s,a).$$  (4)

The Q-function is utilized as well to predict the power consumption of each agent. Assuming every agent follows the policy and no external events as new orders or breakdowns occur, the orders that will be selected after the execution of the current order are predicted for the next five hours. Thus, the system is extended by a simulation-approach to predict the energy consumption. However, the simulation can still be made in real-time, as little computation time is needed for applying the policy search.

As the state and action sets at hand are very large or continuous, the Q-value function needs to be approximated using a statistic model e.g. a neural network, as it can no longer be represented by a table. This implies, that the optimal policy as well becomes an approximation. Like displayed in figure 2, the input features are the number and type of orders and the predicted available energy of every agent. The algorithm used is the neural fitted Q-Iteration which is implemented using a multi-layer perceptron [27].

The cooperation between the agents is based on the global reward, as the improvement of the local rewards leads to an improvement of the global reward represented by the sum of local rewards. Furthermore, the agents act under an optimistic assumption: every agent assumes that the other agents act optimally. This leads in general to an overestimation of the true value of local state-action pairs and therefore non-optimal local actions may receive too good rewards. The optimistic assumption still leads to better results, because all agents are optimizing themselves during training and the scheduling problem underlies specifications which restrict the size of the state-action space [26].

In order to train the neural network, batches of tuples containing the state, action, reward and successor-state are gathered instead of training using only one tuple. Combined with the resilient backpropagation algorithm (Rprop) this training enhances the convergence towards an optimum [28]. One batch contains 50 four-tuples.

4 PRELIMINARY RESULTS

For proof of concept, a simulation study is applied. The available electricity is a conjunction of at most 25% wind, 35% solar and 40% CHP. The power generation of CHP is constant, whereas solar and wind power are included when available. Therefor, historic data of a wind and solar power plant over one year is applied. The power consumption varies due to the chosen order.

A production system with six production resources with a maximum power consumption of 33 kW is modeled. Every production resource can process between two and four different types of orders. During production new orders are arriving and arbitrary breakdowns occur. No more than ten orders are waiting in the queue of one machine. At standby, 30% of the resource’s energy demand is consumed. The setup of a production resource is represented by an order and is always available in the machine queue. The setup-process however requires 50% of the maximum energy consumption and 25% of the duration needed to process the respective order. The specifics (e.g. energy consumption or duration) of those orders do not change with exception to their due date, which is generated arbitrarily. The orders take 45 to 120 minutes with a mean duration of 100 minutes and consume between 40 and 100% of the production resource energy demand. During the learning phase a set $S_L$ is used to generate the environment in which the neural networks are trained.

![Adaption of power Consumption](image.png)
During the application phase a set $S_A \neq S_L$ is used to evaluate the trained neural networks. The application phase is represented by a twelve-hour shift. The system is implemented using C# and Open CV library.

Figure 3(a) shows the power data result of the evaluation of the 5000th learning episode. In comparison the power data resulting from the application of FIFO is shown in figure 3(b). It comes clear, that the energy consumption is adapted to the availability after training and thus leads to better results than FIFO.

Considering the costs resulting of the difference between available and consumed energy, training the neural networks shows a trend to reduce these. Compared to the cost resulting from the application of FIFO, RL shows better results. A linear trendline using the least squared method indicates the optimization trend of the neural networks.

5 OUTLOOK AND CONCLUSION

This paper proposes a real-time production control using a MAS and RL in order to increase electricity self supply of industrial companies. A method for energy oriented order sequencing is thereby presented. A reward function is formulated which consists of energy costs and Q-learning is applied. In order to consider the future energy availability within decision-making, these informations are also included as features in the applied statistic model. Thus, predictive decision can be taken in real-time. For this purpose, additionally the future order selection is simulated 5 hours in advance. A simulation study shows the effectiveness of this approach. Within learning episodes a trend towards reduced energy costs can be displayed. The total energy costs are clearly reduced compared to FIFO as benchmark. As major drawback, this system is only able to consider energy costs. In future work, the reward function should be expanded by further relevant cost-factor in production environment. In addition, other training setups and learning techniques should be implemented in order to enhance convergence.
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Abstract
A worldwide rising awareness for green production, increasing energy costs and the change from conventional to renewable energy sources result in new challenges for the manufacturing industry. In South Africa, which has a growing power demand combined with an increment of renewables due to the REI4P (renewable energy independent power producer procurement programme), energy-related topics will play a major role in manufacturing companies. To minimise the energy consumption of machinery, energy efficient design and guidelines are already implemented. Existing machinery in energy-intensive production is optimised during its lifetime to save energy costs. On the other hand, renewable energy sources lead to a fluctuating energy supply. In contrast to energy efficiency the potential of energy-flexibility (the ability of a production system to adapt quickly to the changes at the energy market) on machinery level is often unknown, even for energy-intensive processes. Rules or guidelines for energy flexible design of machinery do not exist. This paper presents an approach to analyse energy-related information of machinery components to identify the energy efficiency and the potential for energy flexibility of machines. Furthermore, first results of an implementation are shown in this paper.

Keywords: Distribution energy; energy flexibility analysis; energy-cost-optimization

1 INTRODUCTION
The increasing number of renewables affect the energy supply system progressively [1]. Especially, solar and wind energy is subject to strong fluctuation, which leads to fluctuating conditions in the grid [2]. Until 2030, the share of renewable energies in gross final energy consumption should reach 30 %. In addition, greenhouse gas emissions are to be reduced by at least 55 % in 2030 compared to 1990 [3]. South Africa’s stagnant economic growth can also be attributed to the ongoing energy crisis in the country. The escalating power prices and shortages at peak times are consequences of massive underinvestment in the electricity sector [4]. In March 2011 South Africa promulgated the Integrated Resource Plan (IRP) 2010-30 and the program REI4P which proposed that 42 % of new electricity capacities initiated between 2010 and 2030 must be generated from renewable energy sources [5]. Figure 1 shows the comparison of the climate goals between Germany and South Africa.

In Figure 1, only the fluctuating renewables are taken into account. Green and non-fluctuating capacity such as green gas is excluded. Figure 1 demonstrates that Germany has already implemented a higher percentage of fluctuating renewables and can be seen as a pioneer country.

To compensate grid fluctuations due to increasing irregular feed-in power, flexible loads are necessary. The energy producer takes actions to adjust the feed-in power or to compensate peak loads. For the regulation, control power by means of conventional power plants is provided. Due to the dismantling of power plants, the consumer will move into focus. Numerous demand-side-management actions can be implemented in manufacturing companies to influence the electricity demand [6].
2 ENERGY FLEXIBILITY IN INDUSTRIAL COMPANIES

The implementation of energy flexibility actions in production leads to targeted influence of the electricity demand. Furthermore, the electricity costs can be reduced by decreasing peak loads or fluctuating electricity prices can be used as an advantage.

Energy flexibility is defined by Graßl as:
“the ability of a production system to adapt quickly and with little financial effort to the changes at the energy market” [7].

This paper proposes to analyse the energy flexibility potential of production machinery.

2.1 Energy-Flexibility Actions

Prerequisite for the identification of energy-flexibility actions is the knowledge of the specific power requirements of the machining process. Five energy-flexibility actions were identified for the machinery level, which are introduced as follows [6]:

Interrupt process
The action includes the temporary suspension of the production process or individual energetic consumers to quickly understand how to achieve a lower performance level of the machine.

Adjust process parameters
The action includes the modification of individual process parameters, such as the adjustment of a temperature level, to operate the machine deviating from the standard.

Change processing order
Changing the sequence of individual process steps within a machine cycle leads to a temporary change of the required energy.

Change energy source
The action refers to the use of different energy sources or their temporary change to the provision of power and influence of the energy demand.

Store energy (short term)
Energy is temporarily stored in a suitable storage medium. For example, electrical energy can be stored as heat energy.

2.2 Energy-Flexibility at Machinery Level

To realize energy flexibility actions sometimes energy has to be converted. The general subdivision of energy is based on its degree of conversion from the extraction to the final use. The common next step is the conversion of final energy into useful energy. Useful energy is referred to as the energy available after the last conversion in consumer’s appliances. An on-machine or in-machine intermediate step of energy conversion between multiple components is not considered [12]. Therefore, the conversion level between final and net energy is defined as distribution energy.

As a result, the distribution energy is often tied to the location or consumer (within the machine system boundary) of the last energy conversion. Theoretically, distribution energy can be available for several conversions, with each stage being subject to losses. For example, the electrical final energy can be converted into compressed air energy through a compressor within the equipment. Afterwards, the energy of the compressed air could be transformed to mechanical energy within a machine containing a pneumatic cylinder, which moves an object to its dedicated position.

2.3 Actions at Machinery Level

Various approaches exist for manufacturing companies that address energy flexibility job scheduling, production planning and execution systems. In the field of machine tools, the intelligent coupling of electricity and heat to react to fluctuating prices were investigated through bivalent production components [8]. Another approach shows how the total power requirement of machining centres can be adapted by combining individual consumers or processes and varying the machining energy [9]. Based on a model factory, an evaluation of the economics of machine tools is carried out. A shift of energy demand could reduce the total energy consumption and save costs during simultaneous maintenance of productivity [10]. The approach by Graßl describes how to evaluate energy flexibility based on different machine states [7].

2.4 Need for Research

To carry out the full potential of energy flexibility, the energy flow at machine level must be considered too. It is vital to look closely at each machine’s components and processes based on energy data [11]. An identification of energy flexibility based on energy data is currently not carried out. Energy data are load profiles of individual components or machines, as well as energy-related machine data sheets. Load profiles are created by time-consuming electrical measurements. To reduce the effort in
advance, energy-related machine data sheets can be used to determine the relevance of individual consumers or the energy flexibility potential of machines. To identify the energy flexibility of machinery, the following approach was implemented.

3 METHOD FOR A COST-OPTIMIZED ENERGY ANALYSIS

Aim of the method is to combine energy flexibility and efficiency to minimise the total energy costs of machinery as shown in the picture below.

Figure 3 - Field of the energy-cost-optimization

The intersections and contrasts between energy efficiency and energy flexibility are described in [13]. Hence, this paper focuses on the method to identify the energy flexibility of production machinery.

3.1 Hypothesis for an evaluation

To evaluate the energy-flexibilisation potential of individual consumer of production machinery, four hypotheses are introduced and described below.

I. The higher / lower the rated power and peak load of a consumer, the more energy-flexible / energy-inflexible he is.

II. The higher / lower the power output of a consumer in the overall performance of the machine, the more energy-flexible / energy-inflexible he is.

III. The larger / smaller the difference between possible target states of a consumer, the more energy-flexible / energy-inflexible he is.

IV. The faster / slower a change can be made between the states of a consumer, the more energy-flexible / energy-inflexible he is.

The evaluation focus is on the rated power, the peak load and the average power of a consumer. With reference to hypothesis I, it is assumed that a high nominal power and peak load result in a high potential for energy-flexibility. The power share of a consumer in the overall performance reflects its energetic relevance for the overall process. The influence on the energy flexibility of the machine by a conversion increases with rising power share of the consumer (Hypothesis II). Under target conditions of a consumer in the context of Hypothesis III e.g. possible performance points understood in which in the case of a change no restrictions on productivity and product quality arise. A target state has a constant power consumption. With increasing change speed between target states the consumer’s level of performance can be adjusted faster and thus it is more energy-flexible (Hypothesis IV). To evaulate these hypotheses, first of all the relevant consumers have to be identified.

3.2 Structure of the Method

For complex machinery with several consumers first, the most relevant consumers have to be identified. Figure 4 shows the basic procedure for a energy flexibility analysis:

Figure 4 - energy flexibility analysis approach

In the first step an analysis of the machine data sheets is carried out in order to identify relevant consumers with regard to their energy-flexibility potential. As a result, a preselection can be made. The energy consumers are ordered accordingly to their nominal power in relation to Hypothesis I and visualised in a Pareto diagram. The focus is on the most important values, which can achieve the greatest impact [14]. Taking into account the second hypothesis, the cumulative power is displayed by calculating the respective power share of the individual consumers in the total machine power.

The second step of the energy flexibility analysis involves measuring the performance of all relevant consumers during the production process. After measuring the time, the course of the consumed services is presented in a load profile. The aim of the performance measurement is to enable the classification of energetic consumers with regard to their energy-flexibility potential. This will provide a basis to decide on the relevance of consumer-specific energy-flexibility actions.

A decision diagram, which was developed in this context, serves to classify individual consumers as a function of their maximum power and the percentage of average power in the total power [15]. Consumers in priority areas have a high maximum power and a high proportion of the total power. According to hypotheses I and II, they have a high potential for energy-flexibilisation and should be given priority for energy-flexibilisation actions.

In the final step of the energy flexibility analysis, it is important to identify suitable energy flexibility actions (described in chapter 2.3), which can be implemented in terms of machinery and process technology. The time dependencies of individual consumers are used first, which significantly influence the potential for energy-flexibility. In a second step, the energy-flexibility actions existing at the production level are compared with the individual
consumers in order to determine the technical feasibility of an implementation.

4 EVALUATION OF THE METHOD

This chapter introduces the machine and measurement technology used for evaluation purposes and applies the method described in the last chapter. Subsequently, the identification, implementation and effectiveness check of derived energy-flexibilisation measures is presented.

4.1 Machinery

A thermoforming packaging machine (TPM) was used for an evaluation. The process stages of a TPM can be divided into the five steps of forming, filling, sealing, separating and commissioning. These steps are interdependent, although product quality is not affected by the respective previous process step. The machine combines two films (top and bottom film). In the forming station, the lower film is first heated by two preheating plates and softened for the forming. The lower film is then pressed into a mold with compressed air. A water cooling system causes the formed film to solidify. The sealing of the plastic packaging is carried out by a heat-sealing process. In the separation station, the welded moldings are disassembled into individual packages. Beside the production stations also the peripheral equipment e.g. cooler is included. Table 1 shows an extraction of the electrical components in the thermoforming packaging machine.

<table>
<thead>
<tr>
<th>Station</th>
<th>Consuming component</th>
<th>Function</th>
<th>Useful Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>forming</td>
<td>heating plate top</td>
<td>heating top film</td>
<td>thermal</td>
</tr>
<tr>
<td></td>
<td>heating plate bottom</td>
<td>heating top film</td>
<td>thermal</td>
</tr>
<tr>
<td>sealing</td>
<td>heating plate</td>
<td>heating sealing</td>
<td>thermal</td>
</tr>
<tr>
<td>commissioning</td>
<td>trim rewinders</td>
<td>winding of trim</td>
<td>mechanical</td>
</tr>
<tr>
<td></td>
<td>conveyor belt</td>
<td>movement of packages</td>
<td>mechanical</td>
</tr>
<tr>
<td>peripheral equipment</td>
<td>chain conveyor</td>
<td>movement of film</td>
<td>mechanical</td>
</tr>
<tr>
<td></td>
<td>cooler</td>
<td>cooling forming plates</td>
<td>thermal</td>
</tr>
</tbody>
</table>

Table 1 - Extract of the electrical components inside the thermoforming packaging machine.

4.2 Step 1 Analysis of the data sheets

Machine data sheets can be procured and evaluated with the operating instructions or the type designations of assembled components. The result is shown in Figure 5.

![Figure 5 - Pareto diagram power consumer TPM](image_url)

The vacuum pump and lifting station have the highest rated power and account for almost 90% of the total output. Due to the lack of data, not all individual consumers can be analyzed and ranked according to their nominal output. The nominal capacities of the heating plates and other components were not available. Therefore they have to be measured for further analysis.

4.3 Measuring technology

The power measurement of the electrical loads is carried out using the DS-Net V8 measuring system from DEWESoft. The maximum sampling rate of the system is 10 kHz [16]. The electrical current is measured inductively on the supply lines. The electrical voltage is measured with a measuring adapter type DLA-3L 32 from Voltcraft. [17]. The system software enables real-time display and data storage of the measured values [16]. Compressed air consumption is measured initially by flow meters, which have a measuring range of 0.1 to 1,000 l/min and operate according to the calorimetric measuring principle. [18]. For temperature measurements, Type K thermocouples are used by Omega. The temperature measurement has an accuracy of ± 0.1% [19]. In addition, a thermal imager of the type Fluke Ti25 and the associated image processing software is used. [20].

4.4 Step 2 Investigation of Process Data

The classification is done with the exclusion of the vacuum pump, which exceeds the peak load of the remaining power consumers by approximately 100%. As a first result, the investigation shows, that the vacuum pump is overdesigned for the production process and can be replaced for an energy cost optimization. Hence, the vacuum pump will not be considered in the further course.
As shown in Figure 6, the top heating plate and bottom heating plate have the highest energy-flexibility potential. The heating plate is due to a high maximum power and a low share of the total power to the priority area II assigned. The remaining electrical consumers are in priority area IV and therefore have insufficient energy-flexibility potential.

4.5 Step 3 Identification of Actions

In the following, the energy-flexibility actions existing at machinery level compared with the electricity consumers in order to identify suitable actions. The decision on the feasibility of individual actions based on control-technical application options, the procedural process sequence and physical conditions (e.g. theoretical storage capacity). An exchange of individual consumers for the extension of actions is not carried out. The process parameters are adapted via the machine control and the specified operating standard maintained.

The time-independent power consumer heating plate top, heating plate bottom, heating plate and cooling unit allow a process interruption in terms of control technology. An adaptation of the process parameters is not possible with the trim rewind, conveyor belt and chain conveyor. The actions change processing sequence and change energy source are not technically feasible at the TPM. A change of energy source would be associated with a component exchange. Processing order cannot be performed due to the process. The heat plates have their own short-term storage capacity. The following electricity consumers used for actions implemented, due to the highest energy flexibility potential:

- Heating plate top
- Heating plate bottom

<table>
<thead>
<tr>
<th>Table 2 – electricity action identification</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Decision Diagram TPM" /></td>
</tr>
<tr>
<td><strong>Figure 6 - decision diagram TPM</strong></td>
</tr>
</tbody>
</table>

5 IMPLEMENTATION OF ACTIONS

This paragraph shows the results of the actions that were carried out as well as the energy flexibility potential of the TPM.

5.1 Storage of thermal energy

In the first step, maximum and minimum operating principals were identified to assess the potential of thermal storage. The identification fulfilled by a change of the operating parameter. In addition, a quality analysis of the product took place. The results are presented in Table 3.

<table>
<thead>
<tr>
<th>Table 3 - temperature of the heating plates</th>
</tr>
</thead>
</table>

The temperature differences Δθ represent the operating range of the preheating plates. The minimum temperatures θmin of the preheating plates are each identical, the maximum temperature θmax of the plate top is lower than the plate bottom. With respect to the third hypothesis, θmin and θmax are the target states for the consumers.

With respect to Hypothesis 4, the storage capacity of the heating plates is analysed. Therefore, it is necessary to determine the time duration between θmin and θmax and vice versa.

All adjustments of the process parameters are carried out during the production process at a room temperature θroom = 23 ° C. Both power consumers
are initially set to the minimum temperature $\vartheta_{\text{min}}$. The temperature level maintained for a period of about 10 minutes in order to determine the average power $P_{n}$ representative of this target state.

### 5.2 Result of the action

The experimental results of the implementation of the measures are shown in Figure 7. The diagram shows the temperature profile and the average power $P_{n}$ within the period’s t. On the other hand, it points out the electrical energy demand $E_{el}$. The heating process takes 4.6 min, the cooling process 9.45 min.

![Figure 7 - thermal storage on a TPM](image)

The energy required for the heating process is constant due to the specific heating time per preheating plate.

### 6 SUMMARY AND OUTLOOK

Initially, distribution energy in the energy transaction as well as an approach for an energy analysis were defined in this paper. The first step of the energy flexibility analysis provides a low-cost option for identifying relevant machine components. The visualization of the nominal power and cumulative power by means of a Pareto-diagram provides a quick overview of the importance of individual consumers. By preselecting in the first step, the measurement effort for the second step is reduced. By means of a decision diagram, the energy flexibility potential is evaluated exclusively based on $P_{\text{max}}$ and the contribution of $P_{\text{mean}} / P_{\text{total}}$. At this point, a differentiation of power and energy must be made. This takes into account the time-share of the services that is relevant for the assessment of the energy-flexibility potential. The feasibility of energy-flexibility actions in the third step depends on the machine and process. The energy flexibility of a machine thus depends decisively on the product to be manufactured or the method used and on the possibilities of intervention in the machine control.

Further research focuses on the generation of a development method regarding an energy-cost-optimization as well as a benefit-cost analysis.
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Approach for the Identification of Energy Flexibility in Production Systems
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Abstract
The nuclear catastrophe of Fukushima in the spring of 2011 spawned a huge debate in Germany about how energy should be produced in the future and whether it is still morally justifiable to continue using nuclear energy. As a consequence, a large number of nuclear power plants were turned off in order to replace nuclear power with renewable energy. Due to the non-dispatchable and non-storable nature of renewables, this will lead to high volatility in the German power grid and therefore fluctuating energy prices. Consequently, companies have started to develop methods for energy flexibility - a new form of demand-response in the industry sector - which helps to alleviate power grid instabilities and offer the chance to lower electricity costs. In essence, the main objective of this strategy is the synchronisation of the production load profile with the energy price profile, e.g. in order to produce the planned programme during times of low energy prices. The goal of this approach is the development of a method for identifying energy flexibility potential in production systems. Thereby the authors deliver different axioms and tools to rank production systems by their capabilities for implanting energy flexible behavior. Several energy flexibility strategies are developed in order to provide an approach that can be used by companies regardless of their size or energy consumption.
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1 INTRODUCTION
The focus of the German energy policy is to ensure a secure, affordable and environmentally stable energy supply while maintaining the competitiveness of Germany as an industrial location. These goals are to be achieved through the implementation of the energy transition. Assuming a largely linear development of the expansion of renewable energies in the years 2010 to 2020, Germany would exceed its set minimum target of 35% by the end of 2018 [1]. The availability of renewable energies, especially wind energy, is associated with high uncertainty due to its dependence on environmental and weather conditions [1]. Here it can be seen that the feed-in into the power grid takes place independently of its needs and thus can lead to an imbalance between electricity supply and demand. To ensure grid stability, the electricity market reacts with incentives for load shifting. Producing companies that adjust their power consumption accordingly can save energy costs. There are therefore advantages for both industrial users and network operators [1][2][3]. In this context the question arises for manufacturing companies as to the amount of potential energy cost savings. However, there is often a lack of knowledge about the corresponding available potentials. For this reason, the following approach presents a way to identify energy flexibility in production systems.

2 FUNDAMENTALS OF EVALUATING ENERGY FLEXIBILITY

2.1 Definitions and focus
In addition to electrical energy, manufacturing industries also consume other energy carriers, such as oil, gas, coal and heat [4]. But considering the prices of and the demand for the different energy carriers, electrical energy has the mayor relevance for manufacturing industries by determining more than 50 % of the energy costs. Furthermore, prices for electrical energy are more volatile than prices for other energy carriers, which gives manufacturing industries the opportunity to reduce energy costs by mainly consuming electrical energy when energy prices are low. Therefore the focus of this work is on electrical energy.
While oil, gas, coal and heat are especially used for the generation of room and process heat, electrical energy is used in all areas of a factory. The major share of the consumed electrical energy is for generating mechanical energy, e.g. in a machine tool, and the generation of process heat [4]. Therefore, most of the consumed energy of a factory is used in production, see Figure 1.


2.2 Pricing models for the integration of energy flexible production systems into the energy system

To maintain the balance of the energy grid, the adaptation of the energy demand to the availability in the grid is a promising approach. This approach is known as energy demand response in literature [5]. According to the U.S. Department of Energy, demand response can be defined as follows [5]:

_Demand responses are changes in electric usage by end-use customers from their normal consumption patterns in response to changes in the price of electricity over time, or to incentive payments [...] when system reliability is jeopardized._

As mentioned in the definition, demand response instruments can be categorized into two basic groups: the price-based demand response and the incentive-based demand response programs, see Figure 2.

**Figure 2** - Categorization of demand response instruments [4]

Price-based demand response gives customers time-varying rates that reflect the value and costs of electricity in different time periods, for example real-time pricing (RTP), i.e. prices varying every hour and reflecting market prices [6]. These tariffs also can be more static, such as Time of Use (TOU) and Critical Peak Pricing (CPP) tariffs, where prices are fixed for longer blocks of time [7]. With the information of the actual energy price, customers can decide whether or not they want to use less electricity at times when electricity prices are high.

The second group of demand response instruments is incentive-based. Customers can participate in these programs in addition to normal tariffs. By using incentive-based programs, participants receive a payment when reducing or enhancing its load at times requested by the program sponsor, triggered either by a grid reliability problem or high electricity prices [9], [10]. The different types of incentive-based demand response instruments vary by the time the customer has in advance to commit his willingness to adapt his power demand and how the incentive payment is done.

The presented demand response instruments give production systems the opportunity to achieve energy cost savings as compared to fixed price tariffs, by consuming less energy when energy costs are high and enhance energy demand when energy costs are low. This requires knowing the production systems’ energy demand and possibilities to adapt it, i.e. production systems have to be energy flexible.

2.3 Energy flexibility in literature

There are many approaches in literature concerning energy flexibility in production and dwellings. These approaches can be found in three fields: energy engineering, process engineering and manufacturing engineering.

The focus of approaches in the field of energy engineering is mainly on the changing of the energy demand of machines in households, such as washing machines and refrigerators [11], [12]. While they use direct load control, this method cannot be used for production stations in manufacturing industry, as it does not consider costs for adapting the energy demand. Also, a few approaches concerning ventilation facilities in manufacturing industry can be found [13], [14]. Still, approaches for the evaluation of energy flexibility are missing.

The first work regarding energy flexibility in process engineering can be found in the 80’s [15]. The potential of saving energy costs by using volatile energy prices was realized early, as processes in process engineering usually are energy intensive. Therefore some approaches exist which take into account all dimensions of flexibility, also the time and cost dimensions [16], [17]. As processes in process engineering have a low complexity compared to processes in manufacturing, these approaches cannot be directly used for this work.

Approaches in manufacturing engineering are not that well developed compared to the state of the art in energy and process engineering. Although there are some approaches using and investigating energy flexibility in production, usually all dimensions of flexibility, especially costs and time dimensions, are not taken into account [18], [19]. However, these are important parameters for the evaluation of energy
flexibility. Therefore it can be said that there are no approaches which allow the identification and evaluation of energy flexibility of a production system.

3 CONCEPT FOR THE IDENTIFICATION OF ENERGY FLEXIBILITY

3.1 Overview
The first step is the selection of the relevant production station in order to reduce the work load of the analysis to a level that users will consider taking. The second step describes the modelling of the identified production stations. This is the basis of the evaluation, aided by the axioms of energy flexibility in Step 3. Step 4 describes the analysis of the availability of EFM that are supposed to be used at a parallel time.

3.2 Selection of production stations
The first step is to select the production stations of a production system that have to be considered in the context of energy flexibility. [21] proposes the two characteristics of the power requirement and the share of the total energy demand of a production station in order to evaluate the energy flexibility of this production station. This approach evaluates the energy flexibility at the production system level. Therefore it is necessary to supplement it with the capacity utilization factor of the production station in order to consider the availability of an EFM in a later analysis of the effects of these in the material flow. This is of further relevance since a desired change in performance in the positive (e.g. the connection of a production station) and the negative (e.g. the shutdown of a production station) direction can be included as energy flexibility potential. Thus on the one hand, a production station with high capacity utilization is more often available to carry out a load shedding. On the other hand, a production station with a low utilization is more often available to increase the load. This is the case, for example, in test systems in high-frequency technology, which are used only a few times a month and whose high energy requirement can be used as needed. However, it should also be noted that excessively high utilization is also to be classified as negative, as it is often the achievement of logistical goals in contradiction to the use for energy flexibility. Also, an extremely low utilization indicates that a production station is rarely used and therefore very rarely available for use. The assessment at the production system level naturally also includes an analysis of several production stations. The recommendation of an order in which these are to be examined represents an added value for the user, since the effort can be significantly reduced. This is possible because the procedure can be aborted from any point because the most promising production stations have been investigated. In order to meet the requirements of a selection of production stations on the production system level, a procedure is presented below which takes into account the power requirement and the utilization. The proportion of the total energy requirement will not be considered, since the availability of an EFM cannot be recorded with sufficient accuracy. Starting from this, the maximum value of the power requirements of the production stations, which can often be found in the machine manual, is divided into several corridors. The number of these depends on the number of production stations and should be selected so that they are in the same corridor only in the case of similar performance requirements. For example, it can be checked whether the power requirements of production stations in the same corridor do not differ by more than ten percent. The higher the assigned corridor of a production station, the higher its priority. If several production stations are located in the same corridor, the higher power requirement is not decided by the prioritization, since this is only marginal, but the level of utilization of the production station. Figure 3 provides an example of the process.

![Figure 3 - Example of the result of selection of production stations](image_url)

The next step provides the detailed analysis of the previously identified production stations.

3.3 Modelling the behavior of the production stations
The power and energy consumption of a production station depends on the different machine states the station can engage, see Figure 4. Therefore, an adaption of the energy demand of a production station can only take place by changing the actual engaged machine state.
In this context a machine state can be defined as a stadium of a production station in which the station is conducting a defined function, e.g. producing or waiting. A machine state has one or more triggering events and one terminating event, which define the function of the state. Every machine state has a constant power demand. If the power demand of a machine state does not deviate from another one and is performing similar tasks, they can be grouped together [21]. A production station can only adopt one state at any given moment.

As adaptions of the energy demand of a production station can only take place by changing the actual engaged machine state, energy flexibility measures (EFM) have to be found. In this work an EFM is defined as an intentional action for conducting a change of the engaged machine state. The next two steps deal with the description of the characteristics of the identified EFM.

### 3.4 Axioms of energy flexibility

Figure 5 shows three different outgoing machine states which allow adaptions to other target machine states. All of these three outgoing machine states have one or two adoptable target machine states with the same maximal power demand. Since flexibility is a function of variability, a machine state displaying more adoptable target states should be more energy flexible than a machine state with fewer adoptable states. Therefore, machine state 1 has to be less energy flexible than machine states 2 and 3 as it has only one adoptable state. Yet the difference between the power demands of the different machine states also influences energy flexibility. While the power demand of the machine state 1 of the outgoing machine state 2 is very similar to the one of machine state 2, machine state 1 does not give much additional contribution to the energy flexibility of machine state 2. This leads to the conclusion that a more even distribution of the machine states should increase energy flexibility since it increases variability. Therefore machine state 3 is more energy flexible than machine state 2 which again is more energy flexible than machine state 1.

*Figure 4 - Power consumption of a production station depending on machine states [20]*

*Figure 5 - Systems with different adoptable states*

The next property under investigation is the influence of the time and costs needed for changes of states and how this affects energy flexibility of a production machine. As costs are incurred when changing machine states, e.g. additional energy costs for a machine restart after a shutdown, a company will only adapt its energy demand to demand response instruments when energy cost savings increase beyond the costs of EFM for adapting to the energy demand.

While EFM need to be activated for a change of the energy demand of a production station, high activation times bring inertia into the system and can make momentary state changes impossible due to energy price changes. Therefore a system is more energy flexible when the required time for a change of state is low. As shown in Figure 6, system 2 needs 5 periods of time for a change of states while system 1 only needs 3 periods and can therefore adapt its energy demand within the required activation time of the pricing model.

*Figure 6 - Influence of activation time on energy flexibility*

Also time boundaries of a machine state, which describe how long a machine state is adoptable, affect energy flexibility. A low positioned lower time boundary ensures fast machine state change, and is therefore positive for the energy flexibility of a production station. A high positioned upper time boundary also has a positive influence on the energy flexibility, since it allows long stays in machine states and therefore allows the profit of low energy prices. Referring to the conclusions made in this section, six essential axioms to enable evaluation of energy flexibility are made [21]:
1. The energy flexibility of a system increases/decreases with an increase/decrease of adoptable states.
2. The energy flexibility of a system increases when the distribution of the power demand of the adoptable states is more even.
3. The energy flexibility of a system increases/decreases when the required time for a change of state decreases/increases.
4. The energy flexibility of a system increases/decreases when the lower time boundary of an adoptable state decreases/increases.
5. The energy flexibility of a system increases/decreases when the upper time boundary of an adoptable state increases/decreases
6. The energy flexibility of a system increases/decreases when costs for a change of state decreases/increases.

3.5 Availability of production stations

In order to fulfill the practical requirement of the highest possible availability of several EFM, an internal limit value is also introduced, which can be chosen freely by the user. This checks whether the viewing production station is in the desired initial state for a sufficiently long time. The higher the value that is chosen, the more EFM will be included in the rating, as any EFM with a value lower than the threshold will be excluded before bundling. The calculation of the value of combined EFM succeeds on the basis of the already described consideration of states of the respective production station over time. For this purpose, the entire measurement period is divided into intervals of the same size, e.g. 15 minutes. This creates a value and time discrete performance profile. In the next step, the affected output states of the EFM are selected, which are then checked with regard to their number of time coincidences. Finally, the percentage is calculated.

Figure 7 - States of 4 stations as a basis for the analysis of the availability of a combination of EFM

Figure 7 illustrates this relationship in a simplified example of four stations, each of which can take several states. A combination of EFM consisting of an EFM of the production station 1 with the initial state of 450 kW and an EFM of the production station 2 with the initial state of 400 kW, would thus be assigned an availability of 69.44%. The associated states are marked in black.

4 CONCLUSION

Due to the increasing use of renewable energy sources – especially wind power – prices are getting more volatile on energy markets. Based on these uncertainties, different demand response instruments try to achieve changes in electric usage by end-use customers from their normal consumption patterns in response to changes in the price of electricity when system reliability is jeopardized. Therefore, production systems have to be energy flexible.

This work shows how the energy flexibility of a production station can be evaluated. The KPI provided in this work for the evaluation of the energy flexibility is based on the amount and the distribution of energy levels of different machine states. Furthermore, time and cost dimensions of energy flexibility are taken into consideration. Also the application to a production station is shown.

Based on this work future research has to investigate how energy flexibility of a production system can be evaluated. Especially the dependencies between different machines of a production system have to be considered in the evaluation of energy flexibility.
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Abstract
In 2007, Eskom, South Africa’s largest producer of electricity, implemented the emergency load shedding for the first time. To avoid future blackouts and negative impacts on South Africa’s economic growth, the Independent Power Producer Procurement Programme was established. This Programme promotes the private sector generation, which leads to the diversification of the energy mix and increase of the national electricity capacity. South Africa shows a high renewable energy potential, which is used to support the electricity supply and to comply with the national commitment towards a low carbon economy. The integration of renewable energy presupposes the operation of energy storage technologies. Large scale energy storage solutions are applied to run today’s electrical system more efficiently resulting in lower prices, less emissions and more reliable power. To meet the worldwide increasing demand for battery storage technologies, especially used for electrical vehicles, South Africa’s mineral resources need to be exploited. This paper assesses the business environment for energy storage production and application in South Africa by applying the PESTLE analysis approach. This method allows to get an overview of the external influences affecting the business environment. The energy storage market is still nascent, as well is an adoption in the regulatory framework needed. If the regulatory framework is altered, South Africa might become a leading country in the production of battery storage systems.
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1 INTRODUCTION
South Africa’s electricity is supplied by Eskom - the state-owned power company of South Africa (SA) - with approximately 96% of its power. Eskom’s installed coal plant capacity of 39,342MW shares 83.3% of Eskom’s total installed power capacity of 47,201MW and is significant in the electricity generation [1][2].

The transmission and plant locations of Eskom are covering a minor area and are concentrated in the north-east of South Africa, which leads to a relatively low rural electrification rate of approximately 80% [3] and national electrification rate of 90% [4]. Energy storage systems (ESSs) have the potential to enable the electrification of the leftover rural areas. The Department of Energy’s (DoE) Integrated Resource Plan 2010-2030 (IRP) calls for 21,500MW of new renewable energy power capacity to be in place by 2030 to reduce greenhouse gases (GHG), which are mostly contributed by national power generation [5]. Energy storage is defined as a time delay system for energy rather than energy consumer, producer or transmission. It is defined as the 4th pillar of energy systems [6]. ESSs store the excess energy produced when there is low demand for it and release that energy later. With the implementation of renewable energy generation, which may vary throughout the day, it is inevitable to adopt ESSs.

2 FRAMEWORK FOR ENERGY STORAGE IN SOUTH AFRICA
The section assesses the business environment for conventional energy storage production and application in South Africa. In addition, the technical potential for energy storage is elaborated. The assessment is conducted by applying the PESTLE analysis approach. PESTLE is an acronym which stands for the following factors that influences the business environment:

- P – Political
- E – Economic
- S – Social
- T – Technological
• Legal
• Environment

The analysis is going to take a closer look at the trends and issues relating to these factors, including the likely impact on the further development of the energy storage sector in South Africa.

2.1 PESTLE-Analysis: Political

South Africa is shifting its policies towards sustainable development, including the transition to a greener and more environmentally sustainable economy. The South African National Development Plan (NDP) recognises sustainable development as a critical action to reduce inequality and income poverty and bases its targets around the Sustainable Development Goals. Two out of ten critical actions are investments focusing on energy and interventions to ensure environmental sustainability and resilience to future shocks [7]. The NDP envisages that, by 2030, South Africa’s power sector will provide reliable, affordable and sustainable energy by a proportionately less contribution of coal and much larger penetration of gas and renewable energy – especially wind, solar and hydro power.

South Africa will need to build 40,000MW of new power capacity to meet the rising electricity consumption and Eskom’s plant retirement. Eskom’s current committed capacity expansion programme is only adding approximately 10,000MW of new power capacity.

![Figure 1 - Eskom's price adjustment from 2003 – 2017 [15]](image)

Currently, South Africa has little initiative to encourage the adoption of energy storage for solar and wind energy because of expensive storage and transmission systems. Therefore, competitively priced energy is needed to exploit mineral resources, which generates the earnings to fund the transformation [8]. In the next 20 years, South Africa will see smarter management of electricity grids, which will open opportunities for more distributed generation systems like renewable energy storage [9]. In the same period, it is predicted that battery storage systems for electrical vehicles (EVs) will grow faster by the promotion of the low-carbon economy, resulting in transport alternatives that minimize environmental harm [10].

Also, the Renewable Energy Independent Power Producer Procurement Programme (REIPPPP) is not specifying a procurement goal or a plan for energy storage, even it has the most proactive plan for SA to integrate renewables. Only Pumped Energy Storage and thermal energy storage to Concentrated Solar Plant is addressed in the DoE’s IRP 2010-2030 and it mentions the need for research on energy storage options [11].

2.2 PESTLE-Analysis: Economic

In October 2007, Eskom implemented the emergency load shedding for the first time. Load shedding is used to prevent the electricity power system from a total blackout. Early 2008 Eskom was not able to supply the mines with electricity, so much that they had to be shut down for a week [12]. In 2015, the finance minister, Nhlanhla Nene, stated in an interview that the power crisis slows down SA’s economic growth, keeping it under 4% annual growth [13,14].

Energy prices in South Africa have increased sharply in the past ten years and are still growing annually. Between 2003 and 2017, the average price for a kWh increased more than 300% (Figure 1).

Eskom had to take this step to secure its financial sustainability and to meet the utility’s rising marginal costs for power generation and transmission.

South Africa is rich in mineral reserves, which could be processed into battery electricity storages. To produce Li-Ion batteries, manganese is an essential element of which “South Africa accounts for about 78% of the world's identified manganese resources” [16]. It is forecasted that, with the battery energy storage (BES) “Boom”, the demand will increase while the price will decrease by 50-61% by 2030 in stationary applications. The total costs for installed Li-ion batteries for stationary applications will drop between 145 $/kWh and 480 $/kWh, depending on battery chemistry [17].

Besides the application of Li-ion batteries, South Africa has a high potential to produce nickel manganese cobalt oxide batteries with their own mineral reserves and partly nickel cobalt aluminium, lithium manganese oxide, lithium phosphate and lithium titanate batteries. Followed by the flow batteries and especially vanadium redox flow batteries, which have a high potential in SA because of the country’s significant vanadium reserves.
2.3 PESTLE-Analysis: Social

The main societal and cultural aspects affecting the utilisation of ESSs are employment creation, acceptance of renewable energy and business practices. Permanent jobs will be needed in areas like: operation and maintenance of energy storage facilities, fabrication and manufacturing of domestically produced materials and equipment. This employment potential has a significant impact in the creation of indirect jobs. Those indirect jobs are necessary to the energy storage value chain and will be created in: construction and installation of energy storage facilities, construction of energy storage manufacturing facilities or subordinate facilities to support mining, as well as refinement and production of materials and equipment. Further jobs will be created in training and skills development. This knowledge transfer is related to the following topics: maintenance of electrical, mechanical or chemical ESSs, installations of control systems, software development and programming. Besides the employment creation energy storage is affecting acceptance of renewables and business practices [18].

The Navigant Research estimates that approximately 225MW of new energy storage power capacity was deployed to the United States during 2016. In the U.S. Energy and Employment Report from 2016, there was a total of 90,831 individuals directly employed in the US energy storage industry. Regarding 2016 as starting point the employment potential of energy storage is estimated at 403.7 jobs per MW of new installed energy storage capacity. The number of jobs per unit of capacity will decrease, as the energy storage industry will grow [19]. This scenario may be applicable to the South African context.

2.4 PESTLE-Analysis: Technology

ESSs are divided into five technology types which are then divided into sub technology types (Table 1). As seen into some research sources, there is a misunderstanding between energy storage and electricity storage, where both terms are used the same but aren’t sharing the same meaning. That’s why the term energy storage is only used in the next lines.

<table>
<thead>
<tr>
<th>Technology Type</th>
<th>Subtechnology Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electro-chemical</td>
<td>Electro-chemical capacitor, lithium-ion battery, flow battery, vanadium redox flow battery, lead-acid battery, metal air battery, sodium-ion battery</td>
</tr>
<tr>
<td>Chemical</td>
<td>Hydrogen storage, liquid air energy storage</td>
</tr>
<tr>
<td>Pumped hydro storage</td>
<td>Closed-loop pumped hydroelectricity storage, open-loop pumped hydroelectricity storage</td>
</tr>
<tr>
<td>Thermal storage</td>
<td>Chilled water thermal storage, concrete thermal storage, heat thermal storage, molten salt thermal storage</td>
</tr>
</tbody>
</table>

Table 1 - Energy storage family nomenclature in the United States Department of Energy Storage Database, mid-2017 [20]

Regardless of the debate of when energy storage will be necessary, generally heat storage and pumped hydro storage has already been used for a long time and the deployment of BES is increasing. BES is primarily used as a control and management system of the energy market and capacity reserve to increase self-consumption. Within the next years, there will be a “Boom” for BES because of constantly decreasing costs. Pumped hydro storage (PHS) is mainly used for electric energy time shifts, by storing cheap off-peak electricity and feeding electricity back into the grid during peak in the electricity consumption period.

According to the worldwide BES “Boom”, which is expected to take place in the next years, the International Renewable Energy Agency (IRENA) predicted energy storage capacity to triple by 2030, as renewable energy capacity sets to double by 2030. IRENA estimated a total growth from 4.67 TWh of energy storage in 2017 to 11.89-15.72 TWh in 2030. PHS dominates energy storage capacity with approximately 96% in 2017 but the share will fall to 41%-51% by 2030, though the PHS capacity is said to increase by 1,560-2,340 GWh by 2030. While non-pumped hydro energy storage will grow from an estimated 162 GWh in 2017 to 5,821-8,426 GWh in 2030. Because of the small share and capacity of BES in stationary applications in 2017, it will increase from currently estimated 11 GWh to 181-421 GWh, which is growth by a factor of at least 17 by 2030 (Figure 2). This “Boom” in electricity storage will be driven by the rapid growth of utility-scale and behind-the-meter applications like BES market by 2030 [21].
According to Bloomberg's forecasted demand of 1,293 GWh of lithium-ion batteries from EVs in 2030, South Africa and the whole of Africa plays a tiny role. However, South Africa could be leading in battery production because of significant minerals reserves and the growth of the lithium-ion batteries of EVs is increasing exponentially until 2030 (Figure 3).

Vanadium redox flow batteries are currently tested as energy storage in South Africa, because of its significant scale-up of vanadium module to the megawatt (MW) scale and discharge durations of 4 to 12 hours and more. Both, Li-ion and flow batteries are the most promising BES in South Africa for the future [23]. PHS and Heat Storage is not evaluated because SA already has significant PHS and Heat Storage resources and potential for the future. South Africa's Li-ion technology research and development pool is built up by the University of the Western Cape, which is the national Li-ion Battery validation facility and is furthermore cooperating with the South African Nuclear Energy Corporation, the University of Limpopo, The Council for Scientific and Industrial Research and the Nelson Mandela University. Other companies and universities are doing research and development as well, those sponsored and supported the SA Energy Storage 2017 conference.

2.5 PESTLE-Analysis: Environmental

This section mentions potential beneficial or harmful environmental impacts in South Africa due to adopting energy storage systems.

Section 24 in the Constitution of the Republic of South Africa is the legal reference source for environmental laws. It ensures a sustainable development of the social and biophysical environment. Depending on the planned energy storage technology, its characteristics vary in terms of the material used, use, recyclability as well as disposal. With the different characteristics between the technologies, it's necessary to consider that the environmental impact and legislative requirements must be proved for each technology. Applicable legislation can, for example, be found in the National Environmental Management Act (No. 107 of 1998) (NEMA), the National Impact Assessment Regulations, 2014, National Environmental Management: Waste Act, 2008 and others.

The rapidly increasing demand of BES and the mining of the involved resources leads to a change in the environment. Crucial legislation is determined in the Mineral and Petroleum Resources Development Act (No. 28 of 2002). Mining has a direct impact on the biodiversity, which is estimated to contribute 7% of South Africa's GDP and supports over a million jobs [24]. It is essential to prove the impact on biodiversity in the life cycle of a mining project. Additionally, BESs have a high risk to harm the environment if they leak their hazardous substances.

South Africa’s annual CO2 emission was at 468 Mt in 2016 and was therefore placed 13th in the world ranking. 393 Mt of CO2 is produced due to the coal consumption [25]. According to BP Statistical Review of World Energy 2017, 70% of South Africa’s primary energy consumption came from coal [26]. The IRP was developed by the DoE and describes strategies as well as actions concerning the electricity supply until 2030. The IRP stipulates to integrate a capacity of 17.8 GW using solar photovoltaic (8.4 GW), wind energy (8.4 GW) and concentrated solar power (1 GW) by 2030 [27].

ESSs improve the overall energy management by relieving the base load generation. Additionally, ESSs can be used to cover peak generation, instead of using generators running on fossil fuel. The improved energy management leads to more efficient electricity usage, which consequently reduces greenhouse gas emission.

2.6 PESTLE-Analysis: Legal

The IRP 2010-2030 is the main guiding policy in terms of policies and regulations of the electricity sector in South Africa. Guiding government departments are the DoE, the National Energy
Regulator of South Africa and local municipalities [28]. In addition to that, ESKOM plays a significant role as the main power supplier in changing legislation in favour of ESS. The DoE published the White Paper on Renewable Energy in 2003, mentioning that “cost-effective energy storage mechanisms [have been] investigated” [29]. This Whitepaper encouraged the development of renewable energies. Furthermore, “the Renewable Energy Independent Power Producer Procurement Programme has the most proactive plan for SA to integrate renewables but with no specific procurement goal or plan for energy storage” [30].

Neither the IRP nor the REIPP PPP mention energy storage in relation to the installation of renewable energies. In Germany, for example, it is being discussed that energy storage needs to be considered independent from generation, consumption or transmission [31]. The Department of Science and Technology announced to develop an energy storage roadmap, which “will support the alignment of activities at individual science institutions across South Africa” [32].

3 CONCLUSION

For a decade now, Eskom is showing huge deficits in supplying reliable electricity to its consumers. This circumstances led to a negative impact on South Africa’s economic growth, pushing the government to implement different legal actions to diversify its electricity market. In addition, South Africa strives for a lower GHG emission. The change from conventional fuels to renewable energies takes ESS for granted, because of its capability of time shifting energy. At the same time, ESS could be used to become independent from the conventional grid or even electrify rural areas, which can be cheaper than extending the electricity network to cover those areas.

South Africa has a high potential to be the leading producer of Li-ion batteries, because of its mineral resources. According to the BES “Boom and the rapid cost decrease, Li-ion-based energy storage systems are expected to be the leading energy storage technology for commercial, industrial and home consumer utility-scale applications with cycle durations up to 4 hours. It can be assumed that South Africa’s economy would increase due to the increasing energy industry as well as mining industry. On the one hand, GreenCape states that even with the dropping battery and generation technology costs, the combination of these two technologies is still more expensive than what customers pay for the power from the conventional grid [33]. On the other hand, the International Finance Corporation mentions that “South Africa is expected to be the largest market in the [Sub-Saharan] region for energy storage” [34].

The advantages of implementing ESSs are obvious, but South Africa’s legislative framework shows huge deficits regarding the use and application of this technology. It is recommended to check the best practices overseas and adopt it to the South African context.
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Abstract

One of the major problems associated with additive manufacturing processes particularly – Laser Powder Bed Fusion (LPBF) such as the Direct Metal Laser Sintered (DMLS) process, arises due to the short interaction time of the laser beam with the powder and the accompanying high localised heating and subsequent rapid cooling. The result of this is a build-up of residual stresses in manufactured components, which necessitates subsequent heat treatment. This paper documents an investigation of the high strain rate tensile properties of as-built (AB) and stress relieved (SR) DMLS Ti6Al4V (ELI). The high strain rate tensile tests were carried out using a Split Hopkinson Pressure Bar (SHPB) system at ambient temperatures at average strain rates of 250s⁻¹ and 360s⁻¹. Values of Vickers micro hardness were obtained before and after the tensile tests. In addition, SEM investigations were carried out to study the prevailing failure mechanism and to identify any distinct features on the resulting fracture surfaces. The results of the high strain rate tensile testing showed rate sensitivity of the yield stress, flow stresses and true fracture strain for both forms of the alloy. Sensitivity to strain rate for the SR samples was seen to be higher than for the AB samples at all strains. Surface defects were found to be related to the tensile fracture of the alloy.

Keywords

DMLS, Ti6Al4V (ELI), High strain rate.

1. INTRODUCTION

Additive Manufacturing (AM) first emerged commercially in 1987, with stereolithography (SL) from 3D Systems, a process that solidifies thin layers of ultraviolet (UV) light-sensitive liquid polymer using a laser. It was originally known as rapid prototyping using polymers but became a manufacturing technology with time [1]. In AM, material is added, one cross-sectional layer at a time, to create a three dimensional object [2]. AM includes technologies such as fused deposition modelling, laser micro-sintering, Direct Metal Laser Sintering (DMLS), 3D laser cladding, 3D laser deposition, Electron Beam Melting (EBM), and Electron Beam Sintering (EBS). These AM processes are stimulating innovation in engineering component design, enabling the manufacturing of complex parts that are difficult to produce through the traditional methods such as forging, casting, machining and joining. This flexibility in design has led to the technology being used to manufacture topologically optimized parts with improved strength to weight ratios. AM also offers near-net shape fabrication of parts directly from 3D CAD models with minimal machining, resulting in a reduction in lead time, waste and cost. The two key advantages of AM that are very fundamental in the design of parts for the aerospace and automobile sectors include reduction of the overall weight, of the vehicles and aircraft as well as primarily reduction of the “Buy to Fly” ratio in aircraft. The “Buy to Fly” ratio is the ratio of the weight of materials procured for a particular product to the weight of the finished product [3].

Ti6Al4V alloy components are designed for good balance of mechanical characteristics such as high specific strength, ductility and resistance to corrosion, making it a standard alloy for use in the aerospace and medical industries. Parts in this alloy for use in these two industries have of late being processed increasingly using the DMLS process. This is because of the associated benefits of the process such as those mentioned in the preceding paragraph. The major challenges of this process that have been reported include: thermal residual stresses developed during the build process; high surface roughness of the manufactured parts; and finally generation of martensitic microstructures due to rapid cooling [4, 5]. Hence, the material properties of DMLS Ti6Al4V parts are often very different from those of wrought or cast Ti6Al4V parts that are produced at lower cooling rates. For instance, the yield strength of wrought and cast Ti6Al4V are 945 MPa and 885 MPa respectively, while that of DMLS Ti6Al4V has been reported as 1075 MPa [6-8].

The high strain rate (dynamic) properties of the conventional (wrought and cast) Ti6Al4V have been
a subject of various studies [9-11]. Generally these studies have demonstrated positive strain rate sensitivity of Ti6Al4V. More recent studies have attempted to demonstrate high strain rate performance of AM Ti6Al4V [12-14]. The work of Peng et al. [12], paid special attention to the coupled effects of the high strain rate and high temperatures on compressive and tensile plastic flow behaviour and fracture characteristics of Ti6Al4V alloys prepared by the 3D laser deposition technology. The study observed that the flow stress under compressive loading increased with increase in the strain rate, whereas the flow stress under tensile loading decreased with increase in the strain rate. These researchers proposed this anomalous strain rate effect on tensile flow stress when compared to compressive flow stress to be a result of fusion pores that were observable in the undeformed samples when examined in a scanning electron microscope (SEM). Peng et al. [12], observed that pores arising from lack of fusion that were present in the alloy expanded upon dynamic tensile loading but tended to close under dynamic compressive loading. However, the material exhibited negative temperature rate sensitivity under both loading conditions. Elsewhere, Masood et al. [13], studied the dynamic compressive properties of Ti6Al4V alloys processed by the EBM method. The study found that the fracture strain was lower in dynamic compression in comparison to the static compression deformation. During subsequent investigation of the microstructure, adiabatic shear bands (ASBs) were found in the samples that were tested at high strain rates. Biswas et al. [14] studied the deformation and fracture behaviour of Ti6Al4V produced by the laser-engineered–net shaping (LENS) technique under dynamic and static compression. Both the flow and fracture stresses in this work exhibited appreciable rate sensitivity.

Research on the behaviour of DMLS Ti6Al4V at high strain rates is scant. Moreover, the available literature on the behaviour of AM Ti6Al4V at high strain rate is predominantly focused on compressive loading. This paper presents a study of the deformation and fracture of as-built (hereinafter referred to as AB) and stress relieved (hereinafter referred to as SR) DMLS fabricated Ti6Al4V (ELI) subjected to high strain rate tensile loading using the Split Hopkinson Pressure Bar (SHPB) test. The relative strain rate sensitivity of the flow stress for the two forms of alloy (AB and SR) are compared. In addition, the variation in micro hardness before and after high strain testing are measured and discussed. The resulting deformed and fractured surfaces are analysed using SEM and then discussed.

2. MATERIALS AND EXPERIMENTAL PROCEDURES

2.1 Materials

Ti6Al4V (ELI) powder complying with the ASTM F3001-14 standard, supplied by TLS Technik GmbH, was used to build the high tensile strain rate test specimens using the DMLS. The test specimens were fabricated using an EOSINT M280 DMLS machine which is equipped with a 200 W ytterbium fibre laser that has a beam diameter of 80 μm. The samples were fabricated with a laser power setting of 175 W, a hatch distance of 100 μm and a layer thickness of 30 μm. The Ti6Al4V (ELI) powder particles were of an average diameter of <40μm. Layers were scanned following a back-and-forth raster pattern which was rotated 67º between successive layers. The gauge sections of the tensile specimens were rectangular in shape with values of length, width and height of (10x4x4) mm, respectively. The shoulders of the specimens were printed with threads to mesh with the grips used in the SHPB apparatus at the Blast Impact and Survivability Research Unit (BISRU) of the University of Cape Town. The dimensions and profile of the shoulders as well as the build orientation of the specimens are shown in Figure 1.

![Figure 1 - The dimensions and the build orientation of the high strain rate tensile specimens.](image-url)

A total of 32 specimens were fabricated, half of which were heat treated to reduce the residual stress created during fabrication. The alloy was heat treated (stress relieved) in argon atmosphere at a temperature of 650 ºC for a soaking period of 3 h and then air cooled.

2.2 Experimental procedures

The dynamic tensile tests were performed using a SHPB test facility with striker, incident and transmitter bars that were made of 7075-T651 aluminium. The shoulders of the specimens were connected through the mechanical joints to one end of the input bar, while the other shoulder was connected to the nearer end of the output bar. The strain rates were controlled by changing the velocity of the striker bar. The SHPB facility used was fairly limited in terms of the velocity range in which it could be operated safely. Nonetheless, two strain rates of 250 s⁻¹ and 360 s⁻¹ were attained. During the experiment, the test under
each strain rate was repeated seven times to enhance credibility and statistical confidence. An extra specimen for each form of the alloy was used to calibrate the equipment prior to the commencement of testing. The reflected signal $\varepsilon_r(t)$ identified from the strain wave of the incident bar and transmitted strain signal $\varepsilon_t(t)$ identified from the strain wave of transmitter bar were used to compute stresses, strains and strain rates using the following equations:

\[ \sigma_s = \frac{E_s A_0 \varepsilon_s}{A_s} \]
\[ \varepsilon_s = 2 \frac{C_s}{l_s} \int_0^t \varepsilon_r \, dt \]
\[ \dot{\varepsilon}_s = \frac{2 \varepsilon_r C_0}{l_s} = \frac{\nu_{sr} - \nu_{st}}{\nu_{st}} \]

Where the symbols $\sigma_s$, $\varepsilon_s$ and $\dot{\varepsilon}_s$ represent engineering stress, strain and strain rate of the specimen, respectively. The symbols $A_s$ and $A_0$ stand for the cross sectional areas of the specimen and the bars, respectively. The symbols $c_s$ and $C_0$ represent the input and output velocities at the interface of the specimen-transmitter bars, respectively, $l_s$ the length of the specimen and $C_0$ the longitudinal wave velocity. The curves of stress-strain that were obtained in all instance were averaged using a MatLab code that was developed in the present work and then converted to curves of true stress-strain.

The values of micro hardness for the samples that were not loaded and those that were exposed to tensile high strain rate loading without experiencing fracture were obtained using a Future Tech Vickers hardness tester. A 200 g load, with a dwell time of 10s was used and a minimum of 30 indentations were made on each sample. The indentations were done approximately 0.5 mm from the edges of the cut surfaces of the gauge sections in both the transverse and longitudinal directions and another set of indentations was done along the middle of the specimen, in the loading direction. The deformed longitudinal cut surfaces to be studied using SEM, were then mounted in multfast resin (Bakelite resin) using a Struers Citopress-1 mounting machine. Grinding and polishing of the specimens then followed. Thereafter, the polished surfaces were cleaned individually under tap water, and then dried with a strong stream of compressed air. The samples were then etched using a solution of Kroll’s reagent. The fracture surfaces to be studied were subsequently cleaned for 5 min in an ultrasonic cleaner using ethanol as the cleaning solvent.

3. RESULTS AND DISCUSSION

3.1 Stress- strain behaviour

At the average strain rate of 360 s\(^{-1}\), 100% of both forms of the alloy deformed to fracture, while at the strain rate of 250 s\(^{-1}\) only 71% and 84% of the tested samples for the AB and SR specimens, respectively, deformed to fracture. Figure 2 shows a typical stress, strain and strain rate against time graph of the signals that were obtained in these tests. The graph shows the tensile stress to be initially almost constant up to approximately 40 μs (which is taken as the ‘ring up’ period), followed by a rapid increase in value up to the yield point, and then a plateau before sharply dropping to zero. The ‘ring up’ period in a SHPB test is considered as the period of time taken to attain dynamic equilibrium between the forces at the input bar and the output bar of the SHPB test. It is dependent on the gauge length of the specimen such that shorter gauge lengths reduce the period and vice versa. The tensile strain is also initially almost constant during the ‘ring up’ period and then increases rapidly in magnitude, drops in magnitude and then attains a more or less constant slope at approximately 150 μs.

![Figure 2](image)

Figure 2 - The tensile stress, strain rate and strain against time curves for the tested SR DMLS Ti6Al4V (ELI) specimens.

That the tensile strain rate increases slowly during the ring up period, is evident from the nearly horizontal curve at the onset of loading. The strain rate then increases sharply before dropping sharply in magnitude, then levels off in the zone of plastic deformation before picking sharply and then finally terminating in a rapid reduction of strain rate.

Figure 3 shows the engineering stress–strain curves for the seven AB specimens of DMLS Ti6Al4V (ELI) that were tested at the same strain rate.

![Figure 3](image)

Figure 3 - Stress-strain curves for the seven AB specimens that were tested at an average strain rate of 250 s\(^{-1}\).

The two curves in light blue and red colours shown in Figure 3 were considered as outliers, as they clearly
lacked conformity of magnitude for both curves and profile for the red curve, with the other curves and were not therefore taken into account when averaging the curves. Moreover, though the blue curve exhibits a shape profile very similar to the clustered curves, its ring up period was significantly higher (20% higher) than for the clustered curves. Therefore, the two curves in this case were not taken into account when averaging the curves. The averaged curves were converted to true stresses and strains using the following relationship:

\[ \sigma_{true}(t) = \sigma_{eng}(t)(1 - \epsilon_{eng}(t)) \] (4)
\[ \epsilon_{true}(t) = \ln(1 - \epsilon_{eng}(t)) \] (5)

The resultant curves of average true stress-strain and the corresponding curves for the maximum and minimum values (dotted) in the plastic range are shown in Figures 4 and 5.

![Figure 4 - The resultant curves of average true stress-strain for the AB samples at two different strain rates.](image)

![Figure 5 - The resultant curves of average true stress-strain for the SR samples at two different strain rates.](image)

The sudden impact on the specimens during the tensile SHPB tests is suspected to have led to instantaneous strain hardening (due to piling up of dislocations). Therefore, yielding at stresses that were higher than the known tensile yield stress of 1098 MPa were found for the two forms of the alloy as is evident in Figures 4 and 5. The yield stress for the AB samples is seen in Figure 4 to be 1443 ± 17MPa MPa and 1360 ± 19 MPa, while that of SR specimens in Figure 5 is 1446 ± 22MPa and 1340 ± 21MPa for strain rates of 360 s⁻¹ and 250 s⁻¹, respectively.

The effect of the strain rate on the flow stress (\(\sigma\)) at a fixed strain and temperature is described by the power law expressed as follows:

\[ \sigma = C\dot{\epsilon}^m \] (6)

Where the symbols \(m\) stands for the strain rate sensitivity, \(\dot{\epsilon}\) the strain rate and \(C\) a material constant. The relative flow stresses at the two strain rates measured at the same strain is given by [15]:

\[ \frac{\sigma_2}{\sigma_1} = \left(\frac{\dot{\epsilon}_2}{\dot{\epsilon}_1}\right)^m \] (7)

The evaluated values of relative strain rate sensitivity \(m\) at selected strains for the AB and SR samples at the two strain rates are summarised in Table 1.

<table>
<thead>
<tr>
<th>Strain</th>
<th>0.04</th>
<th>0.06</th>
<th>0.08</th>
<th>0.10</th>
<th>0.12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile strain rate sensitivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>AB</strong></td>
<td>0.14</td>
<td>0.03</td>
<td>0.015</td>
<td>-0.034</td>
<td>-0.06</td>
</tr>
<tr>
<td><strong>SR</strong></td>
<td>0.19</td>
<td>0.16</td>
<td>0.21</td>
<td>0.22</td>
<td>0.19</td>
</tr>
</tbody>
</table>

**Table 1 - Tensile strain rate sensitivity**

The values in Table 1 show the SR specimens to have higher values of strain rate sensitivity of flow stress than the AB specimens. The post yielding curves for the AB specimens in Figure 4, at the strain rate of 250 s⁻¹ are steeper than at the higher strain rate of 360 s⁻¹. This was suspected to be a result of the low rate of strain hardening (flatter curve) expected after yielding at higher strain rates than at lower strain rates. The two curves in the figure are then seen to cross over each other at a strain of 0.084 (indicating a higher rate of unloading at the higher strain rate), after which the material shows negative strain rate sensitivity at both strain rates. The two forms of the alloy also show true fracture strain rate sensitivity of the fracture strain as is evident in Figures 4 and 5. Figure 4 shows true fracture strains for the AB samples to be very close to values of 0.1210 and 0.1236 at the strain rates of 250s⁻¹ and 360s⁻¹, respectively. The fracture strain for the SR samples that tested at the strain rate of 250 s⁻¹, is seen in Figure 5 to be equal to 0.1633, while at 360s⁻¹ it is slightly lower at 0.1401. The fracture strains for the SR specimens are therefore seen to be the higher of the two forms of specimens, which ties in with the fact that the SR specimens were stress relieve annealed and should therefore be more ductile.

### 3.2 Micro-hardness

The test was conducted in order to study, not only the relationship of the form of material (AB or SR) with hardness but also to understand the changes of hardness in the test samples as a result of the imposition of high tensile strain rates on them. Figure 6 summarizes the micro hardness values of mean and standard deviation before and after the application of high tensile strain rates. Stress relieving resulted in a reduction in of micro hardness of the AB samples as is seen in Figure 6.
A hypothesis of the reduction by stress relieving, of the defects of higher density and a large amount of residual stress created in DMLS process due to rapid solidification can be proposed to have resulted in this observation. Even though the values of standard deviation in Figure 6 show the mean values to overlap in each form of the samples, the difference in the mean values are much higher for the SR than AB samples. The AB and SR specimens recorded a 2.5% and 4.9% increase in hardness, respectively, at the same strain rate of 250 s\(^{-1}\) with reference to the recorded mean values for samples that were not loaded. Two factors could be surmised to have contributed to this increase in hardness.

The images reveal the presence of prior β grains elongated approximately parallel to the build direction, with an almost equiaxed grain morphology in the transverse sections, both before and after heat treatment. The internal columnar/equiaxed grains seen in the micrographs consist of a fine acicular -type structure which is referred to as α'-martensite. There is no evidence of a change in microstructure after the stress relieving heat treatment, which is consistent with the work of Moletsane et al. [7]. Moletsane et al. further found that, even though the microstructure of the AB and SR Ti6Al4V (ELI) alloy was similar, the UTS, % fracture strain and yield stress of the former decreased, increased, and remained unchanged, respectively, upon stress relieving.

The study and analysis of the deformed surfaces at lower strain rate that were not loaded till fracture, revealed cracks propagating at an angle of inclination, from the necked surface towards the centre of the cut surfaces as shown in Figure 8. Two proposals can be made to explain this phenomenon: the first is due to stress inhomogeneity in the material after necking and the second one is due to surface roughness of the DMLS parts. These two factors combined could increase the strain localization near the surface, thereby triggering the initiation and propagation of cracks.

![Figure 6 - Comparison of mean values of Vickers micro hardness for the unloaded and loaded DMLS Ti6Al4V (ELI) at a strain rate of 250 s\(^{-1}\).](image)

Firstly, it is suspected that the specimens experienced almost instantaneous strain hardening upon imposition of high strain rates. Secondly, upon yielding and before necking the specimens experienced further strain hardening.

### 3.3 Microstructural investigation and analysis of failure surfaces

Optical images of the microstructure of the specimens in the AB and SR forms, prior to loading, are shown in Figure 7.

![Figure 7 - Optical micrographs of (a) and (c) the AB and (b) and (d) SR samples for the transverse and longitudinal sections with reference to the build direction, respectively.](image)

![Figure 8 - Typical cracks that have propagated at inclinations to the loading axis on the deformed surface of (a) AB and (b) SR specimens.](image)
The loaded specimens showed necking in both the directions of width and thickness of the AB and SR specimens as shown with the red arrows in Figure 9. The side views shown in this figure demonstrate that the samples failed at an angle of approximately 45° to the loading axis, which is the angle of maximum shear in this case. This further explains the inclination of propagated cracks shown in Figure 8.

The tested AB and SR samples showed similar characteristic features on the fracture surfaces. The surfaces consisted of smooth/shear and fibrous regions, which are characterised by elongated dimples as shown in Figure 10.

4. CONCLUSIONS

The behaviour of DMLS Ti6Al4V (ELI) under high strain rate loading was studied using the SHPB test with the following outcomes.

- The flow stresses for the SR specimens were observed to increase at higher strain rates, while the true strain decreased. The flow stresses for the AB samples increased with strain rate initially, but then decreased at a strain of 0.084. The AB specimens however, did not show sensitivity of fracture strain to strain rate.
- The relative strain rate sensitivities of the SR specimens were higher than those of the AB specimens at the two strain rates used.
- Stress relieving resulted in a reduction in Vickers micro hardness of the AB parts. The micro-hardness was seen to increase after deformation at high strain rates.
- The fracture surfaces were characterised by smooth and fibrous regions and ‘river like’ patterns of crack propagation.
- The secondary cracks that were observed to have initiated from the surfaces are suspected to have been due to surface roughness of the test specimens that is associated with the DMLS process.

Future works should aim at testing both AB and SR specimens over a wider range of high tensile strain rates.
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Abstract

TiAl is considered a key material for high performance gas turbines for aircraft engines and automotive applications, in particular for the production of engine valves and turbine wheels for turbochargers. This is due to the attractive high oxidation resistance and strength retention of the TiAl alloy at high temperatures. The limitations of the conventional methods of manufacturing TiAl alloy components with precise geometry and near net shape functional characteristics have limited the usefulness of the TiAl alloys. However, additive manufacturing (AM) methods such as direct metal laser sintering (DMLS) have proven to have the capacity to uncover the full potential of the TiAl alloy by producing components with complex shapes. Ti elemental powder was mixed with Al elemental powder to form a Ti6Al alloy. Geometrical characteristics of single tracks were investigated at a range of laser powers and scanning speeds. To study the distribution of the Al in the Ti matrix, a SEM-EDS investigation was performed. Effects of hatch distance and scanning strategy on the layer surface morphology were investigated. Optimum process parameters for manufacturing Ti6Al components with specific geometrical and functional near net shape characteristics with homogenous microstructure were determined.
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1 INTRODUCTION

Titanium powder development has become a significant aspect of research, with possibilities of contributing to the growth of the titanium metal industry in South Africa. This interest is driven by the abundant availability of titanium, because South Africa is the second largest producer of titanium raw material in the world. Titanium is classified as a nonferrous and light metal and it stands out primarily because of its high specific strength, corrosion resistance and strength at high temperatures. However, the maximum application temperature is limited by the increased oxidation of the alloy at temperatures above 600ºC. Titanium aluminides (TiAl) partly overcome the oxidation disadvantage; and because of this reason, they have become the subject of intense alloy development efforts [1].

TiAl alloys represent an important class of high temperature structural materials providing a unique set of physical and mechanical properties that can lead to substantial payoffs in aircraft engines, industrial gas turbines and automotive parts due to their unique thermo-mechanical properties. TiAl based alloys have a strong potential to increase the thrust-to-weight ratio in an aircraft engine. This is the case especially with the engine's low-pressure turbine blades and the high-pressure compressor blades. These were traditionally made from Ni-based superalloys, which are nearly twice as dense as TiAl-based alloys [2,3]. Conventional methods of manufacturing have been used to produce TiAl components for high temperature operations with limited success due to their inability to produce near net shapes [2,4].

The mechanical properties of a material are the main determining factors for qualifying it for a specific application. However, for improved energy efficiency and power for highly engineered products, such as aircraft engines, industrial gas turbines and automotive parts, net-shapes that would enhance the geometrical, technical and functional properties of the components have become paramount. These functional requirements of near-net shapes of complex geometries (e.g. back tapers, intricate cooling channels, customized porous structures and special lattices or hollow structures) make additive manufacturing (AM) an attractive manufacturing technology to be exploited for manufacturing TiAl-based alloys with specific geometrical characteristics for high-temperature operations. In addition, the AM processing routes are more promising to produce more isotropic microstructures [4, 5].

Clark [6] and Bewlay et al. [7] concluded that successful manufacturing of near-net TiAl shapes would yield the production of aircraft engines with great propulsion efficiency of a 20% reduction in fuel consumption, a 50% reduction in noise, and 80%
reduction in NOx emissions compared to similar prior engines.

Fundamentally, the direct metal laser sintering (DMLS) technology is a powder bed fusion technique which is applied to build objects layer-by-layer from 3D CAD models, instead of removing material through subtractive methods such as machining.

The essential operation in DMLS is the laser beam scanning over the surface of a thin powder layer previously deposited on a substrate to fuse powder particles together. The forming process proceeds along the scanning direction of the laser beam. Each cross-section (layer) of the part is sequentially filled with elongated lines (tracks) of molten powder [8].

Characteristics of the produced DMLS object such as porosity, microstructure and mechanical properties are influenced by the parameters selected for the DMLS process. Parameters such as layer thickness, as well as powder particle size distribution and shape, are important for deposition of uniform powder layers. Laser power, temperature, spot size, scanning speed of the laser and the deposition time, determine the effectiveness and success of the process and the quality of the part produced [8].

Figure 1 shows the effect of different DMLS process parameters on the characteristics of Ti6Al single tracks.

Figure 1 - Cross-sectional and top views of Ti6Al DMLS single tracks on a substrate

The process of single track formation is directly influenced by the process parameters and therefore at improved process parameters, DMLS single tracks are continuous and defect free (Fig 1.B and Fig 1.E). At high laser power, excessive energy input can lead to a keyhole mode resulting in deep re-melting of the substrate and pores forming inside the molten pool, and this would contribute to porosity in the final product (Fig. 1C and Fig 1.F) [9].

If the scanning speed decreases, the time of irradiation is increased and it results in a higher energy input and irregular tracks are formed, because the heat affected zone becomes larger, more powder is involved and tracks tend to have satellites or dislodged sections that form during solidification.

High scanning speed leads to insufficient re-melting depths and long molten pools. Drop formation (balling effect) occurs when surface tension breaks the continuous molten pool into individual droplets (Fig. 1A and Fig 1D). At low laser power, the molten pool exists at lower temperatures, the surface tension coefficient, as well as melt viscosity, increases and leads to drop formation [8].

This paper reports on an investigation into the feasibility of in-situ alloying of Ti6Al from elemental powders as a cost and time effective means to produce a wide range of alloy compositions.

2 MATERIALS AND METHODS

The experiments were conducted with pure Ti (CP Ti, grade 2) and 99.8% pure Al spherical gas atomized powders procured from TLS Technik GmbH. The Ti powder particle size was <45 µm while the Al powder particle sizes ranged from 40 - 75 µm. For these experiments 94 wt.% of Ti was mechanically mixed with 6 wt.% Al.

The single track experiments were conducted in an EOSINT M280 machine supplied by EOS GmbH. The laser spot diameter was ~80 µm. Based on prior knowledge [5], single tracks and single layers were produced at laser power (P) of 150 W and 350 W over a wide range of scanning speeds (V = 0.4 – 3.4 m/s). A Ti6Al4V substrate was used with a uniform powder deposition of 60 µm. All tracks were of length 0.02 m. For each scanning speed, three single scan lines were produced. The samples were mounted and metallurgically prepared for optical analysis according to well-known procedures described in the literature [5].

The prepared samples were examined to measure the width of the tracks, the height of the tracks above the build plate and the depth of the tracks into the build plate.

The homogeneity of Al in Ti and the amount of Al lost were determined with scanning electron microscopy (SEM) and X-ray energy dispersive spectroscopy (EDS).

3 RESULTS AND DISCUSSIONS

Top surface analysis of the single tracks was conducted. The results of track width as a function of scanning speed are graphically presented in figure 2.
Figure 2 - The width of single tracks at different scanning speeds for two laser power settings

From figure 2, it is noted that the widths of the single tracks decrease with increasing scanning speed and decrease with increasing laser power.

With the increase of the laser scanning speed, heat loss by conduction decreases, and thus, the absorbed energy of laser radiation goes directly into fusing the material, and the width of the tracks is comparable to the laser beam diameter [8].

Progressive increase in the scanning speed has a significant effect on the capillarity instability of the molten laser cylindrical liquid tracks [10].

An understanding of the width to scanning speed relationship of the single track helps in determining hatch distance in order to ensure accurate overlapping between the tracks [11].

The results of linear energy density as a function of laser scanning speed are shown in figure 3.

Figure 3 - Linear energy density of single tracks at different scanning speeds for two laser power settings

From figure 3, it is noted that an increase in the scanning speed reduces the linear energy density.

A reduction in energy density leads to a reduction of the temperature in the molten pool. The lower melting temperature would produce a limited molten fluid of high viscosity, which would obstruct the free movement of the unmelted powder particles in the molten pool. The high viscous liquid is expected to form semi-discontinuous tracks known as pre-balls and balling effect [12].

Balling is also caused by inadequate penetration of the input energy to melt and wet the underlying substrate due to surface tension, which tends to spheroidise the liquid [8].

The higher energy input increases the temperature of the molten pool and subsequent production of a large amount of liquid phase with low viscosity which enhances easy flowing of the molten pool. At low scanning speeds the heat conduction promotes heating of the substrate and powder material through the microscopic collision of the powder particles and their movement; thus creating conditions for involvement of new material into the fusion process [8].

During the in-situ DMLS process, if the selected process parameters lead to sufficient laser energy density to melt the powder and penetrate into the previous layer, bonding between the substrate (previous layer) and the next layer takes place. [8,13]

The relationship between the remelted depth and scanning speed is shown in Figure 4.

The track width and the remelted depth have a linear dependence: they decrease with the scanning speed and they decrease with laser power. When the scanning speed decreases, the length of the molten pool decreases as well and its width increases. Molten pools with greater circumference-to-length ratio show a more stable behaviour [8].

Figure 4 - Remelted depth for continuous tracks at different scanning speed for two laser power inputs.

In Figure 5 the remelted depth of the single tracks at 150 W laser power and corresponding scanning speed of 0.4 m/s – 0.8 m/s and 350 W at 1 m/s shows a V shape and signifies deep penetration of the laser into the substrate. This is an example of the effect of a combination of a high energy input and a low scanning speed. If the scanning speed decreases, the time of irradiation is increased and it results in a higher energy input and irregular tracks are formed, because the heat affected zone becomes larger, more powder is involved and tracks tend to have satellites or dislodged sections that form during solidification [9].
In Figure 6, the shape of the single tracks formed at laser power of 150 W and the corresponding scanning speeds of 1 - 1.4 m/s and 350 W at 1.2 m/s, respectively, resembles a semi-circular (U-shape) and signifies sufficient laser power at a good scanning speed. Such conducive mode would lead to good bonding between the tracks and the substrate, hence could be referred to as the window of optimum processing parameters [14].

In Figure 7, at scanning speeds in the range of 1.6-2.2 m/s for corresponding laser powers of 150 W and 1.6 – 2 m/s at 350 W, respectively, the laser energy melts the powder and drills very deep into the substrate. This is as result of the excessive laser energy which causes the laser beam to create a topological depression in the substrate. [14].

To investigate the influence of scanning strategy on single layer morphology, two types of surfaces were produced, namely, a single scan and rescanned surfaces at different hatch distances of 80 μm, 90 μm and 100 μm. These results are shown in Figure 8.

From the results in figure 8, it can be concluded that good single track overlapping can be achieved at more than one hatch distance and that rescanning strategy enhances homogeneity of the in situ alloyed material, by ensuring that the laser could melt all powder particles and satellites, even though rescanning increases the production time [11].

A cross-sectional examination of the Ti6Al samples (Figure 9) reveals that Ti and Al particles melted completely. However, there are Al rich areas where there is a random distribution of Al in the Ti alloy matrix. The process of rescanning helps to homogenise the Al distribution in the Al rich areas.
During the rescanning process, the previously rough surface enhances laser radiation absorption. The increase in laser absorptivity due to the rougher surface leads to an increase in temperature and more prominent flow of the molten pool. The increased temperature and the more prominent liquid flow causes the Al concentrated zones to homogenise [15].

Figure 9 - Cross sectional view of DMLS Ti6Al in-situ alloy at 150 W laser power, and 1.2 m/s laser scanning speed of single and double scans at 80 µm, 90 µm and 100 µm hatch distances.

An EDS elemental mapping analysis was conducted to verify the distribution of the Al in the Ti near the surface of the alloy. The results given in Figure 10 suggest that Al was not evenly distributed in the Ti during the single scan, however, rescanning has improved the distribution of the Al in the Ti. The difference in hatch distance seems not to have any significant effect on the Al distribution in the Ti. All the samples demonstrated a similar level of Al distribution at each hatch distance (80 µm, 90 µm and 100 µm) in the Ti alloy matrix at a given constant laser speed.

SEM observations of the manufactured samples demonstrated that the alloy did not homogeneously mix and areas rich in Al were observed. On average, the concentration of Al in the alloy varied in the range of 0.6-4.98 wt.%

The observed effect of energy input on in situ alloying a Ti and Al powder mixture can be explained with the differences in the material properties. Ti and Al have a specific heat capacity of 528 J/(kg.K) and 921 J/(kg.K), thermal conductivity of 17 W/(m.K) and 205 W/(m.K), density of 4500 kg/m³ and 2710 kg/m³, latent heat of fusion of 435 kJ/kg and 398 kJ/kg, respectively. Al has a higher specific heat capacity and a higher thermal conductivity that result in Al absorbing more laser radiation than Ti. Add to this the much lower melting point of Al (660 ºC) than Ti (1668 ºC) and this explains why there is a significant loss of Al compared to Ti. The density of Al is only 60% of that of Ti, which will cause Al to move to the top and Ti to sink to the bottom in the molten pool. This brings Al even closer to the laser beam and promotes an accelerated melting and loss of Al [16].

Figure 10 - Al EDS distribution map in backscattered electron (BSE) mode of DMLS Ti6Al in-situ alloy for a single scan and rescan at laser power 150 W, scanning speed 1.2 m/s and 80-100 µm hatch distances.

4 CONCLUSION
An understanding of the optimum process parameters of the single tracks and layers in a DMLS in-situ alloying process is essential before any further processing into 3D parts is attempted. As demonstrated in the current study and previous experiment results [10], the combination of the process variables shows a non-linear relationship between the different process parameters.

In the in situ alloying of blended Ti6Al powders, a melting of the Ti and the Al powders is achieved. Areas where there is uneven distribution of the Al powder are observed. The samples were rescanned and notable improvements in the homogeneity and distribution of the Al in the Ti matrix were observed. Therefore, the rescanning process has proven to yield noticeable improvements in the homogeneity and surface quality of the layers.

Improving the mixing process of the Ti6Al alloy before the experiments has the potential of further reducing the uneven distribution of the Al powder in the Ti matrix, since the current mixing of the powder was done manually.

The DMLS process was able to produce homogenous tracks of TiAl alloy with a complete melting of the powder after the rescanning process, showing an improved homogeneity on the single tracks, compared to what other previous authors have reported [4-5, 17-19].

From the analysis of the Ti6Al alloy samples, the most preferable samples seem to be at 150 W laser power, 80 µm hatch distance and 1.2 m/s scanning speed, using a rescanning process. These samples show a good melting and homogeneity of the Al particles on the surface and in the cross sections. They display a U shaped penetration depth into the
substrate, which leads to good bonding between the tracks and the substrate [14].
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Abstract
Laser based powder bed fusion (LBPF) is an innovative technology which allows the production of fully dense, fine-structured parts with complex shapes. Platinum is a precious metal which forms part of the family of platinum group metals. Typically, platinum is used in the jewellery, glass and medical industries, in the automotive industry as catalyst in catalytic converters, and in the aerospace industry. Processing of platinum has conventionally been done through casting and normal metalworking methods for the conversion into useful components, however, in the jewellery industry casting of platinum is a well-known challenge to get exact non-porous components. Additive manufacturing of platinum opens up novel possibilities in terms of the complexity of the geometry that could be obtained. Successful laser based powder bed fusion of metal components require fine calibration and control of the process. Simulation allows for the estimation of thermal distribution during processing. Microscopy of single tracks allows insight into the effectiveness of process controls. In this paper the approach followed to produce platinum parts in an EOSINT M280 direct metal laser sintering machine is discussed.
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1 INTRODUCTION
Laser Powder Bed Fusion (LPBF) is a layer-by-layer manufacturing method in which powder layers are scanned by a laser beam to fuse powder particles together, as well as onto the previous layer. Sequentially, track–by-track, layer-by-layer, a 3D part is sintered. LPBF can produce fully dense parts of complex geometry with internal structures, including light-weight lattice structures. This technique opens up new avenues towards complex shape parts with inner structure, especially in the automotive, aerospace, medical and jewellery fields where unique designs, light weight and topology optimisation are required [1]. To produce solid non-porous 3D objects, a hierarchical approach was suggested, including mutual analysis of LPBF parameters necessary to control the final product quality on every level – the track, the layer and the final 3D object [2]. This approach was used for manufacturing of fully dense 3D samples from pure platinum powder supplied by Lonmin Plc.

2 MATERIALS AND METHODS
2.1 Materials
The experimental work was done on a 50 mm x 50 mm x 6 mm pure platinum substrate with mass of 259.6 g and 99.968 % purity, (i.e. the overall total impurity content is not more than 0.032 wt.%). Surface roughness of the substrate was Ra=0.5±0.04 μm, Rz=7.4±0.9 μm.

Water-atomised powder with similar chemical composition was used. Powder particles were spherical in shape and had size <45 μm (Fig. 1). Before experiments, “powder for single tracks” was dried at 80°C for 2 hours. Only this powder was used for the following experiments with single tracks and layers.

Surface roughness was measured with a Mitutoyo SJ-210 roughness tester in accordance with ISO1997 (λ, c=2.5 mm).

Single track scanning was done in the EOSINT M280 400 W system in Ar atmosphere at different scanning speeds and laser power. The laser beam spot size was about 80 μm.

The substrate with LPBF samples was divided by electro-discharge machining (EDM) wire cutting for cross-sectional analysis purposes. Templates were prepared in accordance with metallographic and
materialographic specimen preparation practice for noble metals [3].

Temperature-dependent properties such as density, thermal conductivity and heat capacity of pure Pt were used for numerical simulations of single lines (Fig. 2).

Figure 2 - Temperature-dependent properties of pure Pt: density (a), thermal conductivity (b) and heat capacity (c) [8]

2.2 Numerical Simulation

The energy needed for fusion of a unit volume of the material can be estimated with equation (1):

\[ Q_{UV} = \rho c \times (T_m - T_0) + L_i \]  

where \( \rho \) is the density, \( c \) is the specific heat capacity, \( T_m \) is the melting point, \( T_0 \) is... and \( L_i \) is the latent heat of fusion (133.6 kJ/kg). To melt 1 mm\(^3\) pure Pt alloy 7.44 J/mm\(^3\) has to be absorbed by the Pt substrate during laser beam scanning. This calculated value is 1.3 times higher than for Ti6Al4V alloy. Pt also has higher thermal diffusivity (25×10\(^{-6}\) m\(^2\)/s); this value for Ti6Al4V alloy is 2.9×10\(^{-6}\) m\(^2\)/s at room temperature, thus the ratio of ability to conduct thermal energy versus to store the energy is higher in pure Pt than in Ti6Al4V. A high thermal conductive media such as pure Pt requires high energy density and, at the same time, optimal scanning speed has to be used.

Temperature-dependent properties of pure Pt were used for numerical simulations of single lines produced by laser beam with Gaussian energy distribution on the solid substrate. The energy supplied by a laser beam with Gaussian distribution is defined by (2)

\[ Q = Q_0 (1 - R) \frac{f \cdot A_z}{\pi r_0^2} e^{-\frac{f(x^2+y^2)}{r_0^2}} e^{-A_z z} \]  

where \( Q_0 \) is the total laser power; \( R \) is the surface reflectivity of the material for a given wavelength; \( A_z \) is the coefficient of absorption; \( r_0 \) is the characteristic radius of the laser beam; \( f \) is the power distribution factor; \( x = x_0 + V t \), where \( V \) is the laser scanning speed. The heat balance is [4]:

\[ \rho c \frac{\partial T}{\partial t} + \nabla \cdot k \nabla T = \nabla (k \nabla T) + Q \]  

where \( T \) is temperature, \( t \) is time and \( V \) is laser scanning speed, \( c \) is specific heat capacity, \( \rho \) is density of material, \( k \) is thermal conductivity. For numerical simulation the time-dependent “Heat Transfer in Solids” module of Comsol has been chosen in order to solve the heat balance equation. In the liquid molten pool Marangoni flow contributes significantly to the temperature distribution and shape of the molten pool. To simulate metal welding, enhanced thermal conductivity of liquid metal has been used by Zhang et al [5]. Following a similar approach, for the numerical simulation of Pt by laser melting, the effective thermal conductivity \( k_{eff} \) was chosen as

\[ k_{eff} = \begin{cases} \frac{k}{m} & \text{for } T < T_m \\ m \cdot k & \text{for } T \geq T_m \end{cases} \]

where \( k \) is the thermal conductivity in solid state, \( T_m \) is the melting temperature, \( m \) is the coefficient >1 for the liquid metal.

For numerical simulations \( f=2 \) (Gaussian beam) and \( m=2 \) \( k_{eff} \) were chosen. Except the top surface, all other boundaries are assumed to be thermally insulated. The heat flux on the top surface simulates convective cooling. Heat losses due to convection is expressed by

\[ k \frac{\partial T(x, y, L_s, t)}{\partial z} |_{top} = h_c (T - T_0) \]

where \( T_0 = 293 \text{ K} \) is the initial temperature, \( h_c = 10 \text{ W/(m}^2\text{K}) \) is the convection coefficient. In order to obtain accurate results, the density of the mesh in the region around the irradiation, and in the top region of the sample (50–200 µm), was higher than in the sample as a whole. The minimum mesh size was 0.5 µm.

Shiraishi and Tilley [6] studied the spectral reflectivity of homogeneous binary gold alloys and also pure Pt. They found a great flattening of the
reflectivity curve in the visible spectrum for pure Pt and for Pt and Pd alloys with gold. Thus, for numerical simulations a reflectance value of \( R = 0.8 \) was used.

Numerical simulations showed that the penetration depth was more than 50 µm. This value is larger than the size of the powder particles, so all powder will be molten. With the scanning speeds used, the isothermal contours were shallower and longer (Fig. 4). The ratio between the length of molten pool to its width changed from 1.1 to 1.3, thus humping and balling effects can occur at higher scanning speeds.

![Figure 3](image)

**Figure 3** - Isothermal contours for numerical simulations of pure Pt at constant laser power with 80 µm spot size and parameter set 1 (a) parameter set 4 (b).

### 3 EXPERIMENTAL RESULTS AND DISCUSSION

#### 3.1 Single tracks

Based on the pilot study that was done earlier, a constant laser power and varying scanning speeds were used to produce single tracks on the substrate without powder (Fig. 5). Tracks were 20 mm in length. Solidification lines after laser scanning were clearly visible at certain scanning speeds on the top view of the substrate. Single tracks with pure Pt were conducted at the same process parameters on powder layer thickness of 50 µm (Fig. 6). Also 3 tracks were produced and analysed for each set of the process parameters.

![Figure 4](image)

**Figure 4** - Top view of single tracks at constant laser power, scanning speeds listed from parameter set 1 (a) parameter set 2 (b) parameter set 3 (c) parameter set 4 (d).

![Figure 5](image)

**Figure 5** - Top view of single tracks from Pt powder on Pt substrate: constant laser power, scanning speeds listed from parameter set 1 (a) parameter set 2 (b) parameter set 3 (c) parameter set 4 (d).

The balling effect started at 0.8 m/s (Fig. 6c). For Ti6Al4V single tracks, the balling effect started at higher scanning speed: at 300 W laser power and scanning speed up to 1.8 m/s, tracks were stable.
(see Fig. 7). It can be assumed that the lower absorption coefficient than Pt (R=0.63 for Ti, Steen, [9]) and higher surface tension at melting point resulted in this phenomenon.

In LPBF, surface roughness depends on powder layer thickness, laser power density, scanning speed and thermo-physical properties of material, etc. When the hatch distance is shorter than the denudation zone, consistent diminishing of track width and height occur [7]. When the surface is very smooth, powder delivery will be difficult because spherical powder particles easily slip off the substrate when the powder is levelled with the blade or brush. For LPBF the profile of the layer at parameter set 2 looks preferable; layers produced at parameter set 3 and 4 had very rough surfaces; it can provoke porosity in final 3D LPBF samples.

3.3 3.3.3D LPBF objects

For high mechanical properties, 3D LPBF objects have to be without pores and have good metallurgical bonding between the layers. So penetration depth is very important. After etching of cross-sections, it was found that the basic Pt substrate had a coarse structure with grain size of more than 200 µm. Grains were elongated in shape along the rolling direction (Fig. 10a). Recrystallization after laser melting led to very fine microstructure and electro-etching even at 10 V did not reveal the fusion boundaries (Fig. 10b).

Figure 6 - Top view and cross-section of LPBF Ti6Al4V single tracks: laser power 300 W, scanning speeds 1.2 (a) and 1.8 m/s (b).

Figure 7 - Top view of single layers manufactured at 100 µm hatch distance, laser power and scanning speeds of parameter set 1 (a), parameter set 2 (b), parameter set 3 (c) and parameter set 4 (d).

Figure 8 - Cross-sections of the substrate (a) and LPBF Pt single layer at parameter set 1, at 100 µm hatch distance (b).

Analysis of cross-sections showed that a solid powder layer was produced. Based on these experiments, non-porous 3D objects were
manufactured (Figure 11). High density of the parts was confirmed by micro CT scans at Stellenbosch University.

Figure 9 - 3D pure platinum objects manufactured by LPBF at optimal process parameters.

4 CONCLUSIONS

Based on numerical simulations, constant laser power with 80 µm spot size was chosen for fusion of Pt substrate and powder. More stable tracks were obtained at parameter set 1 and 2. Single layers produced at these scanning speeds and hatch distance of 100 µm also showed lower surface roughness. Appropriate morphology of LPBF single layers fabricated at parameter set 2 permitted the identification of this laser power and scanning speed as optimal for manufacturing 3D LPBF porosity-free samples.
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Investigation of an Economical Stereolithography 3d Printer for Rapid Prototyping and Mass Production

C.I. Basson¹, G. Bright¹
¹Department of Mechanical Engineering, University of KwaZulu-Natal, South Africa

Abstract

Rapid prototyping justifies the requirement for advancements in customizable and mass manufacturing environments. Masked Stereolithography, (MSLA), 3D printing provides the potential platform to manufacture a number of components across a large surface area and produces high-resolution components. Industrial stereolithographic 3D printers with high production and customizable capabilities are an expensive capital investment. The study provides a proposed solution to an affordable 3D printer employing a large printable area. The proposed system was designed to utilize mechatronic motion control and photopolymerization curing times of resins through the variable intensity of ultraviolet light. The design of the prospective MSLA 3D printer ensures production complexity and minimal filament consumption. A modular reservoir was designed with an automated refill system applying a fluid level control. The system was tested according to UV LED wavelength and hardening rates. The refill system was tested according to resin replenishment rates. Conclusions and recommendations were made according to the feasibility of a low-cost stereo-lithography 3D printer.
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1 INTRODUCTION

Manufacturing environments for mass production require products to be produced numerously, accurately, with high surface resolution and respond to the market rapidly [1]. Stereolithography, (SLA), 3D printing possesses the ability to satisfy consumer and production needs of customizable products and mass production through short manufacturing phases and requires minimal part surface finishing [2]. SLA is associated with additive manufacturing and products are created through a chemical reaction utilizing ultraviolet, (UV), to cure a photopolymer. SLA bonding enables the rapid design and decreases iterations in the developmental stage of product conception. SLA bonding also reduces costs involved in maintenance, physical space requirements, infrastructure and equipment installation [3]. SLA 3D printing uses a process called photo-polymerisation to produce accurate and high-resolution components [4]. Prior to the curing of the layer new polymer coating is glazed across the hardened level and the hardening process is repeated until a final component is fashioned.

Light Emitting Diodes, (LEDs), retain high light intensity and are suitable for photopolymerization [5]. LED technology possesses several thousand hours of operation lifetime and requires no light filters during the curing process [6]. LED light sources have a curing depth of up to 4 mm and can potentially replace conventional halogen light sources. New generations of Ultra-Blue LEDs could possibly possess light intensity up to 1400 mW/cm² and the wavelength range of 400 – 470 nm. Photopolymer resins require a minimum wavelength range of 225 – 405 nm and light intensity of 280 mW/cm² [7]. Control of curing times to avoid under-curing and over-curing should be carefully monitored. Under-curing is the result of the absence of polymer chain bonds and over-curing is the result of light penetrating into successive layers which are greater than the specified layer thickness [8]. The design considerations with regards to mechanical and chemical properties of products manufactured from photopolymers are the tensile strength, flexibility, chemical resistance, harness and non-yellowing of the material [9].

The components manufactured through SLA processes possess increased mechanical properties when compared to machining of the same product produced from the same material. The anisotropic behaviour of orientated isotropic layering affects the mechanical properties of the build orientation [10]. The mechanical properties of the SLA material are improved through post-curing of up to four (4) hours. The Elastic modulus, elongation and elongation at break was improved through post-curing [11]. The main contribution of this research are summarized as follows:

• Investigation and development of a high volume MSLA 3D printer.
• Development of a resin replenishment system.
• Examination of a UV LED array platform for photopolymerization.
• Experimental and feasibility testing of the proposed 3D printer.
Masked Stereolithography, (MSLA), consists of an array of light masked by a Liquid Crystal Display, (LCD), film. The projected light is dispersed across a large surface area and cures multiple resin planes simultaneously parallel to the mask. Employing large surface area functionality of MSLA initiates the possibility of the production of multiple or large products in sprinting cycles [12].

An LED projection micro-MSLA 3D printer was suggested by [13]. The system utilized 395 nm LED light source to cure 0.3-micron resin layers with a resolution of 0.1-micron. The products produced were no greater than 1.5 mm in diameter. An alternative micro-MSLA 3D printer implementing a digital micromirror device to project patterns up to 10 microns was developed by [14].

A low-cost MSLA 3D printer that consisted of a hybrid laser/projector light source was proposed by [15]. The projector cures a large surface area of the resin. The boundary of the large surface is staggered due to the limited pixelation of the projector. The laser continues to cure the remaining staggered edge to produce a fine boundary. The proposed system utilizes an intelligent contour construction algorithm for the purpose of fine boundary curing of the laser.

3 CONCEPTUAL DEVELOPMENT

3.1 System integration

An MSLA 3D printing system was designed and developed to enhance the printing of large surface area parts and improve the surface finish of printed parts. The design consisted of four (4) components namely: The mechanical system, the system control, the UV projection system and the resin reservoir, (VAT), system (see Figure 1).

The conceptual model was modelled to enhance modularity, ease of manufacturing and modern aesthetic design. The mechanical system was intended for rapid printing and part retrieval. The structural frame accommodates a UV LED projection mask (see Figure 2). An airtight and UV protection screen protects users against any air and light pollution that can potentially cause injury.

![Figure 2 – Conceptual assembly of MSLA 3D printer.](image)

The mechanical structure was designed to support a build plate, an actuator carriage, a linear actuator and structural frame (see Figure 3). The support of the structural frame houses a dampening material to reduce vibration transfer. The system was designed and constructed to reduce the amount of dynamic noise that affects the print quality.

![Figure 3 – Manufactured assembly MSLA 3D printer.](image)

3.2 MSLA 3D printer development

The mechatronic architecture of the MSLA 3D printer consists of a mechanical system (as discussed previously), a software architecture and an electronic system (see Figure 4). Printing geometrics containing a CAD model is entered into the printing software. The model is sliced into layers and a path plan in a G-code format is generated for the Z-axis to travel vertically. The command code is transmitted to the Raspberry Pi microcontroller. The microcontroller sends all relevant data signals to the motor driver and the projection screen. User informational data to a display hub where the user monitors the print progress. The motor driver actuates the build plate vertically according to layering specifications. The projection screen regulates UV light intensity and resin replenishment. The process is completed through a finished 3D printed product.
The pseudocode described the closed loop operation program of the proposed MSLA 3D printer (see Figure 5). The process was initiated through the uploading of a 3D CAD model. The model was sliced and a path plan was generated. Each layer was printed according to cross-sectional dimensions. The command print followed the actuation of the Z-axis for vertical printing otherwise the print was ended if the parameter conditions were not met. If the layer to be printed was the last layer the print would be terminated otherwise the next layer was printed until the last layered was queued.

### 3.3 Automated refilling system

The automated refilling system was designed to store uncontaminated resin and replenish the resin level as the liquid was consumed during the print (see Figure 6). The resin was pumped by means of displacing air in an airtight resin storage diaphragm through an air pump. The level was measured through an ultrasonic sensor and controlled the air pump when the resin level was low.

![Figure 6 – Resin refilling system.](image)

### 3.4 LCD screen with LED array

The LED projection mask was manufactured through soldering individual UV LEDs to a breadboard array panel (see Figure 7). The LEDs were placed 2 cm apart from one another. A 720p flat screen television set was dismantled the LCD screen was exploited. Light intensity and pigment of each pixel are controlled through the imaging software. The disadvantage of an LCD display was the limited resolution of the manufactured pixels. The assembled LED projection array board was inserted between the LCD screen and the backend panel of the television (see Figure 8). The height between the UV dispersion from the array panel and LCD mask was adjusted by a spacer. Height alterations were prepared for testing.

![Figure 7 – Assembled LED array.](image)

![Figure 8 – Television LCD display mask.](image)
4 TESTING OF MSLA 3D PRINTER

4.1 VAT refilling system testing

The experiment was configured to measure the sensitivity and accuracy of the ultrasonic proximity sensor and refill system. Liquid soap was determined to possess the same density as the photopolymer resin and was utilized during the experiment. The data captured was related to the change in volume over time and the change in sensor height over time. The testing was done multiple times to produce accurate results. The change in volume over time experiment illustrated a linear relationship between the increase in volume in relation to the time period passed (see Figure 9). The gradient decreases as the volume reached a certain amount, this is due to a back pressure build-up causes a reduction in the replenishment period. The experiment was repeated employing other experimental conditions. The fluid was altered to water for a second experiment and the level surface was changed to aluminium for a third experiment. The graph results show a linear behaviour between the change in height during refill and the time taken with the exceptional outlier (see Figure 10).

4.2 Resin curing testing

The testing of resin curing was tested by applying a coating to a specified area on the bottom glass screen of the reservoir (see Figure 11). The UV LEDs was energized and the resin coating was exposed to UV light. The light intensity was altered through changed the height between the mask and the project panel through manipulating the spacers. The light intensity was measured per height alteration. The resin exposure was timed accordingly and plotted.

The experiment was performed to determine the hardening time of the resin with respect to the wavelength emitted from the light source. One (1) Lux light intensity is equivalent to 0.0001464 mW/cm². The results showed a linear relationship between the light intensity and spacer distance with a negative gradient (see Figure 12). At 20 mm from the spacer, the light intensity altered minimally. Results were plotted for the hardening time versus the wavelength and generated a linear relationship with a negative gradient (see Figure 13). The critical results were tabulated and quantified the actual average hardening times according to the tested wavelength. The fastest curing rate was 15.3 seconds at a wavelength of 410 nm (see Table 1).

<table>
<thead>
<tr>
<th>UV Wavelength (nm)</th>
<th>Avg hardening time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>390</td>
<td>54.7</td>
</tr>
<tr>
<td>400</td>
<td>28</td>
</tr>
<tr>
<td>410</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Table 1 - Example of table centred across two columns

![Figure 9](image1.png) Liquid soap volume vs filling time graph.

![Figure 10](image2.png) Graph representing ultrasonic sensor during filling times.

![Figure 11](image3.png) Liquid resin test sample (Left) and cured test sample (Right).

![Figure 12](image4.png) Spacer distance vs Light intensity graph.
5 CONCLUSION AND RECOMMENDATIONS
The proposed system proved to be feasible through testing as an economical approach for MSLA printing. The printer surface area was adjustable and modular according to the required surface area size required. The refill system proved to sufficiently provide uncontaminated resin on-demand during the photopolymer consumption throughout the printing procedure. The testing provided evidence of sufficient resin curing for the feasible operation of the printer for production of components. The light intensity of the of the UV projection was not sufficient for thorough printing. The light source intensity should be increased to a sufficient light concentration. The resolution of the LCD photomask was 720p and caused staggered edges when cured. The LCD resolution should be increased to a 4K screen to provide sufficient resolution for printing. Misaligned lead screw caused observable vibration and chatter during printing and can potentially cause defects in surface finish. The lead screw should be redesigned and manufactured for stable linear actuation. The experimental testing should be evaluated with a complete projected image and full surface resin flood to print layers accordingly.
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Abstract
The surface integrity induced by a manufacturing process and its effect on the functional performance of parts has become more significant in recent years. This paper investigates the effect of cutting strategy in terms of the induced residual stress and resultant surface roughness of machined Ti-6Al-4V ELI (extra low interstitial) stepped shafts. Cutting speed is varied between the typical recommended cutting speed of 40m/min to an intermediate speed of 110m/min. Literature evidence suggests that the surface residual stress state may change appreciably towards the intermediate cutting speeds. Titanium alloys may typically show an increased compressive residual stress state at these intermediate speeds before becoming more tensile at elevated cutting speeds. This behaviour is linked to the ability of the heat generated due to the cutting process to dissipate via chip formation and conduction into the workpiece and tool. Increasing the cutting speed increases the heat generation rate and therefore the cutting temperature and the heat dissipation ratio between the tool and workpiece. Stepped shafts are therefore machined at various cutting speeds before being subjected investigation by XRD (X-Ray Diffraction) analysis and 2D surface profilometry as a function of cutting speed. Conclusions are presented, and recommendations made in terms of selection of a smart machining strategy of Ti-6Al-4V ELI to enhance functional performance.

Keywords
Ti-6Al-4V ELI; Residual stress measurements; surface roughness

1 INTRODUCTION
Ti-6Al-4V ELI has been widely adopted for medical, aerospace and military applications for its superior mechanical performance over a large temperature and applied stress range [1]. Titanium alloys typically display a compressive residual stress state after machining which is different to carbon steel that may typically display tensile stresses. A variety of published work indicated an increase in residual stress imposed on titanium alloys when machining at intermediate cutting speeds [2, 3, 4]. Titanium alloys may typically show an increased compressive residual stress state at these intermediate speeds before becoming more tensile at elevated cutting speeds [5, 6, 7, 3].

This behaviour is linked to the ability of the heat generated due to the cutting process to dissipate via chip formation and conduction into the workpiece and tool [8]. Increasing the cutting speed increases the heat generation rate and therefore the cutting temperature and the heat dissipation ratio between the tool and workpiece.

The machining of titanium alloys poses a significant opportunity to investigate the smart selection of a machining strategy to enhance part performance to a level commensurate with other post machining processing operations such as shot-peening. Turning was selected for this investigation due to its relative simplicity as it utilizes a single cutting edge in constant contact with the same directionality with the workpiece, thereby enhancing the thermal conductivity between the cutting tool and workpiece.

As turning produces a relatively constant lay in the circumferential direction, respective to tool geometry and wear, vibrations, etc. [9], it is proposed that the induced residual surface is directional in nature and that the ultimate functional performance of the part may also be directional.

This paper investigates the effect of cutting strategy in terms of the induced residual stress and resultant surface roughness of machined Ti-6Al-4V ELI (extra low interstitial) stepped shafts. Cutting speed is varied between the typical recommended cutting speed of 40m/min to an intermediate speed of 110m/min.

2 EXPERIMENTAL PROGRAMME
2.1 Workpiece material
Specimens were machined from a 32mm diameter Ti-6Al-4V ELI (Grade 23 titanium) round bar produced in accordance to the ISO 5832-3 / ATSM F136 standard. The material had the following chemical composition: 5.91% Al, 3.86% V, 0.08% Fe, 0.01% C, 0.01% N, 0.09% O, 0.001% H and 90.039% Ti. The material has a tensile strength of 955 MPa and yield strength of 862 MPa.
2.2 Specimen preparation

Specimens were cut and machined to length prior to CNC machining on an Efamatic RT-20 CNC lathe. Machining was performed using conventional flood cooling using physical vapour deposition (PVD) coated cemented carbide tip tools with chip breaking technology for roughing and finishing operations. The roughing operation reduced a 75mm length of the bar from a diameter of 32mm to 20mm, with a 0.25mm cutting depth per pass at a cutting speed of 55m/min, utilising a (80° rhombus Sandvik CNMG 12 04 08-XF GC15) C-shaped insert with a nose radius of 0.8mm. A tool change was performed to machine the near net shaped specimen (0.6mm oversize) using a (55° rhombus Sandvik DNMG 15 06 12-SMC 1115) D-shaped insert with a nose radius of 1.2mm at a cutting depth of 0.25mm. A final tool change was conducted for finishing parameters, utilising a new (55° rhombus) D-shaped insert to conduct the final three passes at a cutting depth of 0.2mm at a preselected cutting speed of 40m/min, 75m/min and 110m/min. A feed rate of 0.2 mm/rpm were used throughout. The final geometry of the specimen can be seen in Figure 1.

2.3 Surface roughness measurement

Surface roughness measurements were conducted in accordance to the ISO 4288:1996 standard on the finished surface for the three cutting speeds. Three measurements were performed per specimen using a Jenoptik Hommel Etamic T8000 2D surface profilometer.

2.4 Residual stress measurement

Residual stress measurements were conducted by X-Ray Diffraction (XRD) analysis at three locations as indicated in Figure 2 per specimen. A Proto iXRD machine was implemented to analyse the residual stress with a Copper (Cu) X-ray source through a 2mm round X-ray aperture. The XRD measurement parameters were as follow:

- Voltage: 20kV
- Current: 4mA
- Filter: Nickel (Ni)
- Bragg angle: 139,69° on 231 hkl
- Exposure time: 3s
- Number of exposures per angle: 12
- Psi osc: 3°
- Calibration standard: ASTM: E915-10

Calibration date: 8 March 2018

Measurements were taken at each of the three locations at an angle of 0, 45 and 90 degrees relative to the longitudinal axis of the specimen. The XRD results were then translated into both the principal stresses and the translation angle through plane stress analysis [10].

3 RESULTS

3.1 Surface roughness

The surface roughness measurements are shown in Table 1. The roughness values compared well to the ideal theoretical arithmetic average surface roughness (based on the nose radius and feed) of 4.2 μm. A decrease in all the surface roughness parameters were evident as a function of increased cutting speed from 40m/min to 110m/min. Indicating that changing a single cutting parameter can affect the surface roughness, which for this experimental exercise is advantageous to the surface roughness which may typically be linked to an enhanced fatigue performance.

![Table 1 - Surface roughness results](image)

Table 2 depicts a cross sectional view of specimens machined at 40, 75 and 110m/min which clearly indicates that grain pull-out and grain deformation occurred during machining at all 3 cutting speeds. Grain pull-out are typically associated with machining of Ti-6Al-4V alloys at cutting speeds ranging from 80-120m/min with a feed rates of between 0.25-0.4
mm/rev at a cutting depth of 0.25mm [11, 12]. As grain pull-out is a randomly occurring surface defect, it could be associated with the increase of Rmax/Ra and Rz/Ra ratios as a function of cutting speed.

SEM analysis of randomly selected specimens that were machined at each of the three cutting speeds revealed that pockmarks are visible at the faced surfaces that could be as a result of grain pull-out as depicted in Figure 3.

![Figure 3 - Pockmarks on faced surface machined at 40m/min](image)

<table>
<thead>
<tr>
<th>Cutting speed (m/min)</th>
<th>Near surface microstructure at different cutting speeds (100x magnification)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td><img src="image" alt="Image" /></td>
</tr>
<tr>
<td>75</td>
<td><img src="image" alt="Image" /></td>
</tr>
<tr>
<td>110</td>
<td><img src="image" alt="Image" /></td>
</tr>
</tbody>
</table>

**Table 2 -** Near surface microstructure at different cutting speeds (100x magnification)

### 3.2 Residual stress analysis
The results of the residual stress measurements and subsequent analysis are presented in Table 3.
The data shows that the surface residual stress state is indeed compressive and that this increases significantly with rising cutting speed. The maximum compressive principal residual stress rises from approximately 340 MPa to approximately 480 MPa, a 41% increase (see Figure 4). The directional vector of this principal stress displays a mildly decreasing trend but hovers between 47.1 to 64.9 deg. This implies that it is aligned in a direction somewhere between the main cutting direction and the transverse direction but more closely aligned with the main cutting direction.

The fact that the main principal stress is not more closely aligned with the cutting direction is indicative of the single point cutting process. Essentially cutting occurs along a leading edge of the tool nose as it is fed into the material for simple outside turning. This introduces a transverse plastic strain component that sums as a vector along with the pure circumferential strain to achieve the final resultant vector or direction. The fact that the principle stress direction seems to indicate a decreasing trend may be indicative of the heat generated component of strain starting to play a more significant role at the higher cutting speeds. It is also worth noting that the direction of the principle stress state denotes the direction of cut and may therefore be used to identify the cutting direction.

Typically, residual stresses are formed during machining due to two main contributing factors: A residual stress is induced during the shearing action associated with the cutting action. This component is typically directional with the principal stress aligned with the cutting direction. Upon this is superimposed a residual stress due to uneven cooling associated with frictional heat created due to the tool workpiece interaction. This component is less directional and may be the dominant factor for materials that display a poor heat conductivity such as titanium alloys.

The sum of these two effects results in the final stress state. An increase in cutting speed leads to an increased rate of heat production that causes localised temperature increases both at the tool tip and the workpiece. Due to the lower conductivity of titanium alloys this heat takes longer to dissipate before it is then eventually quenched by the coolant from a higher temperature leading to an increased residual stress state.

Figure 5 Error! Reference source not found. indicates the variation of the circumferential stress $\sigma_c$ (cutting direction) along with the axial direction $\sigma_a$. In both cases significant increases in the compressive residual stress is realized with an increase in cutting speed from 40 m/min to 110 m/min.

Table 3 - Residual stress results

<table>
<thead>
<tr>
<th>Cutting speed</th>
<th>$\sigma_c$</th>
<th>$\sigma_a$</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>Theta</th>
</tr>
</thead>
<tbody>
<tr>
<td>m/min</td>
<td>MPa</td>
<td>MPa</td>
<td>MPa</td>
<td>MPa</td>
<td>Degree</td>
</tr>
<tr>
<td>40</td>
<td>-266,4</td>
<td>-254,2</td>
<td>-178,2</td>
<td>-342,4</td>
<td>47,1</td>
</tr>
<tr>
<td>75</td>
<td>-450,0</td>
<td>-260,5</td>
<td>-328,1</td>
<td>-382,4</td>
<td>64,9</td>
</tr>
<tr>
<td>110</td>
<td>-442,4</td>
<td>-389,8</td>
<td>-348,0</td>
<td>-484,3</td>
<td>54,1</td>
</tr>
</tbody>
</table>
m/min. The residual stress aligned with the cutting direction increases from -266 MPa to -442 MPa or 66%. For the axial direction an increase of 53% is realized.

Typically during dynamic loading the compressive residual stress needs to be overcome first for defects to form and propagate effectively. This implies that depending on how the stepped shaft is loaded a minimum and maximum residual stress increase between 40% to 66% is realized that will add to fatigue life. The results indicate that all the load cases that a typical stepped shaft may be subjected to i.e. torsional, bending, axial and or a combination of the above will all benefit from an increased compressive residual stress state due to an intelligent selection of the cutting strategy that includes an increase of cutting speed to intermediate levels.

4 CONCLUSION

The functional performance of machined mechanical parts are closely related to their resultant surface integrity due to the processing. Improved surface roughness and a conducive residual stress field suggest an improved fatigue performance. The final surface integrity achieved is closely related to the cutting strategy employed.

The results indicate that the surface finish could be moderately improved due to an increase in cutting speed. However, the effect of pockmarks and grain pull-out has to be investigated through fatigue testing.

An XRD analysis of outside turned stepped shafts indicated that residual stress changes of up to 66% could be realized by increasing the cutting speed from 40 m/min to 110 m/min. Surface compressive residual stresses of up to 484 MPa was realized along the principal directions. These were aligned at approximately 55 degrees relative to the main cutting direction. A minimum of 348 MPa (compressive) was measured at right angles to these.

The results indicate that by intelligently selecting an appropriate cutting speed ranging from the typically recommended value of 40 m/min to the intermediate speed of 110 m/min and appreciable modification of the residual stress field could be engineered.

Applications that require low residual stress fields such as in corrosive environments would be better suited with a final finishing strategy utilizing lower cutting speeds. Dynamic loading applications on the other hand would benefit from an elevated compressive residual stress field.

This paper indicates that a change in cutting strategy imposed on the finishing cutting operation can have a significant effect on the surface roughness and residual stress state induced into the near surface of machined components from Ti-6Al-4V ELI. Other materials with different conductivity and material properties will be different.
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K-A. Airey\(^1\), L. Lobmeyer \(^2\), R. Kuppuswamy\(^1\), A. Hoffmann\(^2\), N. Vilakazi \(^1\)

\(^1\)University of Cape Town, South Africa
\(^2\)Frankfurt University of Applied Sciences, Germany

Abstract
The next generation of fuel-efficient aircraft is to employ significant tonnage of titanium alloys (20% by weight \(^1\)) in critical components to take advantage of titanium’s superior strength-to-weight ratio of 260 – 300 kN.m/kg, high temperature performance of up to 400°C and corrosion resistance. Hindering this implementation are the challenges of machining titanium - including cutting forces rising to 5 times higher than conventional material machining \(^2\). Shear banding and severe plastic deformation indicate twice the plastic strain is generated, with consequentially high tool wear generation, shape errors of 2\(\mu\)m and surface roughness values twice that of acceptable standards \(^3\). General trends in modulation-assisted machining (MAM) show marked improvements to cutting of titanium, with corresponding reductions to tool wear, cutting temperatures, machining forces and cycle times. Controlling the functional attributes of machined surfaces, regarding the microstructural and residual stress (surface integrity) changes, allows the simultaneous increasing removal rates and reducing tool wear. Understanding the generation of these cutting behaviours is significantly advanced through the application of advanced finite element analysis and simulation modelling, which provides a holistic understanding of the machining process without exposing valuable equipment to potentially damaging machining conditions. This characterisation of the complex deformation and microstructure of Titanium as it is machined, facilitates the predictions of severe plastic deformation, chip morphology and allows the better design of optimal machining performance. Experimentation, with in situ measurement of strain, strain rate and temperature, complements this characterisation, enabling model development and validation, while providing phenomenological insights into microstructure evolution of SPD. The application of this understanding to discrete machining of titanium alloys is expected to improve product quality and productivity across low-frequency modulation in machining (MAM).

Keywords: Ansys, Discrete Machining, Milling, Titanium alloy, Ti6Al4V, Severe Plastic Deformation (SPD), Finite Element Analysis (FEA).

1 BACKGROUND
Discrete machining is a powerful machining technique, that records performance improvements through the interruption of the cutting action (Modulation-Assisted Machining -MAM) of 50% cutting force reductions in turning applications, with consequent temperature reductions\(^4\) and overall tool wear improvements. Applying this technique to difficult-to-machine materials – including titanium, would reduce the formation of the usually aggressive machining environment typical of super-hard materials. This preserves the chemical stability of cutting tools by moderating the conditions under which chemical affinity develops between the workpiece and the cutting tool. Optimising and testing the success of these machining parameters under experimental conditions can be destructive and costly. Virtual simulation is far more efficient and powerful in determining parameter optimisation, once calibrated.

2 INTRODUCTION
This study focuses on the development of a simulation model for discrete milling of titanium.

For the purposes of this study, simulations will be conducted through the ANSYS software platform.

2.1 MAM as it applies to simulation building
The key aspects of simulating discrete milling, as opposed to the traditional simulations of discrete turning (for example), focus on the progression from orthogonal cutting actions to oblique actions. This is achieved by the addition of rotatory motion to the cutting tool, added via the explicit dynamics application within ANSYS. This model is then extended through the addition of discrete machining principles. For 1D MAM this entails adding a cyclical vibration modulation to the cutting tool velocity. More frequently discrete machining is applied as an elliptical cutting action, with vibrations on both the velocity and feed directions.
The ANSYS MAM simulations focused on the generation of vibration in the direction of the milling feed, with the model assuming a face milling operation.

The workpiece material is Ti-6Al-4V and the material properties can be updated, or customised from the onboard ANSYS default [5]:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Property</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_y$</td>
<td>Tensile Strength, Yield</td>
<td>MPa</td>
<td>880</td>
</tr>
<tr>
<td>$\sigma_{UTS}$</td>
<td>Tensile Strength, Ultimate</td>
<td>MPa</td>
<td>950</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Shear Strength, Ultimate</td>
<td>MPa</td>
<td>550</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>Kg.m$^{-3}$</td>
<td>4419</td>
</tr>
<tr>
<td>$E$</td>
<td>Modulus of Elasticity</td>
<td>GPa</td>
<td>113.8</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Poisson’s Ratio</td>
<td></td>
<td>0.342</td>
</tr>
<tr>
<td>$K_{IC}$</td>
<td>Fracture Toughness</td>
<td>MPa.m$^{1/2}$</td>
<td>75</td>
</tr>
<tr>
<td>$C$</td>
<td>Specific Heat</td>
<td>J/g°C</td>
<td>0.5263</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Thermal Conductivity</td>
<td>W/m.K</td>
<td>6.7</td>
</tr>
<tr>
<td>$\beta_{transus}$</td>
<td>Beta Transus</td>
<td>°C</td>
<td>980</td>
</tr>
</tbody>
</table>

Table 1 - Ti-6Al-4V Material Properties [6]

With the onboard value for material properties given as [5]:

The ANSYS Ti-6Al-4V Material Properties

The cutting tools have been modelled off an indexable SECOMax tool R217.21-1820.0-R100.2A and an end mill.

The frequency of modulation simulation is limited by the available laboratory equipment.

2.2 Experimental Configuration

The experimental setup was developed at the University of Cape Town’s Advanced Manufacturing Laboratory and is configured as below:

Figure 1 - 3D Milling Simulation Models

Figure 2 - ANSYS Ti-6Al-4V Material Properties

Figure 3 - Proposed HSM experimental system plan

The setup informs the development of the simulation model in terms of; relative displacements of cutting actions, application of vibration modulations and relative interaction of these components with the workpiece. The frequency of modulation simulation is limited by the available laboratory equipment. E-501...
Vector analysis of the force as acting on the tool is resolved as follows:

\[
F_x = (F_1 + F_2 + F_3) \sin \alpha \quad (8)
\]

\[
F_x = F_3 \sin \beta - (0.5 F_2 \sin \beta + 0.5 F_3 \sin \beta) = \sin \beta (F_1 - 0.5(F_2 + F_3)) \quad (9)
\]

\[
F_y = (-F_2 \sin \beta \sin 60^\circ + F_3 \sin \beta \sin 60^\circ) = 0.866 \sin \beta (F_3 - F_2) \quad (10)
\]

For the purposes of ensuring the simulation will in fact be modelling modulated cutting action, the separation threshold (a.k.a. critical upfeed velocity) must be preserved throughout the cutting action. This characterisation is defined as the limit which ensures contact between the tool and workpiece interface is unequivocally broken during each vibration cycle.

\[2\pi f A < V\]  

(11)

If the critical velocity strays above this threshold, the tool does not adequately leave the rake face, and discrete cutting action is not achieved. This value must also be balanced with the appropriate depth of cut. Unbalanced application is evident in previous simulations conducted in the laboratory \[8\], where simulation of subsonic orthogonal discrete machining using a single edged cutting tool acting on titanium material, with finite element analysis was conducted using ANSYS software.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>( A )</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Frequency</td>
<td>( f )</td>
<td>0, 200, 500, 1000</td>
<td>Hz</td>
</tr>
<tr>
<td>Cutting Speed</td>
<td>( V )</td>
<td>50, 100, 175, 200</td>
<td>m/min</td>
</tr>
<tr>
<td>Dynamic friction</td>
<td>( \mu )</td>
<td>0.3 (assumption)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4 - Prior ANSYS Modelling: Discrete Machining Parameters

One of the fundamental assumptions this study makes is that the model is isothermal in nature. As one of the fundamental advantages of discrete machining is that it improves machinability by reducing heat generation, this model is useful only in showcasing the power of software modelling as a tool, rather than being an accurate representation of FEA discrete machining of Ti6Al4V.

Figure 3 - Discrete Machining model at 175 m/min at 200Hz and 0.02 amplitude.
This study exhibits a good example of how modelling can detect incomplete withdrawal of the cutting tool from the cutting interface, as indicated by A in the image below:

To correct for this separation threshold, the simulation parameters that have been selected to ensure discrete machining [9], [10], are given below, with the parameter range for simulation chosen to suit Taguchi Methods.

<table>
<thead>
<tr>
<th>Chip thickness</th>
<th>Amplitude</th>
<th>Frequency</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1mm</td>
<td>0.05mm</td>
<td>50Hz</td>
<td>4000rpm</td>
</tr>
<tr>
<td>0.15mm</td>
<td>0.15mm</td>
<td>1000Hz</td>
<td>30000rpm</td>
</tr>
</tbody>
</table>

**Table 5 - Simulation Parameters**

The upfeed index \( f_{up} \) characterises the distance moved by the tool with respect to the workpiece per one vibration cycle:

\[
f_{up} = \frac{v}{f}
\]  

(12)

While the Horizontal Speed Ratio (HSR) is given as:

\[
HSR = \frac{v}{2nfA}
\]  

(13)

Theoretically, if both \( f_{up} \) and HSR are maintained at low values, the surface roughness is correspondingly lower. Analysis of the cutting forces considers a non-zero force to indicate the tool is contacting the workpiece and engaged with active cutting processes. Cutting forces can thus be characterised as peak or average values. Average values are presented as a proportion of the peak correlating to the duty cycle. This value is consistently higher than other methods which seek the integral of the signal for the period of interest as this method ignores the dynamic response of both the mearing and cutting systems.

Simulation analysis of this machining progression must be seen to account for the theoretical understanding proposed through previous literature studies, where effects such as severe plastic deformation (SPD), governed by the Hall-Petch equation, are present at the cutting interface of the machined surface and facilitate our understanding of chip removal mechanisms.

\[
\sigma_{yield} = \sigma_{friction} + Ad^{-\frac{1}{2}}
\]  

(14)

Where, \( \sigma_{yield} \) is the yield strength, \( \sigma_{friction} \) is the friction stress, \( A \) a constant and \( d^{-\frac{1}{2}} \) is the diameter of the workpiece material grain [9], [10].

### 2.5 ANSYS Simulation Model

Given the characteristics of the milling process as of short-duration and friction-based body interactions, the cutting actions were simulated using the ANSYS® explicit dynamics suite [11]. Since the explicit dynamics suite was developed to get insights into short term events, the model is solved with the Euler method and a fixed mesh which is well suited for severe deformations. In addition, the meshfree method of Smooth particle hydrodynamics (which is developed for hypervelocity impacts or crack propagation in brittle materials) was included in the analysis selection.

The Ansys explicit dynamics Settings were chosen as follows:

**Figure 7 - Explicit Dynamics Settings**

The analysis duration was set as \( t_{max} = 0.05 \) seconds which defines the number of turns for the process for both tools as [12]:

- Tool 1: (30.000 rpm): 25 turns (9000°)
- Tool 2: (10.000 rpm): 8.3 turns (3000°)

Assuming the equation for the feed rate is given as [12]:

\[
v_f = N \cdot z \cdot f_z
\]

(15)

where \( N \) – turning speed \([m/min]\); \( z \) – number of cuttings, and \( f_z \) – tooth feed \([mm]\). The effects of an interrupted cutting with a linear feed and a nonlinear feed can be analysed. The initial focus of this simulations was a basic understanding of a feed direction modulated milling process. Superimposing a sine curve movement, one can identify two cases for the feed rate setting:

- **Linear feed rate**: for every time step
  \[
  x = t \cdot v_f
  \]
  (16)

- **Linear feed rate + sine movement**: for every time step:
  \[
  x = t \cdot v_f + 0.02mm \cdot \sin(t \cdot 2\pi \cdot 1000Hz)
  \]
  (17)

The overall movement in second case can be seen in the feedrate modelling below, as the grey line combining the sine movement (blue) and the actual feed rate (orange):
Figure 8 - Linear Feedrate & Sine Movement
To be able to compare the results for the simulations the model was asked to solve the following:
- Total and directional deformations
- Plastic strain
- Maximum principal and equivalent stress
- Maximum temperature
- Energy

The results should allow conclusions about the influence of a modulated assisted machining (MAM) application of a titanium milling process on tool temperature, surface characteristics and chip thickness.

3 RESULTS
The simulation shows agreement with prior temperature improvements [13] [14]. The simulation model shown below exhibits the successful formation and ejection of chips from the cutting interface (circled in the image above). This allows for more detailed chip analysis to be conducted following experimental calibration and simulation validation.

As anticipated from the titanium material properties, there is a strong link between the temperature and chip thickness of the process as evidenced in Figure 10.

Figure 9 - Left: Equivalent Stress; Right: Total Deformation

Figure 10 - Temperature results for conventional and discrete machining with increasing chip thickness.

At 30000rpm with a chip thickness of 0.1mm and discrete machining parameters of 50 Hz and an amplitude of 0.05mm, the simulation clearly exhibits interrupted cutting actions, with clear chip ejection. The focused tool edge model created, has also reduced simulation time from 1.5 days, for full model simulation, to 3 hours for the reduced model. This reduced model shows two clear cutting engagements for the arc of the cutting path (Indicated with arrows), as well as a clear ejection of a chip from the cutting interface (circled).

Figure 11 - Reduced Mass Simulation model for discrete machining
Comparing a) and c) or b) and d) this link verifies the calculated results, because as one can see the temperature decreases drastically by reducing the chip thickness. As the results in Figure 12 and the graphical evaluation of all the simulation in Figure 13 show, the effect of discrete machining on the temperature are bigger if the chip thickness becomes smaller.

Looking at the average temperature decrease in percentage in Figure 14, one can see the strong link between temperature and chip thickness again, while it clearly indicates that discrete machining has positive effects on the temperature if the chips are small. Furthermore, the results indicate that a positive impact of discrete machining can only be expected if the material removal rate is small.

**Figure 4** - Calculated Temperature at a) chip thickness 1mm conventional machining b) chip thickness 1mm discrete machining c) chip thickness 0.1mm conventional machining d) chip thickness 0.1mm discrete machining

To analyse the impact of discrete machining on the chip formation, the next steps for the project include further simulations with a smaller simulated duration but a higher resolution. These simulations identify the differences between the chip formation during conventional and discrete machining. Moreover, the simulations will analyse the system regarding stress on the tool and workpiece and cutting forces.

**Figure 6** - Average Temperature decrease comparing conventional and discrete machining according to chip thickness

**4 CONCLUSION**

This study shows successful simulation of discrete machining utilising the ANSYS software. There is clear depiction of the formation of multiple, discrete chips adhere to the separation threshold requirements of discrete machining. The simulation also successfully ejects this chip from the cutting interface, which will allow for future characterisation the chip size and formation that can be supported by experimental validation.

The mesh size selected shows clear colour graduations that track the deformation of the material removed from the chip site.

The reduced mass model has been hugely successful in reducing processing time to 8% of the original time frame and has enabled to expansion of the number of testing parameters to be analysed in the future.

The depiction of the thermal generation by the simulation shows expected conventional machining values reaching 720°C. The deviation in thermal generation when modulation vibration is not present, conforms to prior research in this field that anticipates temperature reduction under discrete machining. In this case, the temperature reduction ranged from 4% to 20%.

**5 RECOMMENDATIONS**

The motivation of discrete machining is that, as long as the tool material possesses sufficient toughness, a discontinuous mode of material removal, in place of a continuous one, could decrease the flank/crater wear rate on the tool and extend the tool life beneficially.
However, the simulations to date are unable to predict the end point of tool life, as the simulation takes an unreasonable length of time to process. This would be of significant future interest to the researchers.
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Control of Grinding Induced Surface Cracks through Innovation of a Force Control Device for Vane Blades
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Abstract
The working conditions of the critical aerospace parts such as: turbine blades, nozzle guide vanes and combustion hardware necessitate refurbishment after every 5000 flight hours as the component experiences severe thermal damage. However, the refurbishment process especially the abrasive assisted process often induces surface damage in the form of cracks and hence multiple reworks has become a mandatory practice This project unveils the findings of a grinding technology by which the conditions of grinding wheel-work interface were configured to avoid the surface damage conditions for the aerospace components. A force control device was developed and tested for grinding titanium based alloys. The device was featured with hydraulic pad base, hydraulic pad, disc spring, plunger and check valves. Pre-defined force was set in the system both through hydraulics and disc springs. When the actual grinding force exceeds the pre-set value, the hydraulic oil would tend to escape through the check valve to facilitate a slip at the wheel-work interface. As a result, the conditions that are favourable to crack initiation and formation were avoided. Prior to design and development of the device, the wheel-work interface was equated to indentation process and the growth behaviour of indentation was studied. The key findings suggest that the force control device has become effective at cylinder pressure of magnitude 9 bars and above, at any pressures below 9 bars has exhibited periodic variation in the grinding forces that lead to chatter and surface damage. The device has enabled to reduce the severe plastic deformation for Ti6Al4V alloy and significantly control the crack growth for hard material weldment fillers such as: Triboloy 800.

Keywords
Grinding, surface damage, force control device.

1 INTRODUCTION
Recent material blending innovations on refurbishment of critical aerospace parts such as: nozzle guide vanes, stator vanes, turbine blades, seal segments, turbine discs, rotor blades and combustion hardware have mitigated the several challenging issues such as: thermal erosion, corrosion, overheating and foreign object damage considerably. In general grinding process is extensively used for refurbishment of aerospace components, but the process often induces surface damage in the form of cracks, residual tensile stress and hence multiple reworks has become a mandatory practice [1,2]. A study on manufacturing process of jet engine turbine blades suggests that fatigue failure, creep, and fracture are initiated by surface cracks which lead to part failure [3]. Table 1 enumerates the major grinding induced surface defects of turbine components. Grinding is still one of the primary operations in the finish machining of critical gas turbine engine components, due to the strict requirement for achieving tight dimensional tolerances of <10 µm and superior surface finish with roughness (Rₐ) in the order of < 0.5 µm together with acceptable workpiece quality/integrity. Prior research towards avoiding the surface damage has portrayed the use of grinding wheel peripheral speed parameter as it offers high grinding efficiency and surface integrity, especially for brittle materials and thin-fragile components [4]. However, the great potential of this process has not been exploited mostly due to the huge capital outlay associated with ultra-high-speed grinding spindle, drive, lubrication system and thermal management system.

<table>
<thead>
<tr>
<th>Surface Defect</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cracks</td>
<td>Cracks can be internal or external.</td>
</tr>
<tr>
<td>Craters</td>
<td>Craters are shallow depressions in the material.</td>
</tr>
<tr>
<td>Laps, folds and seams</td>
<td>Material overlapping during processing.</td>
</tr>
<tr>
<td>Metallurgical transformations</td>
<td>Result of thermal cycling of the material.</td>
</tr>
<tr>
<td>Pits</td>
<td>Surface depressions that results from physical or chemical attack.</td>
</tr>
<tr>
<td>Residual stresses</td>
<td>Compression or tension and are a result of a non-uniform deformation and temperature distribution.</td>
</tr>
<tr>
<td>Splatter</td>
<td>Small metal particles get re-solidified onto the surface.</td>
</tr>
<tr>
<td>Plastic deformation</td>
<td>Result of friction, die and tool geometry as well as processing methods.</td>
</tr>
</tbody>
</table>

Table 1 - Major grinding induced surface defects of turbine components
Past research efforts also suggest the use of high-speed creep feed grinding (CFG), continuous dress creep feed (CDCF) grinding to preserve the wheel profiles and sharpness of the Al$_2$O$_3$ grits [5]. Turbine blades are exposed to working conditions such as “Very High Cycle Fatigue” regime and undergo more than 10 million cycles. An ultrasonic fatigue tests on Ti6Al4V titanium alloy suggests the critical role of surface defects against the fatigue life [6]. A past research has also revealed that brittle fracture is a major drawback in grinding turbine blades and recommends the use of force-controlled grinding technology [7]. Collectively all the past research concludes that a decrease in the actual depth of cut of the individual grain when all other parameters are constant is beneficial to control the grinding induced cracks. Grinding forces, wheel wear and most importantly ground surface roughness are also reduced with a control on the undeformed chip thickness. This project unveils the finding of force control grinding technology by which the conditions of grinding wheel-work interface are configured to avoid the surface damage conditions for the aerospace components.

2 INDENTATION EXPERIMENTS

Prior to design and development of the force control device, the grit-work interface was equated to indentation process and the growth behaviour of indentation was studied. Shown in Fig.1 is the indentation behaviour for various loads on the Ti6Al4V alloy. The indentation test for the Ti6Al4V alloy was performed after polishing with a 800 grit abrasive paper followed by a 1200 grit abrasive paper in the perpendicular direction. Finally, the sample was polished with a 3 μm polishing pad in the same direction as similar to the 800-grit abrasive paper. The indentation results suggest that when the indentation load was 100 N and above the smear with an extensive plastic deformation was apparently seen. The results of indentation test on Ti6Al4V have enabled to configure the force-controlled grinding device for reducing the severe plastic deformation.

3 DESIGN AND DEVELOPMENT OF A FORCE CONTROL DEVICE

A force control device was developed and tested for grinding the titanium based alloys and hard weldment fillers Triboloy-T800. The device was featured with hydraulic pad base, hydraulic housing, disc spring, plunger and check valves. Pre-defined force was set in the system both through hydraulics and disc springs. Shown in Fig.2 is the developed force control device. When the actual grinding force exceeds the pre-set value, the hydraulic oil would tend to escape through the check valve to facilitate a slip at the wheel-work interface. As a result, the conditions that are favourable to crack initiation and formation were avoided for the titanium based materials.

Figure 1 – Indentation test behaviour for Ti6Al4V alloy for various indentation loads

![Indentation test behaviour for Ti6Al4V alloy for various indentation loads](image1)

Figure 2 - Development of a force-controlled device for grinding the Ti6Al4V and Triboloy T800

Shown in Fig. 3 is the pre-set value in disc spring and hydraulic cylinder for facilitating the slip at conditions of excessive grinding force. The plunger in the force control device could be adjusted. The hydraulic load was set proportional to the disc from 0-0.3 mm to set a pre-load of value 0-880 N. The hydraulic load was set proportional to the disc spring pre-load value through appropriate setting on the built-in pressure relief valve of pressure range 0-40 bar.

![Load characteristics of the force controlled grinding device](image2)

Figure 3 - Load characteristics of the force controlled grinding device
4 EXPERIMENTAL SET UP

Grinding experiments were conducted on Ti6Al4V alloy and hard weldment filler: Triboloy-T800. Experiments were conducted on a precision surface grinder PSG-450DX to establish the grinding performance while grinding the Ti6Al4V and Triboloy T800 material. Grinding force signatures $F_T$ and $F_N$ were captured to understand the wheel-work interface behaviour. CBN grinding wheel of mesh #60, #80 and #200 were used for the grinding experiments. The grinding and wheel preparation conditions are given in Table 2 and Table 3 respectively. Surface finish on the work piece was measured using a Taylor Hobson Stylus Profilometer. The captured cutting force signatures were further analysed using the DEWEPORT 7 data acquisition system (see Fig. 4). Data acquisition typically involves the acquisition of signals / waveforms and processing the same to obtain the desired information.

<table>
<thead>
<tr>
<th>DETAIL</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grinding Machine</td>
<td>Precision surface grinder 450DX</td>
</tr>
<tr>
<td>Grinding wheel:</td>
<td>CBN 60 N 100 EP (250 μm) ; CBN 80N 100 EP (177 μm); CBN #200 N 100 EP (74 μm)</td>
</tr>
<tr>
<td>Wheel speed</td>
<td>33 m/s</td>
</tr>
<tr>
<td>Coolant</td>
<td>Water based (SC 526)</td>
</tr>
<tr>
<td>Coolant pressure and Flow rate</td>
<td>8 – 12 bar and, 20 – 25 LPM</td>
</tr>
<tr>
<td>Table feed</td>
<td>200 mm/min for Triboloy T800; 15000 –20000 mm/min for Ti6Al4V</td>
</tr>
<tr>
<td>Depth of cut</td>
<td>1.5 mm for Triboloy T800; 6 – 20 μm for Ti6Al4V</td>
</tr>
</tbody>
</table>

**Table 2** - Grinding conditions for Ti6Al4V&Triboloy T800

<table>
<thead>
<tr>
<th>DETAIL</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roughing dressing</td>
<td>90 mm/min</td>
</tr>
<tr>
<td>Fine dressing</td>
<td>75 mm/min</td>
</tr>
<tr>
<td>Very fine dressing</td>
<td>50 mm/min</td>
</tr>
<tr>
<td>Dresser rotation speed</td>
<td>110 RPM</td>
</tr>
<tr>
<td>Wheel speed</td>
<td>250 RPM</td>
</tr>
<tr>
<td>Dresser roller</td>
<td>Diamond disc</td>
</tr>
</tbody>
</table>

**Table 3** - Grinding wheel preparation conditions

5 RESULTS AND DISCUSSION

The key findings suggest that the force control device has become effective at cylinder pressure of magnitude 9 bars and above. At any pressures below 9 bars has exhibited periodic variation in the grinding forces that lead to chatter and surface damage. Shown in Fig. 5 is the grinding force behaviour for Ti6Al4V alloy and the corresponding pre-set values on the force control device.

It was also found that at high cylinder pressures of value >9 bar and material removal rate 4000 mm$^3$/min has produced surface finish ($R_a$) of value 0.4 ~ 0.6 μm. A clear correlation was observed between the surface finish of the ground parts and grinding forces through surface textures study and material removal plots (see Fig.6). In general, a severe plastic deformation (SPD) in grinding is characterized by the formation of ultra-large plastic strains especially during plowing conditions of the wheel-work interface behaviour. Successful grits and wheel-work interface temperature resize the average grain structures to smaller sizes and the yield strength is given as [8]:

$$\sigma_{yield} = \sigma_{friction} + \frac{A}{V}$$

(1)
where, $\sigma_{\text{yield}}$ is the yield strength, $\sigma_{\text{friction}}$ is the friction stress, $A$ is a constant and $d$ is the diameter of the grain.

In the second phase of experiments force control grinding experiments were conducted on material: Triboloy-T800 as it is extensively used as a filler to achieve the final size and shape for the aerospace refurbishing components. Triboloy-T800 offer high strength and hardness of value 1.778 GPa and 498 Hv respectively [9]. The grinding performance results on welding coupons filled with Triboloy-T800 material suggests that the crack control is feasible with using of the developed crack-controlled grinding device. This is confirmed through examination of dye-penetration test and visual observation at magnification X50. The consolidated results are shown in Table 4 and Fig.7. Attempt was made to vary the crack pressure setting in the disc spring and the results are shown in Fig. 7. The results suggest that grinding induced cracks exist at pre-set force in disc spring of magnitude 1300 N than the pre-set force in the disc spring of values 650 and 520 N as shown in Fig.7 A, B & C respectively. Where, $\sigma_{\text{yield}}$ is the yield strength, $\sigma_{\text{friction}}$ is the friction stress, $A$ is a constant and $d$ is the diameter of the grain.

The results were further confirmed through an extensive theoretical analysis using the Griffiths fracture mechanics applied to brittle materials. The details are given below;

In general, the Griffith’s theory enables to derive the crack initiation conditions for brittle materials through equating the internal elastic energy to the surface energy of the intended workpiece. The internal elastic energy per unit thickness of the workpiece with a crack ($W_i$) is given as (See Fig.8) [10];

$$W_i = (1 - \nu^2) \frac{pc^2\sigma^2}{E}$$  \hspace{1cm} (2)

where, $\sigma$ is a uniform tensile stress that produces a crack of length $2c$, $E$ is the longitudinal elastic modulus (778 GPa for Triboloy) and $\nu$ is the Poisson’s ratio (0.33).

The surface energy per unit thickness of the workpiece resists the crack formation and given as;

$$W_2 = 4.\gamma c$$  \hspace{1cm} (3)

![Figure 6 – Surface texture behaviour for Ti6Al4V against the different settings of hydraulic pressures](image1.png)

![Figure 7 - Ground surface behaviour for Triboloy T800 at settings: A) Pre-set force in the disc spring is 1300N; B) Pre-set force in the disc spring is 650N; C) Pre-set force in the disc spring is 520 N](image2.png)

![Figure 8 – Griffith’s crack growth model of size 2c against the external working stress ($\sigma$) due to external loading](image3.png)

![Table 4 - Grinding experiments results on welding coupons filled with Triboloy T800 material at grinding conditions: grinding wheel CBN #200, Creep feed grinder, wheel speed 33 m/s, feed rate 200 mm/min and depth of grind 1.5 mm.](table1.png)
where, \( \gamma \) is the surface energy density (1770 mJ/m\(^2\)) of the work piece (Triboloy T800).

At conditions of equating the surface energy and internal elastic energy, the critical crack size \( c_c \) and critical crack stress \( \sigma_c \) are computed as:

\[
C_c = \frac{4\gamma}{E} \quad \text{(3)}; \quad \sigma_c = \sqrt{\frac{2\gamma}{\pi(1-\nu^2)}} \quad \text{(4)}
\]

While applying the Griffith’s theory to the grinding process, the crack length could be equated to the scratch length or grit contact length \( l_c \) that facilitates chip formation (See Fig. 9).

![Figure 9 – Grinding wheel-work interface behaviour and grit contact length, \( l_c \)](image)

The undeformed chip thickness of a grinding process is useful to characterize the process and given as [11]:

\[
g_m = \frac{\sqrt{2vVr}}{\pi \Delta} \quad \text{(5)}\]

where, \( \Delta \) is depth of grind (\( \Delta = 0.25 \sim 1.5 \) mm); \( V \) is the cutting speed (\( V = 33 \) m/s); \( v \) is the feed rate (\( v = 200 \) mm/min); \( C \) is the number of abrasives /mm\(^2\) (\( C \) = 20, 40 and 232 for the grinding wheel \#60, \#80 and \#200 respectively and \( r \) = ratio of width to grit protrusion depth.

The undeformed chip thickness was used to compute the scratch length as:

\[
2c = l_c = \sqrt{D \cdot g_m} \quad \text{(6)}
\]

Attempts were made to compute the critical stress, \( \sigma_c \) that produces critical crack size \( C_c \) and the same are compared with the applied stress. The applied stress was computed using the grinding force/grit value and the contact area at the grit-work interface. To compute the applied stress the following grinding force equations were used. They are [12];

\[
F_n = C_p \frac{\pi V \Delta b}{2V} \quad \text{(7)}; \quad F_t = C_p \frac{\pi \Delta b}{V} + \mu F \quad \text{(8)}
\]

where, \( C_p = 1.778 \) GPa for Triboloy T800; \( \Delta \) = depth of grind (0.25 \sim 1.5 mm); \( b \) = grinding width (welding coupon) (6 mm); \( V \) =cutting speed (33 m/s); \( v \) = feed rate (200 mm/min); \( \alpha \) =half included angle of the abrasive \( \tan(80^\circ) = 5.8 \); \( C \) = no of abrasives /mm\(^2\); \( r \) = ratio of width to grit protrusion depth.

Using the equations 7 and 8 and applying the wheel work interface conditions the applied stress was computed and shown in Table 5. The computed critical stress results were compared with the applied stress and the results are shown in Fig. 10.

<table>
<thead>
<tr>
<th>Depth of cut, ( d )</th>
<th>Contact length (mm)</th>
<th>Contact area (mm(^2))</th>
<th>Grinding force ( F_n )</th>
<th>( Pt ) (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>6.8</td>
<td>40.8</td>
<td>144.5</td>
<td>59.3</td>
</tr>
<tr>
<td>0.5</td>
<td>9.5</td>
<td>57</td>
<td>288.9</td>
<td>118.4</td>
</tr>
<tr>
<td>0.75</td>
<td>11.7</td>
<td>70.2</td>
<td>433.3</td>
<td>177.6</td>
</tr>
<tr>
<td>1</td>
<td>13.5</td>
<td>81</td>
<td>577.7</td>
<td>236.8</td>
</tr>
<tr>
<td>1.25</td>
<td>15</td>
<td>90</td>
<td>722.1</td>
<td>296</td>
</tr>
<tr>
<td>1.5</td>
<td>16.5</td>
<td>99</td>
<td>866.5</td>
<td>355.1</td>
</tr>
</tbody>
</table>

![Table 5 - Computed results of applied stress at the wheel-work interface for Triboloy T800](image)

The computed results in Fig.10 suggests that when the applied stress is less than the critical stress the process of crack initiation could be avoided.

6 CONCLUSION

The main aim of the project is to design and develop a force control device for controlling crack formation as well as reducing the severe plastic deformation while grinding the blended refurbished aerospace components and OEM components respectively. The device was found to be effective at a cylinder pressure 9 bar and above. At any pressure below surface texture variation was widely observed. The required set force in the device was found to be much higher than the actual grinding force in order to avoid the grinding induced surface defects for the turbine components. Also, the achievement of grinding finish...
and surface texture suggests the suitability of device for further profile grinding that employs higher material removal rate and generates higher grinding force. This is evident from the grinding tests conducted on welding coupons. Furthermore, this project has enabled to reduce the cost through reduction of grinding related scrap with improved grinding productivity.
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Abstract
The need for higher productivity and efficiency in manufacturing of complex parts makes 5-axis machining centers preferred to a machine tool in industrial production. Along with the machine capability, 5-side accessibility of the workpiece, as well as safe and repeatable clamping is required. However, conventional clamping-technology by means of a vise gives full access on 3 sides of the workpiece only. Furthermore, it has disadvantages such as workpiece elastic and occasionally plastic deformation due to the high clamping forces, and, custom or additional chucks are required for clamping specific shapes. Alternative clamping techniques, for instance magnetic or vacuum, have a restricted use due to the requirement of ferromagnetic materials or shape constraints, respectively. In this work, a novel way of clamping workpieces was subject to research. Instead of clamping the workpiece on its surface, like conventionally carried out, pins were welded onto the workpiece, which were then used for clamping. Advantages of this innovative clamping method are amongst others the unlimited access on 5 sides of the workpiece, a lower workpiece deformation compared to traditional clamping, and clamping of workpieces with irregular surfaces. Furthermore, savings in raw material and consequently reduced power consumption, as well as wider possibilities to automate the process are additional advantages of such a clamping system. The research work focuses on the feasibility and quality issues of the stud welding process and its impact on the workpiece, the positioning and the number of studs, and qualitative and quantitative comparisons of conventional clamping with the novel pin clamping method.
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1 INTRODUCTION AND STATE OF THE ART
Strong global competition, faster paced developments, rapidly expanding options in materials as well as processes, increasing requirements for precision and quality push the machine tool industry to seek improvements in every single part of machining centers [1]. This also includes the clamping technology and processes for the workpiece, which, according to Stefan et al. [2], can be classified as visible in Figure 1:

Figure 1 - Common clamping technologies according to [2].

An example of adhesive clamping is the freezing of the workpiece on a cooled fixing surface. This method is suitable and commonly used for clamping materials such as ceramic, rubber or graphite due to the lack of clamping forces acting on the workpiece. However, during machining, the development of heat significantly reduces the holding forces, which makes this technique unsuitable for machining with high removal rates [3].

Electrostatic clamping requires the workpiece to be electrostatically charged and sets low limits regarding the workpiece weight [4]. Also, it must have a large contact surface in comparison to its height. This technique is mainly used for clamping semiconductor wafers, and is regarded unsuitable for machining purposes [5].

Magnetic clamping is another tension-free clamping technique. Besides the main limitation of the workpiece having to be magnetic, it also requires a clean contact surface, since even small air gaps affect the holding forces considerably. An additional disadvantage is the chip adhesion, which continues to take place due to residual magnetism even after the unclamping of the workpiece [4].

Pneumatic clamping technology uses a suction plate under the workpiece with the purpose of creating a vacuum; thereby the desired holding force can be generated. This provides optimal accessibility to the workpiece because the clamping device does not protrude. In addition, very thin and flat workpieces can also be securely clamped. However, porous, uneven workpieces cannot be clamped.
pneumatically, since the holding force is reduced too much by excessive air leakage [6].

The mechanical clamping by means of a vise is the most used clamping technology in machining due to its universal applicability and adaptability to almost any workpiece geometry [7]. However, friction clamping has the disadvantage that its effectiveness is reduced by the friction coefficient. With a coefficient of friction of 0.1 between typically steel chucks and steel workpieces, it means that the force applied by the vise onto the workpiece surface must be 10 times greater than the holding one.

![Figure 2 - Bent workpiece once clamped (b) compared to its initial unclamped state (a)](image)

This has two major disadvantages: firstly, the high clamping forces elastically and/or plasticly deform the workpiece, as portrayed in Figure 2, with negative consequences regarding the manufacturing precision of the part. Secondly, the clamping devices, e.g. vise, chuck, collet, must be designed for high forces, with disadvantages in terms of production costs and limited handling capabilities for automated processes caused by the excessive weight. Due to increasing personnel rates and lower automation costs in recent years, a surge in degree of production automation took place [8]. 5-axis machining requires clamping devices that improve the accessibility to the workpiece, which is highly obstructed by machine vises, as depicted in Figure 3a. Although clamping devices are designed to limit the accessibility to the workpiece as little as possible, all frictional methods impede at least 3 surfaces to be machined. This problem can be avoided by allowing extra material, visible in red in Figure 3b, which is removed in a subsequent processing step. However, this results in a systematic loss of material.

![Figure 3 - Side view: accessibility issues in a vise (a), and consequent material loss (b).](image)

Also, another disadvantage of vises is the travel distance of the clamping device, which must be large enough to be able to clamp all workpiece sizes. On top of that, special chucks are needed for non-rectangular workpiece shapes.

A promising approach to achieve the above mentioned characteristics is the addition of form closure to the force closure [10]. By the means of an embossing station, a patented pattern is embossed into the workpiece, which is then used to form clamp the workpiece into a vise with custom chucks, as depicted in Figure 4. This allows for increased holding forces and reduced clamping forces. Hence, deformations due to clamping stresses are lowered significantly. Furthermore, the interface area can be reduced, which increases the accessibility to the workpiece in 5-axis machining.

![Figure 4 - Lang GmbH’s „Präge-Fix“ [11].](image)

The matrix form clamping technology suggested by Matrix GmbH [9] is yet another option. As shown in Figure 5, the workpiece is clamped with pins instead of chucks. The former adapt individually to the workpiece geometry, which gives benefits in terms of flexibility and more uniform clamping pressures distributed on the workpiece.

![Figure 5 - Matrix GmbH clamping system [9].](image)

A main disadvantage of this system is the susceptibility to contamination caused by chips and coolants. On top of that, the accessibility to the workpiece is made more difficult in the matrix form clamping system caused by the clamping pins in comparison to the workpiece size.

2 NOVEL CLAMPING SYSTEM

The aim of this work is to propose a method and suitable clamping technique which simultaneously meets the following requirements:

- Good ratio of available strength to clamping force.
- Minimal deformation of the workpiece.
- Maximum accessibility of the workpiece.
- Minimal material loss.
- Independence from the workpiece contour.
- Suitability for automated loading and unloading without a grid plate.
- Reproducible re-clamping within tight limits in case re-clamping has to take place in another machine between roughing and finishing.
- Low cost of the clamping device.
• Low costs for clamping a workpiece and the operation of the clamping device.

These requirements are met by a novel clamping method by welding studs on one of the workpiece’s surfaces in such a way that the workpiece can be easily and reliably clamped on the studs themselves, as shown in Figure 6.

Figure 6 - Novel pin-clamping. Workpiece visible from above (left) and the side (right).

3 FEASIBILITY AND QUALITY ISSUES OF THE STUD WELDING

Stud welding is a well-established technology, developed for a long time in different fields. Reliable and sturdy bonding between stud and parent material has been a primary focus in all applications. Precision and accuracy of the fastening, for both manual and automatic stud welding, is typically in the tenth of millimeter range [12]. Usual application of stud welding include shipbuilding and building construction, automobile bodies, as well as electrical panels. The different stud welding processes are listed below.

The capacitor discharge (CD) process utilizes a flanged fastener with a timing tip at its center. There are two different methods of fastening the studs. The first one involves a direct contact between the ignition tip and the workpiece. The former is pressed by a spring into the pool in the material. The stud is subsequently fastened into the pool by the return spring pressure of the welding gun. Mild and stainless steels, as well as some aluminum alloys may be welded using this process, which is more tolerant of surface irregularities such as rust, oil and dirt. The weld duration can vary between 100 and 1000 ms.

A mix between the two methods described above is the Short cycle (SC) welding. The welding sequence is as with the DA welding, except for the use of higher currents and shorter welding times. The latter is comprised between 10 and 100 ms. In order to avoid weld spatter, shielding gas is usually employed.

In established application fields for stud welding, the mixture of materials for studs and parts tends to remain focused and limited. For clamping technology purposes, stud welding needs to cover a much larger spectrum of material combination, mainly of steel alloys, but also of aluminum. In order to simplify and speed up the process, it was necessary to find a welding process and stud type that could cover a wide range of materials. The stud welding tests included a total of 9 commonly machined steel alloys (C45E, 14NiCr14, 16MnCr5, S235JR, 11SMnPb30, 9SMn28, X5CrNi18-10, 16MnCrS5 and 42CrMoS4), as well as 3 aluminum alloys (AlMgSi0.5, AlMg3, AlMgSi1). The stud materials varied between S235JR and 1.4301 steel, and AlMg3 aluminum. Two diameter variations, Ø6 and Ø8 mm, were also considered upon economic considerations, as well as minimum stiffness requirements based on FEM simulations. To mention is also the fact that the surfaces of the workpieces were not cleaned, as to represent real life conditions, so rust, grease and cutting fluid were present on the surfaces, as visible in Figure 7.

Figure 7 - Variation of stud welding parameters to achieve weldability standards.

The fastening of the studs was carried out according to DIN EN ISO 14555, which specifies both a visual examination, visible in Figure 8, and a 60°bending test of the studs, depicted in Figure 9.

Figure 8 - Visual examination according to DIN EN ISO 14555 [13].

With regards to the steel alloys tests, the Ø6 mm fasteners welding results showed a compatibility of all 8 steel alloys to be joined with both S235 JR and 1.4301 studs utilizing the drawn arc method complemented by shrouding gas, visible in Figure 10. However, the Ø8 mm studs were exclusively weldable with the 8 steel alloys if made of S235 JR.
Figure 9 - 60° bending test according to DIN EN ISO 14555 [14].

Figure 10 - Weldability tests for steel with M6 studs.

On the other hand, AlMg3 studs proved to be more challenging to fasten, and could exclusively be welded in the 6 mm diameter with the 3 aluminum alloys, utilizing the capacitor discharge with gap technology.

4 IMPACT OF THE WELDING PROCESS ON THE WORKPIECE

The depth of welding into the parent material was visually investigated by milling away layers of 0.25 mm at the time, and stopping where no observable effects could be detected anymore, as shown in Figure 11.

Table 1 – Stud welding depths in the workpieces.

<table>
<thead>
<tr>
<th>Workpiece Material Range</th>
<th>Stud Materials</th>
<th>Stud Ø [mm]</th>
<th>Welding depth [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 steel grades</td>
<td>S 235 JR</td>
<td>6</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>1.4301</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 steel grades</td>
<td>S 235 JR</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1.4301</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 aluminum grades</td>
<td>AlMg3</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 11 - Milled surfaces to investigate the welding penetration in the parent material.

In the case of drawn arc welding for steel alloys the welding depth could extend to one quarter of the stud diameter. Capacitive discharge with gap technology for aluminum alloys and 6 mm diameter fasteners reached a welding depth of up to 1 mm in the 3 aluminum alloys. The results can be seen in Table 1.

5 STUD POSITIONING OPTIMIZATION

The optimization of the positioning of the studs with regard to stiffness was carried out on an exemplary basis. Two steel workpieces were chosen: a plate with dimensions of 80x80x20 mm and a cube with dimensions of 80x80x80 mm. The studs, Ø6 and Ø8 mm, were fastened in a square arrangement, and clamped at two heights from the workpiece’s bottom: 5 and 10 mm. The gap between studs was also varied between 48 mm and 68 mm. The studs were moved on the diagonal of the chucks with a fixed displacement of 1 μm, and the vertical and side displacements of the workpieces were calculated, as illustrated in Figure 12.

Figure 12 - FEM displacements.

As represented in the Tables 2 and 3, the stud diameter, the clamping height, as well as the stud gap are important parameters which can be varied to achieve minimum displacements in the workpiece and stiffest possible clamping.
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Table 2 – Displacements of the plate due to clamping forces.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5</td>
<td>68</td>
<td>0.610</td>
<td>0.320</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>48</td>
<td>0.472</td>
<td>0.155</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>68</td>
<td>0.260</td>
<td>0.132</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>48</td>
<td>0.223</td>
<td>0.075</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>68</td>
<td>0.920</td>
<td>0.480</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>48</td>
<td>0.850</td>
<td>0.276</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>68</td>
<td>0.510</td>
<td>0.257</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>48</td>
<td>0.440</td>
<td>0.140</td>
</tr>
</tbody>
</table>

Table 3 – Displacements of the cube due to clamping forces.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5</td>
<td>68</td>
<td>0.106</td>
<td>0.154</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>48</td>
<td>0.011</td>
<td>0.064</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>68</td>
<td>0.041</td>
<td>0.055</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>48</td>
<td>0.004</td>
<td>0.024</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>68</td>
<td>0.170</td>
<td>0.253</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>48</td>
<td>0.021</td>
<td>0.104</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>68</td>
<td>0.086</td>
<td>0.113</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>48</td>
<td>0.007</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Table 4 – Comparison of vertical deformation

<table>
<thead>
<tr>
<th></th>
<th>Vertical deformation [μm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conventional clamping</td>
</tr>
<tr>
<td>Plate</td>
<td>4.7</td>
</tr>
<tr>
<td>Cube</td>
<td>2.3</td>
</tr>
</tbody>
</table>

7 ASSESSMENT OF THE STUD NUMBER

The minimum number of studs, in order to get a defined system, is three. A comparison with four studs was carried out. The studs have a considerable cost since they are extra material that has to be purchased, welded, and finally removed, contributing to the material loss and adding further process steps.

6 COMPARISONS BETWEEN CONVENTIONAL AND THE PIN CLAMPING METHODS

FEM comparisons, as visible in Figure 13, were carried out to investigate the workpiece deformation caused by the clamping forces for the two different methods. Steel plates (LxWxD= 80x80x20 mm), as well as cubes (LxWxD= 80x80x80 mm) were taken as examples of workpieces. The stud arrangement was square with a gap of 60 mm between fasteners, while the clamping height was 5 mm. Considering typical clamping forces of 8 kN, the vertical deformations were as follows:

- Flexibility and ability to cover a wider range of workpiece shapes. As visible in Figure 14a, a three jaw chuck can exclusively clamp three stud configurations with a maximum spacing between studs lower than the whole diameter of the chuck. Besides, as shown by the orange triangle in Figure 14a, arrangements at 120° are also not possible. Also, when an angle is greater than 120°, two bolts of the side must be clamped in

Figure 13 - Pin (top) vs. conventional (bottom) clamping FEM.

Figure 14 - 3 vs. 4 jaw chucks.
one jaw, as depicted by the green triangle in Figure 14a. On the other hand, a four jaw chuck has neither of the above mentioned limitations, and, on top of that, in case of need, triangular configurations can also be clamped in a four jaw chuck, as displayed in Figure 14b.

- Ease of automation—the studs can also be used for handling the workpiece. Compared to the workpiece, which can have different shapes, fasteners maintain standard geometries, as illustrated in Figure 15a. Besides, the studs’ grooves created by the clamping can be advantageously used as a form closure, shown in Figure 15b and 15c.

- Safety—in case one of the fasteners fails, there are still three to securely withstand the load.

**Figure 15 - Automatic handling of the workpiece**

**Figure 16 - Alternative stud contours and shapes**

Cast parts and additive manufacturing could also be of interest, as the pins would be directly integrated into the workpiece, which would allow for a much wider freedom of design.
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The Design of a 5 Degree of Freedom Parallel Kinematic Manipulator for Machining Applications
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Abstract
Robotic machining is a disruptive manufacturing alternative to traditional computer numerically controlled machines. Robotic systems for machining applications have not been fully adopted in industry due mainly to accuracy issues, throughput and rigidity, when compared to computer numerically controlled machines. In comparison to serial robotic systems, parallel kinematic manipulators possess a higher payload to weight ratio, better stiffness and higher accuracy. The aim of this research was to produce a novel parallel kinematic machine that was compact, lightweight, cost-effective and capable of 5 degree of freedom machining. The cost-effective nature of the parallel kinematic manipulator enables small to medium size companies to enter the market. The contribution of the study was to research and develop a new 5 degree of freedom parallel kinematic manipulator. The study presented forward and inverse kinematics including experiments to confirm the validity of the potential to use this robotic platform for computer numerically controlled tasks. The design of a parallel kinematic manipulator was highly influenced by the number of degrees of freedom desired which directly impacted the type of joints used and the complexity of the design of the legs of the machine.

Keywords
Robotic machining, parallel kinematic manipulator, inverse kinematics, forward kinematics

1 INTRODUCTION

The concept of robotic machining has been researched worldwide since the early 1990’s. Investigations have been conducted on machining tasks that were once only believed to be capable by computer numerically controlled (CNC) machines [1]. CNC machines are prevalent in the aerospace and automotive industries. CNC machines can accomplish machining tasks with high precision. However, the drawbacks of CNC machines is that they are: expensive, large, and heavy [2].

A serial robot is defined as a robot that is comprised of multiple links attached in series. Generally, the joints comprising the makeup of a serial robot are revolute and prismatic. The fixed link is attached to the ground and commonly referred to as the base and the last link in the chain is free to move in space to which an end-effector is usually attached [3]. Serial industrial robots are available at a low capital investment and possess the flexibility to perform a variety of tasks. The reusability and flexibility of robotic systems for machining applications make them an attractive alternative to CNC machines [4]. Moreover, robotic systems possess a better workspace to installation space ratio [3]. According to the research performed by Karim and Verl [2] and Brüning et al. [5], industrial robots have high economic potential for machining applications in the automotive and aerospace industries.

Drawbacks of serial robotic systems for machining include sensitivity to vibrations, low stiffness and these platforms require complex programming when compared to CNC machines [2, 5]. Field tests have also revealed that the serial robots fail to execute the programmed path with high accuracy and repeatability once heavy machining is conducted and position errors occur. This stems from the low stiffness possessed by serial robots [6]. Dynamic elements affecting accuracy includes gear backlash, friction, temperature sensitivity and environmental disturbances [4].

A parallel kinematic manipulator (PKM) is defined as a robotic system that is comprised of two or more closed-loop kinematic chains which connects the end effector to the base of the machine [3]. PKMs present strong advantages in its high stiffness, payload to weight ratio and low inertia, but also suffer drawbacks of relatively small workspace, complicated calibration and contain design difficulties. Furthermore, the forward kinematic analysis for PKMs is highly non-linear and challenging to solve [7].

PKMs and hybrid kinematic architectures have been proposed by various researchers as suitable architectures for robotic machining. Some of these machining architectures have been successfully commercialized but are still large in size and as expensive as CNC machines [3, 8, 9]. The need for flexibility and adaptability of robotic machining platforms cannot be ignored and therefore serves as one of the motivators for this research.
Although there is a limitation on the workspace that can be achieved by PKMs, this research aimed to investigate the potential of machining relatively small workpieces since a desktop prototype was being investigated. The workspace is directly proportional to the size of components. The focus of this paper was to present a new 5 degree of freedom (DOF) desktop PKM for robotic machining and present the unique architecture with its merits. The architecture was also compared to other PKM architectures. The inverse and forward kinematic approach and analyses are presented.

2 CURRENT TRENDS IN ROBOTIC MACHINING

Researchers such as Briot et al. [10] have identified that parallel robots can be used as an alternative to serial robots for machining applications due to their load bearing advantage over serial robots and capability of higher positional accuracy [11]. A notable case is the use of the free leg hexapod by researchers such as Olarra et al. [12] for miniature machining applications. Several programs were written which enabled the working volume to be calculated for different leg positions and for determining optimal leg configuration based on the desired application. Glavonjic et al. [13] developed a new 3 DOF spatial parallel mechanism for a desktop 3-axis parallel kinematic milling machine. The parallel kinematic system was built as a low cost, educational desktop model. The concept was proven but the robotic system can only machine soft materials. Chablat and Wenger [14] developed a 3-DOF Translational Parallel Mechanism to be used for machining applications known as the Orthoglide.

Concerning a non-static location for a PKM, a hexapod developed by Choi et al. [15] was designed to move to the machining location and carry out machining tasks. An advantage of this design was the mobile nature of the machine. The first prototype was inferior to CNC machines in terms of feed and accuracy. Additional research was required for path planning of this hexapod and the inclusion of additional sensors to improve accuracy. A novel PKM based production system for aircraft wing assemblies, named PAW, was designed by Jin et al. [16]. The PAW system was suited for machining tasks such as drilling and trimming. PAW was designed to be mounted onto a gantry-like worktable thus not being confined to a static location. The machine possessed one translation and two rotational degrees of freedom. By performing kinematic analysis and dimensional synthesis, Jin et al. [16] were able to verify that the PAW system exhibits better performance than current mechanisms employed in industry. When compared to a Tricept machine architecture, it possessed a higher accuracy and stiffness due to the removal of the wrist portion which is the weakest part of a Tricept-type PKM.

A study performed by Wu et al. [17] addressed the calibration of a parallel kinematic machine tool through the use of a laser tracker. This was aimed at reducing errors from inaccurate joint motions. The research involved the development of a differential error model, optimized model and a statistical method. This calibration approach was carried out for a 5-DOF hexapod machine tool. Experimental results proved that this method of calibration reduced joint motion errors.

Smirnov et al. [18] researched tool path planning for the generation of energy efficient trajectories. The research exploited redundant DOFs to improve the energy efficiency of tool trajectories during contour forming. Experimental results were based on a 6 DOF industrial PKM-based machine known as KIM-1000. Whilst kinetic energy of the platform is ignored, the total energy consumed by the parallel linear drives is minimized and demonstrated an energy saving. Analytical and numerical solutions are used to address the optimization of the system.

Further research is required to produce a compact parallel kinematic robotic system that is able to compete against CNC machines. A shortcoming of existing research indicates that though novel designs are functional analytically, these platforms are not being commercialised due to future work pending and the designs being carried out as an educational exercise. In addition, the range of potential work pieces has not been described.

3 METHODOLOGY

3.1 Structural Type Synthesis

In a study undertaken by Koseki et al. [19], parallel kinematic manipulators were classified into three basic categories as shown in Table 1.

<table>
<thead>
<tr>
<th>ASPECTS</th>
<th>STRUCTURAL TYPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rotary</td>
</tr>
<tr>
<td>Force output</td>
<td>Small</td>
</tr>
<tr>
<td>Actuator location</td>
<td>Base</td>
</tr>
<tr>
<td>Moving masses</td>
<td>Small</td>
</tr>
<tr>
<td>Speed</td>
<td>Very fast</td>
</tr>
<tr>
<td>Rigidity</td>
<td>Poor</td>
</tr>
<tr>
<td>Workspace</td>
<td>Large</td>
</tr>
<tr>
<td>Structure</td>
<td>Simple and compact</td>
</tr>
</tbody>
</table>

Table 1 – The different PKM structural types [19]
The rotary type of PKM does not qualify for machining applications because the output force is small and the rigidity is poor. This structure type will be unable to withstand the vibration and chatter from machining tasks. It is desirable that the robotic machining system should occupy a small footprint therefore the fixed linear structural type was omitted from being used to develop conceptual designs.

The most applicable of the three types was the Prismatic type. Although it possesses the drawback of large moving masses it still possesses good rigidity and a smaller footprint than the Fixed Linear type. The Prismatic type is not the fastest of the three types but that is not a critical aspect for machining applications when high quality and high precision is valued. The Prismatic type architecture was therefore selected for further research.

Physical experimentation through rapid prototyping allowed a number of physical conceptual platforms to be built where the number of legs, types of joints, the arrangement of joints and legs and mounting points were varied. In order to match existing 5-axis CNC machines, the desired result was a robotic platform consisting of 3 translational and 2 rotational degrees of freedom. The axis normal to the base of the manipulator was regarded as the Z-axis. Thus rotation about the Z-axis is not permitted.

The novel architecture, named the R(Pa-IQ)R Parallel Manipulator, that was generated can be seen in a SolidWorks model depicted in Figure 1. The main area of innovation is the paired arrangement of the robot’s legs. Notable characteristics of the architecture developed in this study are summarised below:

- The prismatic joints are actuated and all revolute joints are passive.
- The position and orientation of the pairs of legs suppresses undesired rotation of the end effector about the Z-axis.
- The layout of the revolute joints restricts each pair of legs to move in the same plane.
- The pairs of legs exhibit a parallelogram (Pa) shape when the end effector is performing translational movements and exhibits an irregular quadrilateral (IQ) shape when the end effector performs rotational movements. This led to the name given to the robotic manipulator.

The Grubler-Kutzbach equation i.e. equation (1) was used to determine the number of degrees of freedom permitted by the machining platform [7]. This equation yields a result of \( F = -6 \). The negative result indicates that this robotic manipulator is an over-constrained mechanism [20]. This is held true because the PKM has six actuators and five degrees of freedom.

\[
F = (n - j - i) + \sum f_i
\]  

Where \( F \) is the number of degrees of freedom; \( n \) is the total number of links; \( j \) is the number of binary joints; \( f_i \) is the degrees of freedom allowed by a particular joint.

---

Figure 1 – The SolidWorks model of the PKM developed

The platform designed in this study is similar to the Hexapod (Steward-Gough Platform) in appearance [3]. Differences between the R(Pa-IQ)R and the Hexapod are listed in Table 2.

<table>
<thead>
<tr>
<th>ASPECTS</th>
<th>TYPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degrees of freedom</td>
<td>R(Pa-IQ)R</td>
</tr>
<tr>
<td>Types of joints</td>
<td>Only prismatic and revolute.</td>
</tr>
<tr>
<td>Pairs of legs</td>
<td>Yes</td>
</tr>
<tr>
<td>Common joints</td>
<td>Yes</td>
</tr>
<tr>
<td>Attachment points on base</td>
<td>3</td>
</tr>
<tr>
<td>Attachment points on end effector</td>
<td>4</td>
</tr>
<tr>
<td>Some actuators move completely in space</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2 – Differences between the R(Pa-IQ)R and a Hexapod
4 INVERSE KINEMATIC ANALYSIS

Inverse kinematics is defined as the known location and orientation of the end effector and the positions of all other desired link lengths and/or joint angles are to be determined [21]. The inverse kinematic solution is more relevant than the forward kinematic solution because the end effector traverses a predefined trajectory. All coordinates along this path are defined therefore the joint angles and/or actuator lengths are to be solved. The Geometric method was preferred over the Denavit-Hartenberg (DH) method to solve the inverse kinematics because it is less complex for PKMs [7].

4.1 Orientation of the end effector

The rotation of the end effector follows the Roll, Pitch and Yaw sequence of rotations. The rotation matrix is therefore given by equation (2):

$$R(y, \beta, \alpha) = \begin{bmatrix}
\cos \beta & \sin \beta & 0 \\
-s\beta \cos \alpha - c\beta \sin \alpha & s\beta \sin \alpha - c\beta \cos \alpha & c\beta \\
-\sin \beta & -\cos \beta & 0
\end{bmatrix}$$

(2)

Where c and s represent cosine and sine respectively; \(\alpha\), \(\beta\) and \(\gamma\) represent the rotation about the X, Y and Z axes respectively.

4.2 Inverse Kinematic Relationships

Figure 2 shows the outer vector loop across actuators 1 and 2. The vectors were specified in this manner such that passive joint angles need not be known at point A, B, C and D for the solution of the vector loops and simplified the analysis. The outer vector loop is formulated by taking two different paths to point D. The result is shown in equation 3 (which is applicable to other pairs of legs):

$$OA + AD = OP + R(\beta, \alpha) PD$$

(3)

Where the vector OA is the displacement from the mid-point of the base to the common joint of the leg pair 1 and 2; PD is the displacement vector from the mid-point of the end effector to joint D on the end effector to which the rotational matrix, R, is multiplied. OP is the vector relating the end effector relative to the mid-point of the base. AD is the displacement from the common joint on the base to the common joint on the end effector.

The arrangement of revolute joints constrains each actuator in a pair of legs to move in the same plane relative to each other. This collapses the vector loop into 2 dimensional plane. The inner vector loop equation is seen in equation 4 and also depicted in Figure 3(a) concerning actuator 1 and 2.

$$A_{1,2}B_i + B_iC_i + C_iD_{1,2} = A_{1,2}D_{1,2}$$

(4)

Where the subscripts refer to a leg and a subscript number-pair refers to a common joint. The value for \(i\) can be either 1 or 2. Vectors \(A_{1,2}B_i\) and \(C_iD_{1,2}\) are machine design parameters therefore vector \(B_iC_i\) can be solved. Observing the problem in 2 dimensions, a coordinate frame was placed at point A. Point A and point O are on the plane on the base therefore, the Z coordinate of point D is the same in frame O as in frame A. Since the magnitude of vector AD can be found from equation (3), the x coordinate of point D in frame A can be found through the theorem of Pythagoras. The x and z displacements of vectors \(A_{1,2}B_i\) and \(C_iD_{1,2}\) are known therefore the vector \(B_iC_i\) can be solved. The same method is followed for both actuators 1 and 2. The same method is followed to solve the outer and inner vector loops to solve the length of actuators 3 and 4. The subscript \(j\) can be either 3 or 4 in equation (5).

$$A_{3,4}B_j + B_jC_j + C_jD_{3,4} = A_{3,4}D_{3,4}$$

(5)

The lengths of actuators 5 and 6 is solved in a similar manner except that Point D is not a common point to which each of the vector loops converge. Secondly, since the Y axes of coordinate frame O and coordinate frame \(A_{56}\) are parallel, the Y values of the vectors \(A_{5,6}D_5\) and \(A_{5,6}D_6\) will be used for the analysis when solving the inner loop along the Y, Z plane upon which both legs 5 and 6 lie. The Y value is now used as the reference point. The inner vector loops for actuators 5 and 6 is shown in Figure 3(b) and equation 6 and 7 shows their inner loop equations respectively.

$$A_{5,6}B_5 + B_5C_5 + C_5D_5 = A_{5,6}D_5$$

(6)

$$A_{5,6}B_6 + B_6C_6 + C_6D_6 = A_{5,6}D_6$$

(7)
5 EXPERIMENTS AND RESULTS

5.1 Inverse Kinematic Results
SolidWorks was used in conjunction with Matlab to validate the equations developed for the inverse kinematics analysis. This was aimed at being completed before developing a physical testing system. The PKM was tested for translation movements of the end effector. The end effector was moved to random locations in SolidWorks and then each leg length was measured within SolidWorks. The end effector locations which were measured in SolidWorks was entered into Matlab and the inverse kinematic formulae were utilised. Figure 4 displays the methodology followed for the inverse kinematic equations to be validated. The results are depicted in Table 3. It can be seen from Table 3 that the inverse kinematic equations possess high accuracy since the largest error incurred was 0.01 mm.

![Figure 3 – The Inner loop vector diagrams](image)

![Figure 4 – Methodology for inverse kinematic calculations](image)

<table>
<thead>
<tr>
<th>END EFFECTOR COORDINATE (mm)</th>
<th>LARGEST ERROR AMONGST THE 6 LEGS (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>74.22</td>
<td>-36.4</td>
</tr>
<tr>
<td>116.01</td>
<td>-93.61</td>
</tr>
<tr>
<td>151.47</td>
<td>-6.99</td>
</tr>
<tr>
<td>82.52</td>
<td>91.62</td>
</tr>
<tr>
<td>130.97</td>
<td>104.45</td>
</tr>
<tr>
<td>140.22</td>
<td>-19.32</td>
</tr>
<tr>
<td>138.77</td>
<td>-100.37</td>
</tr>
<tr>
<td>174.23</td>
<td>21.43</td>
</tr>
<tr>
<td>72.52</td>
<td>-35.9</td>
</tr>
<tr>
<td>184.18</td>
<td>-6.22</td>
</tr>
</tbody>
</table>

Table 3 – Inverse kinematic errors for translational motion cross-checked between Matlab and SolidWorks

5.2 Forward Kinematic Results
The Newton Raphson (NR) numerical convergence technique makes use of an initial guess which goes thorough a number of iterations until the error between solutions is minimal enough to deem the solution valid. This method was employed to validate the kinematic equations with respect to forward kinematic analysis. This method was selected as it has been undertaken by various authors when performing forward kinematic analysis on PKMs [22, 23]. When the NR method was performed, the error between SolidWorks and Matlab for the end effector location was at a maximum value of 0.0172 mm after 25 tests. It was noted that when the value of zero is guessed as a solution for any coordinate, the NR solution breaks down and produces large errors. The results conform to the NR iterative pattern such that the larger the guess deviation from the true value, the greater the number of iterations that is required to be performed and is validated in Figure 5.

![Figure 5 – Graph of guess deviation versus number of iterations](image)
6 CONCLUSIONS

The R(Pa-IQ)R parallel manipulator developed through this research study was an apt robotic machining platform due to the six legs it possessed thus increasing its stiffness. The triangulation configuration of the legs added to the overall stiffness of the machine. The rotational analysis of the end effector is still to be conducted. A physical testing system was constructed to validate simulations. Current schemes of analysis for the forward and inverse kinematic analyses resulted in high accuracy and was therefore carried forward in this study. Through the forward and inverse kinematic analysis, it was discovered that the difficulty of solving the kinematic equations was directly proportional to the complexity of the design of the legs of the machine.

Research showed that machining tasks require accuracy that ranged from low to high depending, on the type of product being produced. For disruptive robotic machining to start being adopted by industry, robotic systems need to be able to perform machining tasks with higher accuracy and throughput. Future research on PKMs could include aspects related to machine calibration, trajectory planning, stiffness analysis, open architecture control and machine reconfigurability.
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Abstract
Serious shortages of qualified professionals and technical job-specific skills are hampering Europe’s sustainable growth. Even more so, relatively newer technologies, such as digitalization and Industry 4.0, require a new set of qualifications for the future engineers. Deficits in these areas can be critical for innovation and, therefore, also for the well-being of the industry and economy. New skills as well as new training methods are required to be successful and to meet the requirements set by industry and society. ELIC (Engineering Literacy Online - Teachers as Medium for Change) is an ongoing EU project supported by the Erasmus+ program. With this research project, the competence of a teacher’s teaching methods and technical didactics are targeted, especially those teaching secondary-level Science Technology Engineering Mathematics (STEM)-related subjects, as well as their ability to incorporate engineering topics in natural sciences classes, motivating more pupils to choose an engineering career.
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1 INTRODUCTION
Many of today’s societal, engineering and industrial challenges are too complex and multidimensional that they cannot only be handled with an old-fashioned knowledge of science, technology and soft skills but also need an interdisciplinary view on things as well as socio-economic capabilities. [1]

Digitalization and Industry 4.0 are two of those challenges influencing the way we are living and working that today’s and future engineers must deal with.

New market developments and values, such as Industry 4.0 and Digitalization, are transforming not only the producing industries but also influencing the way we are living and working. Industry 4.0 is a future vision, first described in the high-tech strategy of the German government. Main content is the information and communication technologies, such as Cyber-Physical Systems, Internet of Things, Physical Internet and Internet of Services, in order to achieve a high degree of flexibility in production. This leads to higher productivity rates through real-time monitoring and diagnosis, and a lower wastage rate of material in production. [2]

In the Future of Jobs Report 2018 by the Centre for the New Economy and Society of the World Economic Forum it is explicitly pointed out, that work tasks and abilities, which were once reserved for humans are now more and more carried out by machines and robots. This is leading to a growing concern about the impact of jobs and a general risk for the wellbeing of the people, industry and government. By 2025 the rate of automation has reached 52% regarding the division of labour as share of hours spent. Moreover, more than 23% of the companies will use humanoid robots in their production process, replacing certain job role, by then. [3]

Apart from that, another challenge is fostering the European economic growth. A serious shortage of qualified professionals and technical job-specific skills are hampering Europe’s sustainable growth. The demographic change and an often inadequate engineering education can be named as two reasons of this threat. [4] Not to be left out is the fact that there is an existing gender gap, meaning that a persistent low rate of females in engineering is observed in many European countries. [5] A low birth rate due, as a result of the demographic change, cannot be changed overnight, whereas an adaption of the engineering education, in the direction of motivating more pupils and students to choose the engineering path, could be one suitable solution which can be approached. However, the vision of having enough highly qualified employees being able to meet the challenges of digitalization and Industry 4.0 cannot be met right away.

An adaption of the higher education towards Industry 4.0 and Digitalization, particularly in the engineering education, has to be achieved. [2] As a result, education methods for engineers need to be adapted, appreciating the complex environmental and societal systems, continuously changing technologies, evidenced-based design, and the ability of good communication. [7] Even the current research High-Tech-strategy from Germany for 2015-2020 specifically named the digitalization of economy and society as well as an innovative
workspace as two out of six initiatives for this strategy. [6] The way in which the new generation of skilled engineers are trained and educated has changed over the past year. Flexible Learning revolution, e-Learning, Life-Long Learning, Learning Management Systems, Blended Learning, Flipped Classrooms, Learning Analytics, or Massive Open Online Courses (MOOCs) are just a few tools and trends from the educational development. [8] [9] 

Together with several universities and schools, ECQA (European Certification and Qualification Association) develops a compliant skill set and exam for teachers, as well as a MOOC platform to train teachers. Leading to this, existing structures in different European countries are analyzed and compared to the requirements of industry and academia. Based on the discovered gaps, a skill card is developed and a curriculum established.

Teachers of Science, Technology, Engineering and Mathematics (STEM) are seen as a medium of change in the way that they can already influence the future engineers during their study period in secondary schools, while teaching the STEM-subjects.

A group of Italian, Czech, Austrian and German universities and schools as well as an E-Learning provider saw the opportunity to develop an online based training for teachers of STEM-subjects to give them tools to improve their way of teaching, leading to a new generation of qualified engineers.

To come up with the right content and training method, the engineering skills required nowadays and in the future are analyzed and compared to the ones which are currently taught. Therefore, a literature research has been conducted. After that, a proposal for a new Education 4.0 model as well as the matching EU-funded project ELIC are described in detail.

2 FUTURE JOB SKILLS

While analysing different literature discussing the changing importance of future skills for successful engineers, the following skills have been mentioned frequently (Figure 1). According to surveys conducted by the authors as well as the frequency of being mentioned, an evaluation of their importance in the past, now and in the future has been carried out.

Due to new technologies and business models and the changing division of labour between workers and machines, the current job profiles are being transformed. It is expected, that by 2022, the skills required to perform most jobs will have shifted significantly. More jobs such as Artificial Intelligence and Machine Learning Specialists, Big Data Specialists, Process Automation Experts or User Experience and Human-Machine Interaction Designers are set in place. Jobs which also require a certain skill set. In order to manage the skills gaps, caused by the adoption of new technologies, the current staff is required to re- and upskill. Furthermore, it is expected that new permanent staff, already possessing skills relevant to new technologies, will be hired. Staff which is now still in the education process. [3]

However, when educating today’s and future engineers other challenges have to be met, meaning that they no longer need to be an expert in one field only but need to come up with new ideas and ways of handling or even defining problems. [1] Apart from that the analytical and innovative thinking as well as the active lifelong learning ability belong to the skills of the future and became more important in recent years. Further human skills such as creativity, originality and initiative, critical thinking, persuasion and negotiation will likewise retain or increase their value, as will attention to detail and flexibility. All this will be taken into consideration, when developing the content for the EU project ELIC and determining the training requirements. [1] [3]

![Figure 1 - Engineering Skills in the past, now and in the future](image-url)
3 EDUCATING FUTURE ENGINEERS: CHALLENGES AND FUTURE TEACHING METHODS

For a long time, the engineering education has not been changed, although changes in society, business and economy took place. [1] One reason for that was, surely, that the old system has been proven extremely successful, making the German “Dipl-Ing.” a No.1 export hit. However, due to a lack of adaption in certain areas, a major renewal has to be undertaken.

However, education has to change with changing times. In the future, an engineer might also be competing with a robot in certain areas or even worse, he might be replaced by it. Being able to combine an excellent knowledge in certain disciplines as well as the ability to think out of the box, can therefore be seen as very important assets for the future engineers. The future engineer needs to define and solve problems at the same time; this will only give him a big advantage in comparison to automated systems and artificial intelligence. Students have to be prepared for jobs which don’t yet exist, using technologies, which have not been invented, solving problems, which right now, do not exist. [12]

Another challenge, which also needs to be met, is the reasons for a low enrolment within the engineering study programs. Recent surveys have shown that the engineering profession itself is becoming less popular. Lopez-Martin (2010) found out that young people often favour a less stressful and easier career, as they already enjoy a high living standard. Moreover, taking the current technological standard as granted leads to a possible underestimation of the importance of engineering. [13]

The under 2 identified important skills for the engineer of the future also pose a challenge to the teachers, schools and universities in how they can be met and adopted. Therefore, the way engineers are educated, has to be adapted as well. An analysis showed that, in recent times, some engineering curricula have been transformed, including a focus shift from knowledge sharing to the training of skills, such as analytical thinking and innovation or active learning strategies. [1] [3]

However, still many engineering curricula are almost completely filled with technical knowledge. [15] Bit by bit, new courses for engineering students, such as Engineering Conferences - a master’s class at Düsseldorf University of Applied Sciences - are developed. The course uses a learner-centred approach in which students generate, from their undergraduate bachelor thesis, a research paper, take part in a review process and present their paper during a poster presentation. The primary aim is to develop skills and competences needed in the world of modern engineering. [9] [15]

Moreover, projects, which expose students to practical design, systematic thinking and project management as well as real-world experiences, such as internships and research proposals together with industry and their local community, are further ideas. Some universities have already integrated mandatory cooperation and industry visits into the curricula, engaging the industry as an essential partner for the future education of engineering students. [16]

Also, the way the future engineers are educated has changed. An interesting possibility is the introduction of new teaching and learning models, encouraging digitalization and smart interaction between the involved parties. A flexible learning revolution, e-Learning, Life-Long Learning, Learning Management Systems, Blended Learning, Flipped Classrooms, Learning Analytics, or Massive Open Online Courses (MOOCs) are just a few tools and trends from the current educational development. [7] [8] Figure 2 shows an overview of teaching methods, which can not only be used to optimise the education of engineering students.

![Figure 2 - Teaching and Learning Concept](image)

By analysing the future world of work of an engineer, the potential impact on the engineering education on different levels gives a good overview on what needs to be done in order to meet the challenges of educating the future engineers. The idea/goal of the Erasmus+-Project ELIC is to target teachers, as a medium of change, as they are one of the first points of contact, educating the future engineers and motivating pupils to choose this path.

4 ERASMUS+-PROJECT: ENGINEERING LITERACY ONLINE (ELIC)

4.1 Idea and Status Quo

A serious shortage of qualified professionals and a lack of technical job-specific skills are negatively influencing the sustainable growth of Europe’s economy. The idea is to empower teachers as a medium of change, in order to ward off this threat.
By analyzing the status quo of teachers of STEM-subjects, looking at the learning plans and learning outcomes as well as taking into account the experiences teachers and further responsible authorities have, the aim is to identify current barriers to successfully studying natural sciences in secondary school and later choosing an engineering study program. Engineering Literacy, in the Project, stands for interdisciplinary teaching through practical examples that combine natural sciences subjects and technical sciences input. This should lead to an increased functional thinking among the pupils. The link between basic natural science knowledge and how to apply it when solving challenges in different fields becomes visible and makes secondary school pupils more curious, thereby increasing their interest in engineering.

A team of Austrian, Czech, Italian and German universities, schools and learning institutions is working on that common goal to set up an online MOOC-system, where teachers are trained. Funded by Erasmus+ this project falls under the Lifelong Learning Program, meaning that people should be enabled to stimulate their own learning experience at any stage of their life. [17] This all leads to the lucky coincidence that the engineer of today also finds himself in a lifelong learning process. The project is funded for a duration of 24 months. The starting date was October 1st, 2017. [18]

### 4.2 Structure and Intellectual Output

Due to the requirements set up by the European Union and in order to receive the funding, measurable goals, such as an Intellectual Output (IO), have to be defined. For the ELIC-research project, Figure 3 shows the seven IOs, which have been determined, structuring the tasks of the two-year research work. After starting with the research on the training needs, a GAP-Analysis was conducted; taking into account what kind of education the learning plan currently specifies, comparing it to what is needed by society and industry. Stakeholder, such as school teacher, industrial partner as well as associations dealing with education matters, are questioned during focus group interviews. Their requirements are then also implemented into a Skill Card, naming the engineering topics and their linkage to the STEM-subjects. This all leads to the development of the training curriculum, where the detailed teaching content combined with the teaching tools, learning outcomes and time management, is defined. Then a MOOC-Platform is set in order to have a suitable platform to disseminate the content. [18]

![Figure 3 - Intellectual outputs of Erasmus+-project ELIC](image)

### 4.3 Skill Set & Curriculum

The development of the curriculum is scientific based pedagogic work from all partners. They also make sure that higher education standards are followed, also being tailored to the target group – the teacher. School partners as well as teacher training colleges and school authorities will be constantly included during the development process. This is to make sure that the end product has a high usability, guaranteeing a constant usage and, most important, a long-term effect.

The innovation of the skill card and the curriculum lies in the content. Technical didactics and engineering literacy are currently a hot topic, not only in the participating European countries. [7] [8] The didactics used within the MOOC and in the curriculum will be new and innovative. The generated output will be transferable to different countries, even targeting groups, seeking for additional knowledge on technical didactics and interdisciplinary engineering topics. The chosen content will include the following subjects:

- **Engineering Literacy**
  - Introduction
- **Automotive Case Studies**
  - Battery System
  - Light System
  - E-Motor
  - Combustion Engine
- **Hot Topics**
  - Energy Management
  - Cybersecurity
  - Autonomous Driving
  - Women in Engineering

While the “Automotive Case Studies” generally appear to be more interesting to the male pupils, the content of “Hot Topics” is designed to get the female pupils interested. One draft is illustrated in Table 1, where experiments for the subject “E-Motor” are categorized according to the STEM-subjects taught in secondary school. [18]
5 CONCLUSIONS

Industry 4.0 and Digitalization challenge today’s and future engineering education. As a result, educational needs of students as well as industrial requirements are changing.

A more holistic approach on engineering education needs to be found and implemented. The new generation of engineers can no longer only be experts in their technical areas but must face the societal and industrial challenges that the 21st century brings with it. In an attempt to answer the question of which skills are needed to generate a new generation of successful engineers, the still ongoing European research project ELIC was developed. By giving teachers knowledge and tools to motivate more pupils to choose the engineering path, that way pupils are targeted at a relatively early education stage. An important point, which often has been missed out due to a lack of knowledge of the teacher, is to show the pupils a realistic picture on how their future work life as an engineer might look like by giving practical examples and combing the theoretical content of STEM-subjects. If only some of the above described improvements and renewals of the engineering education and the way it is conveyed succeeds, a new generation of well skilled engineers will be able to tackle the challenges globalization brings with it. The European research project ELIC, which will only be finalized in September 2019, is one step into the right direction in meeting the challenges.

However, there is still a long way to go to make sure that the engineers of the future are educated in a suitable way, considering the changing required skills. Besides identifying teachers of STEM-subjects as a medium of change, industry and universities also have to accept their role of responsibility in this process.
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VR-Based Design Process of Industrial Products
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Abstract
This paper introduces the historic development of the virtual reality technology (VR technology) and its current situation in the industrial application. Afterwards the different common types of the VR approach is going to be presented. The architecture of the HMD-based (Head Mounted Display) VR-system, that is relevant for this paper, will be illustrated. In the second part of this paper, the use of the virtual reality technology within the industrial product life-cycle is going to be discussed. Based on two feasibility studies carried out and evaluated within an industrial cooperation project, the potential of the VR technology and the challenges of its application in practice will be outlined. The first feasibility study deals with the use of the VR technology within the requirement-management and design-review process. The second feasibility study presents a new approach for VR-based FMEA (Failure Mode and Effects Analysis) and CA (Criticality Analysis).
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1 INTRODUCTION
1.1 History the VR-Technology
Virtual reality is composed of an interactive computer simulation, which senses the user’s state and operation and replaces or augments sensory feedback information to one or more senses in a way that the user gets a sense of being immersed in the simulation [1].

The vision of virtual reality arose already in the thirties. Aldous Huxley introduced 1937 in his book Brave New World the concept of feeling movies that involve touch in addition to sight and sound [1]. The first virtual reality solution named Sensorama was developed and realized by Morton Heilig in 1957. Sensorama is a machine that offered a virtual bicycle riding experience [1]. 1968 Ivan Sutherland developed a head-mounted display connected to a virtual environment allowed a user to experience virtual environments using different senses, but did not allow any interaction with the environment. Myron Krueger developed 1970 the first environments that reacted to the user’s actions [1]. In the eighties and nineties the VR technology saw rise in public awareness, through VR entertainment productions (e.g. Last Action Hero, Brainscan) and the gaming industry (e.g. Virtual Boy by Nintendo). The first practical VR-applications in the industry appeared during the 2000s, especially in the defense, aerospace and automotive industry [2]. Using the 360° cave concept, VR based applications for e.g. cars and airplanes design review, training simulation for pilots, were developed. The real breakthrough of the VR technology began in 2016 with the launch of the VR-HMD (Head Mounted Display) solutions e.g. Oculus Rift, HTC Vive. Due to the high and faster improvement in performance of PC, mobile devices, and specialized hardware, and software the VR technology becomes more practicable in use. This leads to huge increase of VR based applications mainly in the consumer industry, e.g. gaming, entertainment, film, tourism, (figure 1) and to huge demand by end-consumers, which makes the VR equipment (Hardware and Software) affordable and easy to use.

![Figure 1 - Virtual reality is especially attractive in gaming](image)

1.2 Current situation in the Industry and Future potential of the VR-Technology
Currently, the consumer industry presents the main growth’s driver of the VR technology in terms of performance and applications increase and in terms of cost reduction. Quite the contrary is the situation in industry. The use of the VR technology within design process of industrial products with few exceptions in the automotive and aerospace industry is still sobering. The most of the companies are either in waiting position or in feasibility study's
phase. The most developed industrial VR applications have a character of a prototype. The reticence of the industry regarding the use of the VR technology along the product life-cycle processes is mainly due to the following issues:

- Negative experiences with the old generations of the VR solutions (e.g. VR power wall, VR cave) in terms of cost-performance ration.
- Missing of VR technology know-how and competencies related to the performance and to the potential of the new VR solutions.
- Missing of adequate engineering-oriented VR solutions and standards particularly with regard to the handling and the visualisation of CAD- and CAE-Data. Actually, the preparation of the CAD- und Simulations-Data for a VR scene is time-consuming and cost-intensive.
- Missing of specialized VR engineers for the development and the implementation of industrial-oriented VR applications.

However, a several trend studies and forecasts show that the interest and the investment of the industrial and engineering companies in the VR technology will increase considerably in the near future (figure 2). It is to be expected that this trend will reinforce the development efforts of industrial-oriented VR solutions and standards especially for the CAD- and CAE-data transformation and visualization.

Due to the current high significance and to high potential of the HMD-technology this paper will be dedicated to the HMD-based VR approaches within the product life-cycle processes of industrial products.

3 ARCHITECHTURE OF HMD-SYSTEM

The virtual reality requires the integration of multiple factors: user interface, elements of the virtual world and the user's experiences. Interaction between these factors defines the experience of virtual reality [5]. For the set-up of a virtual reality environment based on HMD-system the following components (figure 3) are needed:

- Virtual content: The Virtual content, is also named as the virtual scene, contains the 3D-objects and their descriptions in terms of properties (e.g. shape, weight, color, texture, density, temperature). The interactions between the 3D-objects among each other and with the user can be implemented using a 3D-simulation-engine (so-called 3D-Engine). The simulation-engine provides standardized libraries and SDK (Software Development Kit) that allow the creation of rules as well as relationships that govern the 3D-objects within a VR-scene. Nowadays, the VR-scene can be created using commercial animation 3D-Engine (e.g. Unity Engine, Unreal Engine). Theses commercial engines are coming originally from the gaming and film sectors, however they have a large set of functions and interfaces that can be useful for the development and implementation of engineering VR-applications. Furthermore a large and high networked developer's community exits worldwide that...
drives the further development of the VR technology actively. The developers’ community represents a valuable know-how resource to introduce the VR technology within the industrial and engineering processes effectively.

- Virtual presence: Virtual presence can be roughly divided into physical (sensory) and mental presence. It represents the feeling of actually being in an environment; this can either be a completely psychological state or achieved via some physical medium. Physical virtual presence is the basic characteristic of virtual reality and represents the user’s body physically entering the medium. Mental virtual presence represents a state of trance: engagement, expectations, the feeling of being part of the virtual world [5]. To achieve a high virtual presence a high sensible tracking system is needed, which can act and re-act in real-time. For this, two types of sensory systems are needed: the first type is a sensory system to automatically measure the position and the orientation of the user in the real environment and map it in the virtual environment. Based on this measurement data, the VR-scene will be new computed and adapted to the new user’s location and orientation in real-time. This process is named “framing”. This first type of the sensory system is essential to create a VR environment and requires a high-performance computer with high-performance graphics adapter. To realize this first sensory type the HMD-system provides a Visual Base Stations (e.g. IR, cameras) to create a 360 degree virtual space. The base stations emit timed signals (e.g. infrared pulses) that are then picked up by the sensors (e.g. IR sensors) that integrated in the headset and in the user interaction’s devices (e.g. controller) to determine the user’s current location in the virtual space [6]. The second type of the sensory system allows a physical feedback from the VR-scene towards the user (e.g. haptic feedback, inertial feedback, sound feedback). This type of sensory system can be realized using e.g. VR-gloves, VR-suits, 3DOF-system that equipped with pressure, vibration sensors and actuators. The development of such kind of sensory systems is currently in its infancy and their integration in the VR-environment can considered as an enhancement.

- Interactivity: If virtual reality is to be realistic, it must respond to the user’s actions; in other words, it must be interactive [5]. The ability of the user to affect computer-generated environments represents one form of interaction (e.g. manipulate the 3D-objects and navigate in the VR-scene). For this, multi-functional VR-Input devices can be used (e.g. VR-controller, VR-Flysick, VR-Glove). These systems are equipped with track pads, grip buttons, and a dual-stage trigger that can be configured according to the user-interaction with the VR-scene [5].

![Figure 3 - Main components of HMD-system](based, 8).

4 INDUSTRIAL VR APPLICATIONS

In this chapter the results of two feasibility studies with the focus on “industrial application of the VR-technology” carried out at the faculty of Mechanical Engineering and Mechatronics at the Karlsruhe University of Applied Sciences will be presented and discussed. These feasibility studies were realized in cooperation with a german machine manufacturer, in order to analyse and to show the potential of the VR technology to enhance the product life-cycle processes. Furthermore, the main challenges when introducing such a new technology have to be identified. The feasibility studies are an essay to analyse and clarify the following issues based on company-related use cases:

- Identification of appropriate processes along the product life-cycle for the VR-application.
- Implementation of VR-applications for the identified processes.
- Presentation and evaluation of the implemented VR-applications in the involved company’s business units.
- Recommendation for the companies regarding the use of the VR-technology and the further activities in this area.

4.1 VR-based Mock-Up for Requirement-Management and Design-Review

4.1.1 Motivation of the use case

This use case deals with a company developing and producing special machines for automation technology (figure 4). The USP of this company is the design and the production of only customer specific solutions. This ensures the company a great competitive advantage, but at the same time leads to enormous challenges particularly with regard to requirement-management, design-review and -alignment. Misunderstanding and misinterpretation of customer requirements and wishes in the early product life-cycle phases cause elaborate and costly
product changes. In order to avoid this situation, the company is actually forced to build up a 1:1 Physical Mock-Up (PMU) in the early design process phase, which can be used as basis for discussion and review meetings with the customers. As already known such PMU are time consuming and costly. In addition, the PMU cannot always be kept up to date during the whole design process.

Figure 4 - The automation machine “assembly of valve system” used for the feasibility study.

4.1.2 Approach for VR-based Mock-up
In order to improve the requirement-management and the design-review process and to evade time consuming and costly PMU, a VR-based machine Mock-Up has been developed and implemented in this project (figure 5). The VR-application is containing a VR-library with standardized machine parts and components as 3D-objects. These 3D-objects were created in the native CAD-system during the design process and then imported to the 3D-Engine (in this case Unity). To create a machine VR-Mock-Up, the 3D-data of the specific machine parts had to be transferred from the native CAD-system to the 3D-Engine and then can be completed with the standardized parts from the VR-library to create the whole machine as 3D-assembly. After the completion of the 3D-Model of the machine, the physical properties of the individual parts (e.g. material, texture, weight) were determined. Afterwards the relationships among the machine parts were defined using either standardized kinematics objects (e.g. pin-joint, pivot-joint, Ball and socket joint) form the kinematics-library of the 3D-Engine, or special implemented kinematics objects (e.g. specific motion of robotic arm) with the SDK of the 3D-Engine. At the end the VR-functions were implemented to enable the interactivity between the user and the machine in the virtual environment. To serve the requirement-management process the following interaction-functions were created:

- User-Teleport around the machine.
- Use and interaction with the MMI-Panel.
- Machine operation.
- Machine equip and retooling.
- Change of color and texture of the machine parts.
- Add notice for changes.

For the design-review process in addition to the functions from the requirement-management the following interaction-functions were implemented:

- Assemble and disassemble of machine parts.
- Hide and show of machine parts.
- Display of the metadata (e.g. material, weight, part-id) for the different machine parts.
- Add of static and dynamic sections.

Figure 5 - The Implemented VR-based Mock-Up.

4.1.3 Evaluation of the VR-Application and VR-Technology
In order to evaluate the implemented VR-application, a pilot project was initiated with the involved business units (sales engineering and product design) and the customer (Figure 6). Within the evaluation three main aspects were taken into account:

1. Enhancement of the considered process:
   - VR-experience: Both the business units of the company and the customer were impressed with the reality-close VR-environment of the machine regarding the performance of the VR-application and equipment. Especially the uncomfortable feeling known from the old VR technology could not be sensed.
   - Interactivity: With the implemented interactivity VR-functions the basic tasks of the processes could be achieved without major restrictions. The main limitations from the perspective of the users are the messing of the feedback from the VR-environment towards the user (e.g. haptic feedback) and the coupling with the native CAD-system to allow an integrated modification of the CAD-models in VR-environment.

2. Implementation of the VR-Application:
   - Import of the 3D-CAD Data into the 3D-Engine: Due to the missing of appropriate interfaces between the CAD-systems and the 3D-Engines, the design CAD-data including the design information (e.g. material, structure, kinematics) for the machine created during the design phase cannot be transferred to the 3D-Engines...
The established 3D-Engines are designed to implement gaming applications, which can only handle with low-content graphic objects (surface geometry data, bounding geometry). On contrary to this, the design CAD-data are high-content 3D-objects with high data volume that cannot be processed by the current 3D-Engines. Thus, before loading the design CAD-data in the 3D-Engines, the CAD-data must be treated in third party 3D graphic program, in order to reduce the data content. This procedure leads to loss of important information that is needed for the achievement of diverse engineering tasks. The lost data have to be created once again in the 3D-Engines manually. The current approach causes double work and is time consuming.

- Implementation of the user interaction functions: The common 3D-Engines already have a considerable stock of user interaction functions implemented for gaming applications. These functions are highly advanced and can serve as valuable source and template to develop VR-interaction functions for engineering processes.

3. Maintenance and further development of the VR-Application:
- Change of CAD-data: Small changes of the design CAD-data can be handled in the 3D-Engine easily. Big changes of the design 3D-data usually cause a high modification effort of VR-scene up to the setup of a new VR-environment.
- Change and introduction of new interaction functions: Normally the interaction functions are designed modularly. Hence, the already implemented functions can be re-used and modified easily without a high effort.

4.2 VR-based FMEA (Failure Mode and Effects Analysis)

4.2.1 Motivation of the use case

The FMEA is a design tool used to systematically analyze postulated component failures and identify the resultant effects on product operations. The analysis is sometimes characterized as consisting of two sub-analyses, the first being the failure modes and effects analysis (FMEA), and the second, the criticality analysis (CA). The usefulness of the FMEA as a design tool and in the decision-making process is dependent on the effectiveness and timeliness with which design problems are identified [9]. Timeliness is probably the most important consideration. While the FMEA identifies all part failure modes, its primary benefit is the early identification of all critical and subsystem or system failure modes so they can be eliminated or minimized through design modification at the earliest point in the development effort; therefore, the FMEA should be performed at the system level as soon as preliminary design information is available [9].

The same machine manufacturer from the first use case (chapter 4.1) has to study the problems that might arise due to mal-operations of the machine by the end-customers. The manufactured machine is characterized as Man-Robot-Collaboration system (MRC), where the machine operator and the robot are working together at the same time and in same working area. Therefore, the risk of the accident, that might occur when machine-operator enters in the robot hazard zone unintentionally, must be analyzed and determined accurately. Based on this risk analysis the machine architecture, dimension and functions will be fixed. Currently the machine manufacturer is conducting this analysis based on experience done with similar products and processes and based on customer feedback. For the design of new machine types are these information not reliable to deliver an accurate risk analysis. As consequence, the design of over-engineered and costly machine concepts and in the worst case the overlook of risk sources.

In order to help the machine manufacture to achieve a thorough risk analysis a VR-based FMEA application was developed in this project.

4.2.2 Approach for VR-based FMEA and CA

The developed VR-based application for FMEA and CA allows to setup of a VR-scene including the 3D-data of the whole machine in the early product design phases. The VR-scene contains kinematics objects and interaction function that enable a reality-close machine operation in the VR-environment. By the use of the implemented functions the machine operator can carry out the following process activities:

- Assemble a complete product: In this use case the assembly of valve system.
- Equip the machine with the necessary tools.
- Change of the product type and retooling of the machine.

In order to identify the hazard zone of the machine, the machine room was divided into different area with different severity degree (s). The area with the highest degree corresponds to the most dangerous area: collision between operator and robot leads to operator injury. The area with lowest degree corresponds to the hazard-free area: the area is not in the working range of the robot. These areas were implemented within the VR-scene as invisible 3D-collider objects with a collision counter (C). Whenever the machine operator touches or enters an area, the area’s counter increases by one. The information about the number of the operator’s collisions with the different areas can be exported as excel-file to analyses and assess the working-mode of the operator and the criticality of the different machine’s areas.

To evaluate the implemented VR-based FMEA and CA application, normal machine operators without
any awareness of the existing of the 3D-collider objects were invited to work with the machine in the VR-environment according to a given work instruction. At the end the collected data of all involved operators were exported as excel-file (figure 6) and based on it the criticality factor K (K = S * C) for the diverse areas was calculated (figure 7). Using the value of K, design-countermeasures for the affected areas were defined to ensure the machine safety:

- Areas with a high value of K (very critical): an additional safety wall was designed to prevent operator entry in this area.
- Areas with a medium value of K (critical): an additional safety light barrier was added to the machine, in order to stop the robot whenever the operator enters this critical area.
- Areas with a low value of K (normal): a safety indication was stuck to the machine.

![Image](https://www.statista.com/chart/4602/virtual-reality-technology-and-applications/)

**Figure 6** - Output of the FMEA for machine Hazard zone using the VR-application

<table>
<thead>
<tr>
<th>Area</th>
<th>Severity degree (S)</th>
<th>Collision counter (C)</th>
<th>Criticality factor K (S * C)</th>
<th>Criticality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area 1</td>
<td>3</td>
<td>28</td>
<td>84</td>
<td>normal</td>
</tr>
<tr>
<td>Area 2</td>
<td>2</td>
<td>47</td>
<td>94</td>
<td>normal</td>
</tr>
<tr>
<td>Area 3</td>
<td>4</td>
<td>112</td>
<td>448</td>
<td>very critical</td>
</tr>
<tr>
<td>Area 4</td>
<td>5</td>
<td>30</td>
<td>150</td>
<td>critical</td>
</tr>
<tr>
<td>Area 5</td>
<td>0</td>
<td>125</td>
<td>0</td>
<td>noncritical</td>
</tr>
<tr>
<td>Area 6</td>
<td>3</td>
<td>63</td>
<td>189</td>
<td>critical</td>
</tr>
</tbody>
</table>

**Figure 7** - Determination of the criticality of the different machine zones.

### 4.2.3 Evaluation of the VR-Application and VR-Technology

The implemented VR-Application has provided a good basis to investigate a VR-based and reality-close FMEA and CA. Especially in the case of developing of new innovative products, where user’s experience and feedback don’t exist, the VR-based FMEA and CA approach has a high potential to enable a reliable FMEA and CA.

The implementation of this use case has shown the same difficulties arose in the first use case (chapter 4.1.3). The CAD-data transfer from the native CAD-systems to the 3D-Engine is time consuming and leads to the loss of the process-needed engineering information.

### 5 CONCLUSIONS

The carried out feasibility studies have demonstrated the potential of the VR-technology as digital transformation’s technology to enhance and support the product life-cycle processes. Using the VR technology the reliability, safety and quality engineering can be performed timeliness, efficiently, and reliable. Furthermore, expensive and elaborate PMU can be replaced by cost-, energy-, and material-saving VR-based applications in the early product life-cycle phases. Though, the exhaustion of the potential of this technology within the engineering processes depends on the developing of appropriate solutions for CAD-data transformation including all the needed engineering information (e.g. material, weight, texture, kinematics) from CAD-systems to 3D-Engines. An integrated CAD-data modification in the VR-scene and re-feeding to the native CAD-systems should be also enabled. Without these enhancements, the HMD-based VR-technology would not see a real breakthrough in the industrial application.
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Abstract
Against the background of a digitalizing industry (industry 4.0) the question of how companies and future staff are prepared for these changes is becoming increasingly important. That is why the focus of this empirical-experimental study was the investigation of the job choice of Millennials and their requirements for the ideal workplace. The perspective of high potentials was investigated by two focus groups (n=8) which were carried out prior to the main study, a quantitative conjoint study (n = 165). By applying conjoint analysis, the study empirically investigated the relationship between the attributes job tasks, flexibility, family-friendliness, and salary.
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1 CHALLENGES OF FUTURE WORK
Production systems are not what they used to be. The 21st century will challenge enterprises and manufacturing companies with novel generations of technologies, intelligent data services, and computer based technologies [1]. In order to keep up with the competition on global markets and ensure long-term success, the companies need to adapt to shorter delivery times, increasing product variability, and high market volatility. This adaptivity and resilience enable enterprises to sensitively and timely react to continuous and unexpected changes [2]. In addition, companies also face aggravating challenges that are based on social transformation processes: Triggered by demographic change, work environments are confronted with a decreasing number of employees, and a shortage of skilled laborers. The increasing portion of aged workers have a large amount of process knowledge and work experience, but lack the skills to be able to use novel computer technology. In today’s knowledge society, companies heavily rely on their employees’ knowledge and skills, but also on their flexibility to tolerate fast changes, to take on responsibilities for work-related decisions, and on a high resilience towards disruptive processes. They therefore need to successfully attract, recruit and keep qualified employees with high potentials. To do so, it is essential to know the prevailing needs and desires of their (future) employees [3]. That is why the next generation of workers, the so-called Millennials, are currently the focus of interest of employers as well as research. It is essential to understand how they will experience the increasing digitalization of work and if their demands and desires for fulfilling work differ compared to previous generations [4]. Thus, the overall challenge is to balance changing demands of workers, industry 4.0, and market pressure (high volatility, high disruptiveness, shortage in workers).

1.1 Industry 4.0 and the digitalization of work
The concept of industry 4.0 describes the digitalization of industry, the technological change of production and the change from a computer-centered world to the so-called Internet of things. In the Internet of things, processes, devices, objects and environments are connected to each other via the Internet and controlled by software [5]. This transformation will fundamentally change the way people will work in the future. From today onwards, work processes will be more networked, digital and flexible than ever before. For the working population and future employees, this means that established working methods are shifting and that skill requirements are subject to change. Overall, work processes are becoming easier and more efficient [6], as are complex technical processes, which industry 4.0 should also make safer. Because Industry 4.0 triggers processes of change in industrial production that are not yet fully foreseeable, it is essential to actively shape these processes and to take all involved actors into account.

1.2 A new generation of workers
In addition to the technical changes within industry 4.0, the work itself and the challenges for employees are also affected by social transformation processes: on one hand demographic change causes a shrinking number of employees, the loss of person-immanent knowledge, and a threatening lack of skilled workers [7]. On the other hand, a new generation of workers, the so-called Millennials, is entering the labor market [8]. Both aspects are addressed in the following sections.
1.2.1 Demographic change

One of the most discussed megatrends in western industry nations with far-reaching effects on the working world is demographic change [9]. The associated changes lead to a decline in the size of Germany's population and to an ageing society. This will strongly impact the composition and the availability of the working population. Today, the 40 to 60-year-olds make up a large proportion of the working population. If this age group is eliminated, the 1970s and 1980s will follow [10]. As a result, the number of employees will fall from 40.6 million to 39.2 million by 2030 and the supply of skilled workers will significantly decrease [11]. If this happens, companies must recruit and retain highly qualified employees from the shrinking number of available employees which will reinforce the hunt for high potentials. This fact leads to an increasing interest in attracting future employees. At present, it is the generation of people born in the 1980s and 1990s, the so-called Millennials, who are increasingly put in the focus of interest. What distinguishes this new generation of workers from their predecessors is outlined in the following section.

1.2.2 A new generation of staff

Since the future of work will be marked by a struggle for high potentials, the next generation of employees will become increasingly important over the next years. That is why Millennials and their demands for, and ideas on, the perfect job are in the focus of interest at this moment. Different studies revealed the existence of generation specific characteristics: Research shows that this generation is characterized by a high degree of individualism, many choices and volatility [12]. Klaffke and Parment (2011) e.g., describe that they are driven by flexibility at work as possible [13] are prerequisites for achieving their goals. Their strong self-confidence stems from demographic developments and the (imminent) shortage of skilled workers [12]. At the top of their "wish list" is a good work-life balance which means that they expect their employer to provide them with a life-stage oriented personnel policy. Such a life-phase oriented personnel policy is at the same time demographically oriented and ensures a sustainable employability and the compatibility of private and professional life [14]. Also important in the context of the ideal workplace are flexible working time-models, a fair and equitable remuneration, feedback structures, comprehensive education and training opportunities, chances of advancement, challenging tasks, and autonomy. Added to this are aspects like a pleasant working atmosphere, the use of modern ICT, job security [15, 16], fun at work, the company’s reputation, the location and an international environment [17,18]. In the context of the discussions on the job preferences of Millennials, it is important to remember that despite the label “generation”, this group is not necessarily homogenous. Rather, existing studies show that there are differentiating attributes within this generation that must be considered [e.g. 18].

2 METHODOLOGICAL FRAMEWORK

In this paper we address the demands of Millennials on their (future) job. For this purpose, a mixed-method approach including qualitative and quantitative methods was developed (see figure 1).

As qualitative measure, two focus group discussions were conducted (section 3). For quantitative analysis a conjoint analyses (CA) was set up (section 4). In the following the results of both studies are presented separately. A triangulation of the findings is presented at the end of the paper and is transferred into a fundamental discussion of the results.

3 IDENTIFICATION OF JOB REQUIREMENTS

A qualitative pre-study was carried out to identify the critical job requirements of Millennials.

3.1 Method and sample

In total we ran two focus groups with five participants each who discussed the relevant job characteristics of future work settings. Participants were asked to express their expectations of a satisfying and fulfilling workplace and skills they will provide in return. The discussion was guided by several open questions that addressed job requirements, as e.g., “How important is work-life-balance to you?”, "How much flexibility at work do you want?”, "How important are career and development opportunities?”. We invited both Millennials (young professionals as well as students) with a technical and non-technical background. The non-technical group consisted of 5 people (n=2 men, n=3 women), from the fields of business administration, technical communication, communication science, and political science. The technical group (n=4 men, n=1 women) were from the field of electrical and mechanical engineering.

3.2 Results of the focus group discussions

The results of focus groups are presented using 8 categories that were derived from the discussions:
3.2.1 Self-confident Millennials

In general, the Millennials within the focus group came across as being self-confident. They were confident about their future and expect to cope well with future work challenges. At the same time, they had concrete ideas of where they see themselves in the future. They were actively seeking for their dream job, thereby being unwilling to make compromises. The participants characterized this as a typical attitude of their generation:

"[...] But I can well imagine is that our generation really pays a lot of attention to that it is right from the start, that it suits us, and that we don’t take any job that doesn’t really correspond to what we imagine, but (maybe) has the only advantage that you make a lot of money there".

That is why it is important for them to be "their own personnel manager” and to look for a job that suits them and where "the chemistry is right”.

3.2.2 Teamwork

Participants reported that a familiar and social work environment is essential for a good workplace. Only few wished to clearly separate "work friends” from private friends. However, most respondents could well imagine that the private sector and working life would merge. They envisioned to be more successful and happier if the center of life is transferred to work, with friends at work. Participants with a technical background specifically wish flat hierarchies with a clear regulation of responsibilities and competencies within the team.

"[...] but when it comes to the technical, it was clear that there is one person who sets the tone”.

According to the participants, team members should have different competencies, so everybody can rely on colleagues with a specific role and responsibility. Each team member should have a unique competence, so everyone is important for the group.

3.2.3 Working atmosphere

From the point of view of the interviewed personas, the working atmosphere includes both social and environmental factors: Regarding social aspects, the participants wish for respect, trust and freedom of the superiors, a culture that handles mistakes and errors with care, as well as friendly and competent colleagues. Regarding environmental aspects, the participants expect a kitchen for the employees with free coffee and water as well as modern (daylight) offices. In addition, good and modern technical equipment, office furniture, short waiting times for orders, and laboratory facilities for withdrawal and tinkering were particularly important to people with a technical background. The non-technical group specifically valued the possibility for occasional meetings, e.g. lunch, communication, and exchange.

3.2.4 Job description

"Ideal” tasks were described with attributes like interesting, challenging, diversified, and demanding. Both the group with technical and non-technical background were looking for tasks in which they can get involved, with the motivation to learn new things and to be responsible. The participants were aware that there will also be monotonous, and bothersome tasks,

"[...] but it is always the question of how this outweighs itself and if the challenge prevails, that is enough".

For the participants, interesting tasks are fun as well and they stressed that they want to enjoy doing them. Additionally, they reported that they are keen to learn new things, as personal development occurs only through interesting and challenging tasks with constant "input". They wish to develop personally and professionally, not only in order to enjoy their work, but also to stay attractive for other companies in case of change of employment.

3.2.5 Flexibility

The aspect of flexibility was intensively discussed in both focus groups but was interpreted differently. Among other things, respondents equate flexibility with freely configurable working hours. The participants believed that this is the most effective and productive way to work while still keeping their private lives organized. Flexibility also means being able to come later or leave earlier due to external appointments without this being a problem for supervisors and the company. Moreover, flexibility also means being allowed to work from different locations, using mobile communication technology (skype, email, social media) to stay connected with colleagues.

3.2.6 Reconciling work and family

Both focus groups also discussed the family-friendliness of a company and its openness towards the balance of leisure and work in the context of flexibility. In the non-technical focus group, an understanding for private life and family obligations was explicitly desired. For example, it should not be a problem if a male employee wants to take parental leave. The women perceived it as important that they themselves and their partners work in a family-friendly company. The majority of the interviewees stated that they would only choose a company with a family-friendly culture, a compatibility of family and career, and a high work-life balance.

3.2.7 Loyalty

In general, the opinions were clear: As long as the employer has something to offer and responds to the employees' needs, there is no reason to change jobs. However, if work gets boring or expectations are not fulfilled, people do not feel obliged to be loyal to the company.

3.2.8 Salary

According to the interviewees, salary plays a comparably minor role:

"[...] It's one of many aspects. Good pay is always better, but if it's just good pay that makes a job and somehow the
job itself is stupid or the colleagues are stupid, then I wouldn't take it anyway."

3.3 Key findings of focus group discussions

Major outcomes of the qualitative studies revealed that Millennials attach great importance to "soft" factors of work which are equally, if not more, important as salary. A good flexibility at work, interesting and challenging tasks, and the compatibility of career and family are essential job criteria for the upcoming workforce. At the same time, for the Millennials, salary is only one of many aspects to take into account when deciding in favor of, or against, a job. The importance of a good work-life balance and compatibility does not depend on the professional background. For Millennials with a technical background, development opportunities on the job and demanding tasks were key. For Millennials with a non-technical background, this was the case for the ability and possibility to balance work and family life.

4 JOB DECISION SIMULATION

Based on the results of the focus groups, the following attributes were identified as important and interesting for the subsequent quantitative decision simulation: (1) tasks (levels: routine, easy and challenging tasks), (2) flexibility (levels: fixed working times, flexitime, flexible work), (3) family friendliness (levels: statutory minimum, co-financing, company kindergarten) and (4) salary (300€ less per month, average salary and 300€ more per month). All attributes need to be examined in combination with each other, as in reality such decisions reflect a weighing between and across different levels of job-relevant factors.

4.1 Method

To do so, we used the Conjoint Analysis (CA), a quantitative empirical research method which enables the analysis and simulation of consumers' decisions. A so-called Choice-Based Conjoint (CBC) analysis was used, in which participants make preference judgments in the form of selection decisions. The participants were asked to choose the most attractive job offer from several alternatives. This resembles the decisions job-seekers have to make in everyday life [19]. By these trade-offs between different attribute levels can be determined and thus those attributes, which finally influence job decisions most.

4.1.1 Questionnaire design

The questionnaire for the online survey was created using SSI Web Software (Sawtooth Software 2012). The first part surveyed demographic data (age, gender, level of education, children, current occupation), job-related information and an assignment of the current job (technical vs. non-technical). The second and the third part contained two consecutive choice tasks. The first CBC only varied fictive job alternatives out of three attributes – job task types, flexibility at work and family friendliness of the company. In the second CBC salary was added as a fourth attribute to the decision simulation. This was done because we wanted to quantify the relative importance of job characteristics beyond the salary (CBC 1) for the job decision. Then, in CBC2 salary was added to identify how the decision changes when payments come into play. Each participant finished both choice tasks, with a fixed order (CBC1 before CBC2). At the beginning of the questionnaire a scenario was presented that asked the respondents to imagine that they are in the application phase after finishing their studies and should decide on an employer. The job offers differed in regarding tasks, flexibility and family friendliness (see Figure 2) – those characteristics which had been identified in the focus groups. Each attribute was varied within different levels

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tasks</td>
<td>routine tasks, easy tasks, challenging tasks</td>
</tr>
<tr>
<td>Flexibility</td>
<td>fixed working times, flexitime, flexible work</td>
</tr>
<tr>
<td>Family friendliness</td>
<td>statutory minimum, co-financing, company kindergarten</td>
</tr>
<tr>
<td>Salary</td>
<td>less than 300€, average salary, more than 300€</td>
</tr>
</tbody>
</table>

Figure 2 - Overview attributes of CBC 1 & 2.

4.2 The sample

Overall, 165 participants took part (41.8% male, 58.2% female). The average age was 24.53, ranging from 17 to 33 years of age (SD = 3.12). 62.4% of the sample already successfully finished their studies. Most of the participants (63%) reported that they did not have any children, but 32.1% stated that they want to become a parent in the next five years. Regarding job orientation and field of training, 52.7% of the participants directed their job searches to the technical sector. Only 2.4% of the respondents reported to have no work experience at all, while 98% had at least some job experience (internships, training, student assistance activities).

4.3 Results

This section depicts the findings regarding relative importance and part worth utilities of the job choice.

4.3.1 Relative importance of attributes

In order to identify the main factors influencing the choice of workplace, the significance of the four attributes was examined with the help of HB analysis. Figure 3 shows the relative importance of the attributes. For CBC1 it is clear that with 44.04%, the nature of the job tasks has the highest importance in the presented scenario, followed by the flexibility (30.95%) and the family friendliness of the company.
In line with recent research, the most important job characteristic for Millennials is the type of work tasks, the least important one the extent of a company’s family friendliness, and flexibility ranks in between these two characteristics. When the salary was added as a supplementary job characteristics (CBC2), things changed. Figure 3 shows that salary then became the most important characteristic (39.16%). Nevertheless, the relevance of the other job characteristics remained unchanged.

![Figure 3 - Relative Importance of attributes.](image)

In second place are the tasks (28.07%), followed by flexibility (17%) and family friendliness (15.77%).

### 4.3.2 Part worth utility analysis

Now, part worth utilities are analyzed, i.e. the relative impact of the single levels within each attribute. Figure 4 shows the average part utility values (zero-centered differences) of the two CBC analyses across all attributes. Note that the sum of utility scores within each attribute equals zero. This type of scaling makes it possible to compare differences between attribute values. High positive utility values contribute to the scenario selection, while negative scores contribute to the choice of an alternative. Independently of salary as a criterion carrying weight, challenging tasks are most attractive (34/44), while routine tasks, in contrast, receive clear negative scores (-53/-46), with easy tasks reaching at least slightly positive scores. With respect to flexibility, fixed working times are homogeneously assessed as negative (-31/-36), again, independently of the prevailing salary levels. Flexitime (15/25) and flexible work (16/11.6), in contrast, both receive positive scores. Interestingly, flexitime is still seen more positively compared to completely flexible work, even though the latter has more leeway. When it comes to the company’s family friendliness, the “no go” is the statutory minimum (29%/35%), independently of how much money people earn. Whenever the company co-finances family issues, this leads to positive scores (7%/14%). But the highest support was found when a company kindergarten is available. However, whereas an average salary is still accepted (14.68), a salary of 300 € less than the average is already clearly rejected (-85.68). (22.8/21.3). Finally, for the attribute salary, naturally, earning 300 € per month is most attractive (70.8).

Thus, in conclusion, the introduction of salary shows clear effects in the participants’ decision modelling: Salary becomes the most important criterion, but the order of the assessment of the other attributes stays the same, with work content being most important (task type) and family friendliness least.

![Figure 4 - Part worth utilities.](image)

### 5 FINAL CONCLUSION

In this paper, it was examined what standards Millennials apply when choosing their employer. The job decisions were explored against the background of a fundamental change in social values and the digitalization of work. Thereby, major key job criteria were used – work content and tasks, organizational flexibility, family friendliness, and salary. The majority of the Millennials indeed preferred work tasks that are challenging and responsible, and thus reject routine tasks. Since the working flexibility of future employees is also a decisive feature, the possibility of flexitime or even completely flexible work times should be offered. When it comes to the importance of family friendliness, the respondents—even though they attach great importance to family friendliness when directly asked (focus group discussion)—“only” rank this job feature in third place. Whenever salary comes into play and serves as additional job decision feature, the old picture of earlier generations is retrieved: Salary is the most important decision criterion in favour of or against a job. Overall, the study shows that choosing a job is a complex process, especially for Millennials, who are starting their career with great expectations. The insights of and about Millennials might help employers, who might not yet be sufficiently informed about the high job expectations of a generation that has the choice, to adjust their company’s attractiveness.
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Abstract
Digitalization is changing the industrial landscape in a way we did not anticipate. The manufacturing industries worldwide are working to develop strategies and concepts for what is labelled with different terms such as the Industrial Internet of Things in the USA or Industrie 4.0 in Germany. Many industrialized economies are driven by the production sector and this sector needs specific approaches and instruments to take up other than those approaches we know from start-ups and ventures coming from Silicon Valley and other places. In this paper, we demonstrate an appropriate approach to transform producing companies in a systematic and evolutionary approach. In particular, the objective of this paper is to provide results from two initiatives, which conceptually build upon each other and are of particular relevance for the production industry. First, we present a global survey on the state of implementation and the future perspectives of the concept Industrie 4.0 from 2016. Findings from this study have forced parts of the German industry to heavily invest into a common approach to accelerate change towards Industry 4.0 in order to stay competitive in worldwide economy. This approach is presented in a second part.
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1 INTRODUCTION
Concept and vision of Industrie 4.0 is often defined as “real-time, high data volume, multilateral communication and interconnectedness between cyber-physical systems and people”, in order to realize self-optimizing business processes [3]. This depiction of Industrie 4.0 concentrates primarily on a technological understanding with the objective that manufacturing companies achieve a competitive advantage. However, the fundamental economic lever of Industrie 4.0 lies in stimulating business processes through necessary decisions and real-time adaptations [2].

Combined with adequate organizational conditions, companies are able to react faster to growing market dynamics, to develop new products more quickly and precisely [4; 9].

Many results presented in this paper were gained within the context of a conceptual reference framework developed by German Government for Industry 4.0. The initial study is from 2016 and polled 433 industrial manufacturing executives in five regions – China, France, German speaking countries, the United Kingdom and the United States. We applied a specific capability maturity model for our analyses. The results provide an understanding of industry preparedness for Industrie 4.0. The huge potential of Industrie 4.0 is clearly pointed out but there are significant differences between countries. These differences in turn initiated a significant investment of resources by a consortium driven by the German industry and the German academy of science and engineering ACATECH. The later revealed a reference model and open standard and was successfully applied to transform manufacturing companies towards Industry 4.0 [3].

2 BACKGROUND AND MOTIVATION:
GLOBAL BENCHMARK OF INDUSTRY 4.0 MATURITY

In 2015 and 2016, a comprehensive global research study assessed industry attitudes towards Industrie 4.0 in the aerospace, automotive, electronics, machinery and process industries in China, France, German speaking countries, the United Kingdom, and the United States. There was a focus defined on asset efficiency because this is considered an important performance indicator for the success of all kind of manufacturing innovation programmes including Industrie 4.0 programs. The study polled 433 executives through an online survey as well as telephone interviews. FIR at RWTH Aachen and the independent research firm Vanson Bourne conducted the study for the leading information systems provider Infosys [4, 5].

For the purpose of analysis, enterprises were categorized as “Early Adopters” or “Followers”. The actual status from 2015 and the aspiration for 2020 was analysed by asset efficiency levers, industry and production type, and country. Respondents were asked to outline their current maturity levels on these levers and their target for 2020 on a four point scale. The research used the Industrie 4.0 framework, conceptualized by the German government and developed by industry leaders.
In 2015, the vast majority (85 percent) of companies were aware of the high potential in implementing Industrie 4.0. Only 15 percent of enterprises surveyed had already implemented dedicated strategies for asset efficiency. An additional 39 percent had partially implemented these strategies.

Nearly half of the respondents surveyed (48 percent) wanted to implement Industrie 4.0 solutions systematically by 2020 (see Figure 1). Conversely, by 2020 still one fifth of the respondents indicated that they will have made at best piecemeal progress.

The survey further found significant variance in the adoption levels in different markets. Figure 2 (see Figure 2) below, shows that in 2015 68 percent of respondents from China had partially or systematically implemented Industrie 4.0 in asset management programs, estimated to increase to 89 percent by 2020. Comparable numbers for France are 27 percent and 58 percent respectively.

Across the five countries surveyed - China, France, Germany, the United Kingdom and the United States – the level of maturity in Industrie 4.0 varied significantly. While no country could claim to be the global early adopter in implementing Industrie 4.0, the percentage of companies in China that claimed to be early adopters was significantly higher than anywhere else (see Figure 4).

It is expected that a number of factors were and still are driving this; notably the focused initiatives and investment from the Chinese Government to develop more sustainable industry growth. In addition, manufacturing is core for China and the market is accustomed to rapidly implementing new technology, especially in green field sites free of legacy infrastructures. Germany (21 percent), the United Kingdom (36 percent) and the United States (32 percent) have similar maturity footprints in terms of both 2015 status and 2020 ambition. This could be because of their historical leadership in manufacturing. In France (14 percent), the Industrie 4.0 implementation was comparatively less mature. The economic downturn phase in 2015 and unsuccessful digitization programs could have been contributing factors.

![Figure 1 - Use of Industrie 4.0 concepts to manage assets](image)

![Figure 2 - Country comparison of Industrie 4.0 concepts to manage assets in 2015](image)

![Figure 3 - Country comparison of Industrie 4.0 concepts to manage assets in 2020](image)

![Figure 4 - Early Adopter and Follower analysis by country](image)
3 OBJECTIVE AND GOAL: DEVELOPMENT OF THE ACATECH INDUSTRIE 4.0 MATUREITY INDEX

The global benchmark on Industrie 4.0 maturity presented earlier clearly indicated an urgent need to act. Before this background, we present the approach and model developed by an industry consortium with the support of acatech in Germany. The model’s approach is based on a succession of maturity levels, i.e. value-based development stages (see section 3.1) that help companies navigate their way through every stage in the digital transformation. To ensure that all aspects of manufacturing companies are taken into account, the model’s structure is based on the “Production and Management Framework” by [6]. The framework’s four structural areas enable a comprehensive analysis and set out a number of guiding principles that allow companies to identify which Industrie 4.0 capabilities they still need to develop. In the following, the underlying concepts and model of the acatech Industrie 4.0 Maturity Index are illustrated.

3.1 Value-based Development Stages – Industrie 4.0 Maturity Levels

As a first step, a general awareness is necessary that Industrie 4.0 can be achieved stepwise and according to individual company benefits. The basic structuring of Industrie 4.0 into successive stages is presented below in Figure 5.

The development path is based on computerization (1), which is the starting point for digitization and refers to the targeted use of information technologies. It enables cost-effective production with low error rates and generates the necessary precision, which is indispensable for the production of many modern products [3; 9].

Achieving the connectivity level (2), the targeted or isolated use of IT is replaced by networked components. A complete integration between IT (information technologies) and OT (operative technologies) levels has not yet taken place; however, interfaces to business IT are provided by parts of implemented OT [3; 11; 12].

Based on this, a digital visibility (3) is established with the help of sensors, which enable recording of processes from start to finish with a high amount of captured data. Processes states are no longer limited to individual areas, such as in a production cell, but can be extended to a production system or the entire company in real time in order to create a digital model, also known as the “digital shadow” [3; 7; 9].

For a better causal understanding of processes, it is necessary to create further transparency (4) about the correlations in data stocks. Process knowledge is more and more required to support more complex decisions, which are based on semantic connections and aggregation of data.

Building up, the predictive capability level (5) enables simulation of different future scenarios and identification of those that are most likely. To this end, the digital shadow is projected into future-based scenarios and evaluated according to probability of occurrence. The ability to adapt (6) can enable an automatic reaction to expected machine failures or delays in delivery through a modified sequence in production planning.

3.2 Required Capabilities for a Company’s Structural Areas

The skills that are relevant for the transformation of a manufacturing company into a learning, agile organization are assessed through the four structural areas of resources, information systems, culture and organizational structure (see Figure 6). All of them characterize the structure of an organization and are examined over the six levels of the Industrie 4.0 development path, which is represented by six concentric circles in Figure 6.

Each structural area is divided by two principles, each of which - depending on the benefit-oriented development levels - successively builds up skills. These skills guide the further development of the manufacturing company. The degree to which the abilities are implemented determines the maturity level of each principle. The maturity levels of the two principles are summarized and together they represent the evaluation of the structural area, which is oriented on the development levels.

The structural area resources includes all physical, tangible resources. This contains, for example, employees of a company, machinery and systems, the tools and materials used and the final product.

The two principles dividing this structural area are differentiated into digital competence and structured communication. “Digital competence” (a) characterizes the generation of data and its target-oriented independent processing into information by resources with corresponding technical components. This facilitates an information-driven way of working, based on feedback from the process environments and not on forecast-based planning specifications. The skills of digital competence also include the use of embedded systems and the retention of digital competence, which can only be successful, if
attention is paid to promoting interdisciplinary thinking and action by employees - if they are increasingly integrated into the innovation process. Through "structured communication" (b) collected information is linked and creates an overall picture. An efficient communication can be defined and interface designed in order to support decision-makers. [3; 7; 8]

![Figure 6 - Structure of the structural areas][1]

With the help of employees, information technologies and data information is available within information systems in accordance to economic criteria. Many manufacturing companies do not make sufficient use of data. The decisive factor is the insufficient processing of the collected data into information and its subsequent provision to the employees, which is why the first principle includes the processing and preparation of data (c) for decision support. This requires, among other things, context-based information provision, data storage and application-oriented interfaces in order to provide a technical infrastructure for real-time use of data and information ultimately [10]. In the context of the second principle, it is a question of integration for optimized data (d) use and increased agility under the primary aspect of data sharing within the value chain. However, this is only possible through the use of one leading information system that eliminates the need to keep duplicates in different IT systems. Standardized interfaces, detailed IT security and vertical and horizontal integration of information systems are required.

The transformation to a learning, agile company is achieved through the technologies explained above and the implementation of an appropriate organizational structure. In this model, the organizational structure refers on the one hand to the internal corporate organization (e) in the form of organizational structures and processes, and on the other hand describes the positioning in the value network (f). In contrast to the structural area culture described below, the organizational structure establishes mandatory rules that organize collaboration both within the company and externally. A high degree of individual responsibility on the part of employees is characteristic of the organic internal organization. In particular, dynamic collaboration requires skills that contribute to a smooth and automated exchange of information between companies [3].

A company's agility is highly dependent on the behaviour of its employees. In this context, two directions for changing corporate culture can be mentioned: willingness to change (g) and social collaboration (h). Willingness to adapt goes along with the prerequisite of being able to recognize opportunities for change and then initiate appropriate measures. In addition, it is advantageous to see mistakes not as a problem, but as an opportunity for positive change as well as a willingness to undergo continuous further training. The term social collaboration refers to the consideration of knowledge as a decisive guideline for action, which implies that an ideal state is characterized by making decisions based on knowledge [8].

The benefit levels presented allow companies to better assess their own Industrie 4.0 development and determine the next stage on their transformation path [2, 3].

### 4 APPLICATION OF THE ACATECH INDUSTRIE 4.0 MATURITY INDEX

The application of the acatech Industrie 4.0 Maturity Index consists of three successive phases (see Figure 7) [3] illustrated in the following.

![Figure 7 - Application of the acatech Industrie 4.0 Maturity Index][2]

#### 4.1 Phase 1: Identifying the current Industrie 4.0 development stage

The company's location results from the six value-based development stages for Industrie 4.0 (see Section 3.1.) and the skills dedicated to them. For an appropriate assessment, the consortium has developed a questionnaire, with approx. 600 questions for the business processes engineering, production, logistics, service, sales and marketing.

An inspection of a production plant can give a first impression of the processes, followed by a detailed evaluation of the business processes. The analysis and the questionnaire is conducted based on the order processing process, which forms the
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framework situation for the evaluation of existing skills. With the help of a questionnaire evaluation the Industrie 4.0 Maturity Index and Levels can be identified for each structural area.

4.2 Phase 2: Capabilities to be acquired

For the evaluation, the answers to the questionnaire shape the basis for the evaluation of the current situation of the company by the radar image (see Figure 7). The dependencies of the structural areas determine consistent development in all structural areas as an essential goal. This is the basis for the recommendation for companies to approach the resulting areas of action and to strive for a consistent maturity stage across all four structural areas and in this way to use the maturity stage (achieve maturity stage consistency).

4.3 Phase 3: Identifying concrete measures

The next step is to derive measures addressing areas identified as requiring action. Necessary measures can be deduced from the missing capabilities evaluating the four structural areas. By evaluating individual processes, many individual measures can be dedicated, which makes it easier for companies to create a digital roadmap.

In defining strategic objectives for a company, identified measures are worked out precisely. Achieving the targeted stages of development, in turn, aims to support the realization of the strategic objectives formulated at the outset. This enables decisionmakers in manufacturing companies not only to identify at a glance the measures needed to achieve a higher maturity level, but also the interdependencies between identified measures. The purpose of this presentation is also to simplify the creation of a digitization roadmap by determining the order in which measures are implemented in terms of time and costs [3].

5 CONCLUSIONS AND OUTLOOK

The acatech Industrie 4.0 Maturity Index provides companies a supporting tool for transformation into a learning, agile company. This approach has proven in many cases to be of particular relevance for producing companies which has an outstanding role for more traditional structured, manufacturing based economies such as the European economy. It is important to differentiate this against more disruptive perspectives we know from venture capital driven and greenfield innovation in the IT-industry with its focus on end consumer offerings. The methodology describes six benefit-oriented development stages for four key areas. Each stage corresponds with additional, achievable benefits. This approach can be applied to develop a digital roadmap tailored to the needs of individual company in order to help them master the digital transformation if – as mostly in the case of the existing manufacturing and production industry – an evolutionary and structured transformation approach is the best choice. In this cases, the approach presented supports companies to guide their transformation in a very structured and most efficient and fast process.
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Abstract

The Industry 4.0 vision relies on Cyber-Physical Production Systems to enhance system intelligence, connectedness and responsiveness. In achieving these characteristics, it is necessary to maintain a virtual representation of real world entities, referred to as a Digital Twin. While recent research has predominantly focussed on developing digital twins for machines and systems, the same need exists for connecting humans. A human digital twin can connect humans with the speed and accuracy of other digital entities, while making full use of a human's problem solving and versatility and ensure job opportunities for future factory workers. This paper discusses the need for and value of a human digital twin and presents some important requirements for such a development.
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1 INTRODUCTION

The manufacturing industry has seen three industrial revolutions and the fourth industrial revolution, Industry 4.0 (I4.0), is on the horizon. I4.0 represents a fundamental change to the way systems are managed using digitization and the internet, combined with machine learning and statistical analysis. I4.0 is driven by modern manufacturing requirements of flexibility, robustness to environmental changes and the ability to reconfigure and optimize to match new custom requirements [1][2].

While I4.0 research has predominantly focussed on the connecting of machines and systems, it is important to consider the integration of humans within the I4.0 vision as well.

Human workers currently offer irreplaceable, critical skillsets in the manufacturing environment. Human workers and managers contribute “roll-up-your-sleeves-effort, resourcefulness and creativity” to achieve new levels of performance [3]. Furthermore, apart from their autonomy and problem-solving capabilities, humans possess dexterity, sensory and decision-making ability still unmatched by autonomous systems.

For these reasons, industry still recognises the importance of human workers and top producers in the world are trying to maximize their benefits. BMW have declared that full automation is not their goal, since a human is unbeatably flexible [4], and reflection on Tesla’s Model 3 production issues revealed that “excessive automation at Tesla was a mistake” [5]. This view is also shared by the composites industry, where the nature of the materials and complexity of manufacturing tasks make automation challenging or even impossible.

Here, the skills of human workers are critical to production [6]. Interviews with industry pointed out that manufacturing in developing countries relies on smaller volume production of a larger variety of products. I4.0 can play an important role in this context by reducing the reliance on expensive manufacturing equipment and enhancing the use of information technology for optimizing the shop floor. In effect, it could level the playing field between factories with expensive machines and those that can utilize their human workers’ full potential [7].

Exploring the issue of human integration, Rey, Carvalho and Trentesaux [8] report that careful consideration needs to be given to the difference in how artificial systems and humans treat response times, background knowledge, context understanding, information management and other cognitive functions. The authors then propose different ways in which humans and Artificial Self Organising (ASO) systems can exploit mutual advantages and discuss Human-ASO integration issues – specifically considering tight timeframe requirements for decision making on large amounts of data and calculations, and where communication breaks down due to a human’s nature to summarize data into abstract ideas.

This paper presents the need for and value of a digital administration shell for human workers to facilitate their integration into Cyber-Physical Production Systems (CPPSSs). The proposed solution is a Human Digital Twin (HDT), inspired by holonic manufacturing system concepts, which can handle scheduling, communication to other holons, and metrics analysis on behalf of the human worker.

259
The paper presents some background on i4.0 and CPPS, digital twin and HMS concepts (sections 2, 3, and 4), before discussing the HDT in section 5. The paper concludes with a discussion of future work in section 6.

2 14.0 AND CPPS

Digital technologies provide the communication and information processing abilities required to enable the manufacturing concepts discussed in section 1. As such, these technologies can revolutionize the integration of physical systems into Cyber-Physical Systems (CPSs).

CPSs are transformative technologies that utilise the increasing number of sensors and data acquisition, storage and processing mechanisms, as well as networking capabilities that modern technology provides. Applying CPS to production, Cyber-Physical Production systems (CPPS) can enable manufacturing entities to reach resilience, self-adaptability and intelligence, and transform factories with significant economic potential by integrating logistics and services [9].

A Reference Architecture Model for Industry 4.0 (RAMI 4.0) has been developed by the German Electrical and Electronic Manufacturer’s Association and their 6000 associate companies. Thereby they describe the addition of a digital administration shell around physical or software entities to merge them into an i4.0 environment [10].

![i4.0 compliant communication](image)

Figure 1 - Admin shell allows Industrie 4.0 compatibility (adapted from [10]).

3 THE DIGITAL TWIN

With the development of the Internet of Things, Big Data and machine learning, large volumes of data can be collected and aggregated throughout an entity’s life-cycle. This requires a structured method for handling the historical state, current state, and predicted future states of that entity. The Digital Twin (DT), a concept that was first mentioned by Grieves and Vickers [11], is a technology developed to address this. Aaron and Lane [12] defines the DT as “an evolving digital profile of the historical and current behaviour of a physical object or process that helps optimize business performance”. The DT would allow better simulations of entities (or systems of entities) prior to creation and integration, as well as aid in individualised maintenance.

4 HOLONIC MANUFACTURING SYSTEMS

Holonic Manufacturing Systems (HMS) are inspired from the concept of a holon, which is an autonomous, cooperating and goal-driven entity that itself forms part of a larger holon. A HMS then applies this holonic concept to integrate all the manufacturing activities of an enterprise.

HMSs offer robustness, flexibility, scalability and reconfigurability due to their fractal nature, as well as the autonomy and intelligence between communicating holons [13] [14]. The HMS approach is therefore a suitable approach for developing a Human Digital Twin due to the many holonic qualities shared by humans.

HMSs have seen a great deal of research attention in the development of suitable reference architectures, such as PROSA, ADACOR and recently the ARTI reference architecture (which is a generalized version of PROSA) [15][16]. The focus here will be on the use of resource holons described in the PROSA and ARTI reference architectures.

HMS research has considered the integration of humans, e.g. McFarlane and Bussmann [17] mention the integration of humans by a human interface block, and various other authors stress the importance for human integration with industry 4.0. However, the serious communication and data processing differences between humans and digital holons have not yet been adequately addressed.

Humans on a shop floor would fall under the resource holon classification and therefore needs to comply to the responsibilities of the resource holon (as described by Valckenaers and Van Brussel [13]) :

**Reflection of reality**: Reflect its corresponding physical resource, with synchronized information about state and expected future states, using knowledge about its dynamic behaviour.

**Information provision**: Provide resource related information to other holons on its processes, local topology and possible constraints.

**Maintaining a local schedule**: Own an agenda that records future tasks to provide a reservation system and keep track of the availability of the resource over time.

**Managing its local schedule**: The resource holon has local authority on how it accomplishes the scheduled tasks, which depends on the holon’s capabilities.

**Virtual execution**: This is a service for the order holons (holons responsible for logistics) that can ask for the virtual outcome of an operation (e.g., time or quality). Using its local schedule and reflection of reality, the resource holon should be able to provide this information.

**Controlling the resource**: The resource holon controls the real-world resource by starting and stopping its scheduled tasks and monitoring the execution.
The internal structure of a holon in Figure 2, as proposed by Nylund [18], takes into account technological developments in virtual modelling, simulation, and digital storage. It has a similar communication shell to the RAMI 4.0 architecture of Figure 1. For a human resource holon, this communication layer and the digital and virtual components should address the six resource holon responsibilities discussed above. Furthermore, these components should supplement the data processing and storage capabilities of the human to a standard that matches other digital holons.

![Holon structure adapted from Nylund](image)

**Figure 2 - Holon structure adapted from Nylund [18]**

### 5 THE HUMAN DIGITAL TWIN

The Human Digital Twin (HDT) is proposed as a necessary technology to facilitate human worker integration in an Industry 4.0 environment. The HDT should address the communication, data aggregation, simulation and scheduling requirements that must be satisfied by a human holon.

The realization of the Industry 4.0 vision requires new mechanisms for integrating human workers in their environment. These mechanisms should allow for natural interaction with the human senses and facilitate the capture and digitization of data from human workers, for use by other digital entities. This section describes the considerations involved in the development of such mechanisms.

#### 5.1 Human-to-machine communication

The HDT requires interfaces between the human worker to gather data for analysis and prediction. There exist many proven interfacing technologies apart from the traditional keyboards, touch pads or controllers. Modern human-to-machine communication technologies, such as motion capture, enables accurate tracking of a human’s body and actions – as demonstrated in a manufacturing environment by Ferrari [19] (see Figure 3) and Cheng [20].

![Work flow capturing using multiple sensors](image)

**Figure 3 - Work flow capturing using multiple sensors [19]**

RFID has seen success in many industries for its durability, rich data capacity, contactless nature and low power to size ratio. Ko developed a working algorithm for 3D location detection using RFID [21] and Valero showed RFID’s limitations are reduced when fused with other sensor technologies [22].

Voice Command has been in development ever since computers supported the processing power needed. Microsoft, Apple and Google all have operating systems that can be controlled using only voice commands [23]. Industry examples include the Active Listening Voice Command System [24] and Tabibian’s aerospace framework for voice command detection [25].

Eye-tracking allows computers to capture the gaze and focus where Susanto analysed gaze behaviour during assembly of carburettors [26]. An eye-tracking system has also been used to improve safety and performance in a manufacturing setting [27].

Many other technologies exist and many more will still be developed to assist in capturing input and sensed information from humans – however, a centralized access point where all this data is reconciled and processed needs to be developed.

#### 5.2 Machine-to-human communication

For machines to communicate to humans, screens, numerical displays, lights and speakers are matured technologies. However, these technologies require the user to be near the communication device and has restricted screen size in two dimensions.

Other than screens, lights and speakers, a new group of technologies are being developed. Augmented Reality (AR), which is the augmentation of a real-world object or scene by computer perceptual information, has been used successfully in military and medical contexts for some time. However, the technology has not seen widespread adoption in the manufacturing industry, with only a few specific and isolated implementations available [28].
Smart glasses and head mounted displays are a form of visual AR that display computer generated scenes, and have been used in surgery training and maintenance process documentation [29] [30]. AR has also been implemented through work station projection, which allows for the display of information directly onto the work place without the need to wear a headset [31] [32].

In haptic feedback applications, a sense of touch is generated through vibrations or forces. Haptic feedback systems have been used for virtual training [33].

Speech synthesis has seen applications and development ever since the IBM704 sang Daisy Bell for the first time. Modern GPS systems, smart phones, Cortana, Siri, Alexa and various other common examples exist of successful speech synthesis technology.

5.3 Human behavioural modelling

Modelling human behaviour allows partial automation for the prediction component of the HDT. This will enable the HDT to answer simple “what if” questions on behalf of the human, as well as improve safety monitoring. The HDT maintains metrics for processes or events that have occurred, which can be used to more accurately schedule and simulate future events.

5.3.1 Human mental behaviour modelling

Rey, Carvalho and Trentesaux [8] show that human-in-the-loop frameworks would benefit from human resources that have tools to support them when interfacing with digital systems. These tools would become decision partners and co-operators that could mitigate the shortcomings of a human (like attention span or calculation capability), but also strengthen their ability to act flexibly in unforeseen circumstances.

Numerous research papers deal with behaviour modelling of humans. Elkosantini describe agent-based models for human-centred systems and present their own model for human behaviour, considering psychological and social backgrounds, and physical capacity [34].

5.3.2 Human physical behaviour modelling

Calzavara discuss the importance of integrating operator fatigue and recovery into the analysis of decision support models in production systems. Studying the exponential trend of fatigue accumulation and recovery, the model uses the energy expenditure and predicted heart rate of the operator [35]. Studies like these show that human behaviour and operations can be digitized into manipulatable data, like Maximum Endurance Time or fatigue curves.

5.4 What Industry 4.0 stands to gain from the Human Digital Twin

In terms of the RAMI4.0 architecture, the HDT will be the administration shell to the physical human resource. The HDT can then complete the resource holon responsibilities mentioned in section 4. The HDT would provide a single homogenous point of information of a human holon to any other holon that may require it.

The HDT completes the missing communication component of the human holon. Using an example to demonstrate the HDT’s role:

An AGV fleet, conveyor, and human all have the ability to carry a pallet across the shop floor and an order holon needs to choose one of the three resources to do the job. The AGV fleet and conveyor holons can instantly communicate the lead time for the job, the energy cost, the path to be taken and any number of other details. In contrast, the human worker would need to manually enter this data on a keyboard, which not only interferes with his current work, but delays the decision-making process. The human worker is also burdened with calculating the details of accomplishing this simple task in order to give the order holon an estimate [16].

With the data held by the HDT (such as the worker’s average walking speed), a simple path-finding calculation and a check of the human’s current schedule can be used to estimate a lead time that can be sent to the order holon instantly. This leaves the human worker free to continue with their work, only to receive a notification by their HDT to perform the task if the human holon was chosen.

The HDT is thus a necessary component to complete the human holon and serve as the administration layer of the RAMI4.0 architecture. The following sections give more concrete examples of the benefits of the HDT for industry and its workers.

5.4.1 Analysing, tracking and predicting true standard work

Murthy indicated that the most time-consuming part of implementing lean manufacturing processes on the shop floor is the reliable gathering of data on human workers. Currently, stopwatches are commonly used to gather time data for work study methods and automation of this process, as facilitated by the HDT, would be extremely valuable [7].

5.4.2 Real time process feedback and updates

The HDT would provide real-time process feedback in manufacturing settings. This feedback would allow for the detection of anomalies before they affect processes down the line, and Takt time could be controlled more thoroughly.
5.4.3 The Human Digital Twin enables gamification

Gamification is a term used to describe a task that has elements of game design, such as point scoring, event effects, or any other entertaining elements to improve engagement and productivity.

5.4.4 Quality feedback mechanism for human workers

Factory workers often never see their work done down the line. Therefore, they have no feedback on the work they've done or how they could improve. If feedback or process techniques need to be referenced back to a worker, there is either no trace back records or the bureaucracy of getting the information back to the worker in a useful time and manner proves ineffective. If the HDT is informed about a work piece as soon as other holons detect the fault or success, the human worker can receive immediate feedback.

5.4.5 Assisting the resolution of labour disputes

Data from the HDT could be used to analyse the strain or dangers a human worker is subjected to, as well as provide a single source of truth on events. Since the HDT of the worker also has the record of all his work pieces, a worker may be able to prove competence or unfair dismissal.

5.4.6 Faster worker integration

The HDT could hold worker-specific data, such as preferred language, height, walking speed, eye-sight, etc. The HDT could therefore be transferred along with the worker to a new job site or company where training and integration could be customized automatically based on his/her HDT.

5.4.7 Multi-dimensional safety monitoring

The HDT would be able to communicate the digitized state of the human worker to other holons in real time, and vice versa. This communication could enable shop floor safety monitoring to be carried out using multiple data points as received by the HDT and the multiple holons it provides data to, eliminating blind spots.

If the HDT has data on the medical history of a worker, certain oversights can be avoided – such as assigning strenuous work when the worker is on fluorquinolones [36]. Possibilities like this become potentially infinite.

6 CONCLUSIONS

Humans are still critically important to industry, but there are large information processing and communication differences between humans and machines. The paper proposes a Human Digital Twin (HDT) to facilitate this integration, drawing inspiration from the resource holon concept applied in holonic manufacturing systems.

The HDT needs to supplement the human’s ability to store, process, and communicate relevant information of itself or of processes in its control to other digital entities by making use of modern Human-Machine interfaces and Human Behavioural Modelling. The HDT should fulfil the RAMI4.0 administration shell requirements for a human worker connecting to a RAMI4.0 compatible communication channel. The HDT should complete the resource holon requirements as stated by the PROSA and ARTI reference architectures. The HDT architecture should be structured around the ARTI holonic reference architecture to ensure it has a generalised form for any industry that may use it.

Future research will entail detailed requirement and functional analyses for a generic HDT, which will then be used to formulate an HDT architecture. The architecture will be implemented and evaluated in an industrial case study.
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1 INTRODUCTION
The fourth industrial revolution, also known as Industrie 4.0, builds on rapid increases in capabilities in information and communication technologies (ICTs), the ubiquitous internet and the rise of big-data. Businesses will incorporate machinery, warehousing systems and production facilities as internet-enabled Cyber-Physical Systems (CPS) onto global networks [1].

More companies and organisations are moving towards the integration of business models with the Internet of Things (IoT) and cloud services. The integration of the internet into business opportunities and environments increases the demand for safety and security. It is anticipated that by 2021 an amount of $3.1 billion be spent on safety and security, mainly due to the Industrial Internet of Things (IIoT) [2].

The integration of sensors into global supply networks and data transfer over networks may lead to an increase in security breaches. In Industrie 4.0, which is closely related to Cyber-Physical Production Systems (CPPS), the raising interconnectedness between systems and devices, as well as the increasing complexity of systems and processes, enlarge the attack surface and increase risks [3].

About 82% of manufacturers have experienced phishing attacks in 2017 [4] and manufacturing industries are increasingly being targeted, not just by malicious attacks, but also by competing companies and nations. The traditional focus of manufacturing technology has been on performance and safety, but this leads to major security gaps [5].

Even ICT devices that are generally considered to be reliable and robust, such as programmable logic controllers (PLCs), are susceptible to attacks. Stuxnet is an example [6].

This paper is aimed at outlining cybersecurity challenges, solutions and best practises in the context of Industrie 4.0.

A cyber-attack is here defined as an attack against a computer system, network or internet-enabled application or devices using various tools, such as malware, ransomware, etc. [7].

2 CYBERSECURITY THREATS
The security threats that Industrie 4.0 may introduce, can broadly be grouped into the following categories [1] [8]:

Data loss or corruption - Cyber-attacks may entail that the data of a CPPS be removed or corrupted. Recent ransomware attacks are examples of these threats.

Intellectual property breaches - Competing companies (and even nations) engaged in corporate espionage may gain unauthorised access to confidential data.

Denial-of-Service (DoS) - It is the process of making a system or application unavailable. Some of these types of attack may include the disabling or destroying of a sensor in a system, corrupting a process with malformed input data to the server, etc. Interconnected systems and processes are vulnerable to DoS attacks, which can cause operational downtime.

A whole production system can be disrupted by hackers exploiting software vulnerabilities in system components and therefore, resulting in system downtime [1]. According to the Business Insider, a global cyber-attack caused widespread disruption at Renault-Nissan manufacturing facilities, initiated by the WannaCry ransomware worm attack [9].

Major cyber-attacks in 2017, as mentioned by [4], include an AWS account hijack, where Uber drivers and customers details have been compromised. In
October 2017, the UK’s National Lottery was brought to a hold by a Distributed Denial of Service (DDoS) attack, preventing people from buying lottery tickets.

Another classification of attacks on modern manufacturing technologies is [5]:

**Traditional attacks** - A hacker gaining unauthorized access to sensitive systems and data.

**Advanced malware** - A type of attack that is increasingly common in manufacturing and increasingly disruptive. In an era of the ubiquitous internet connectivity, this malicious software infiltrates weak systems and hardware and then spreads itself to other systems.

**Internal threats** - This type of threats include malicious insiders stealing companies’ intellectual property and other confidential information. This may result in a loss of competitive advantage.

### 3 CYBERSECURITY RISK MANAGEMENT

Risk management is the ongoing process of identifying, assessing and responding to risk. Risk is a combination of the likelihood that an event will occur and the severity of the resulting impact. Organizations can determine the acceptable risk for achieving its organizational objectives and can express this as their risk tolerance.

Cybersecurity should become an integral part of the strategy, design and operations of CPPS, considered from the beginning of any new initiative [10]. This leads to the concept of **smart security**, which implies implementing preventative security policies, rather than responsive procedures.

It will only be possible to implement and adopt Industrie 4.0 if the following two aspects are accepted [11]:

- Security-by-Design needs to be implemented as key design principle. All aspects relating to security in a manufacturing system or process need to be designed and incorporated into new and old systems from the outset.
- IT security strategies, architectures and standards need to be developed and implemented to a high degree of confidentiality, integrity and availability between interconnected systems and processes.

Security provides the basis for information privacy, such as protection of individuals against infringements of personal data rights and it also enables the protection of intellectual property rights. Safety and security issues are currently raised reactively and, if Industrie 4.0 is to be adopted, a more proactive approach to safety and security will need to be considered [11].

The following subsections outline some of the main risk management considerations:

#### 3.1 Security-By-Design and Testing

IT security and privacy protection need to be considered during the design phase of intelligent production plants, processes and services in order to protect Industrie 4.0 from downtimes and attacks. Currently, IT systems are typically only tested after the final design has been developed and security measures are added afterwards.

Several tools and methods for secure software design, development, testing and maintenance already exist, and these tools were developed to identify and avoid vulnerabilities in the complete product lifecycle. It is therefore necessary for the development of standards and test tools to meet the requirements of Industrie 4.0. These standards may include encryption, authentication and authorisation, security monitoring and incident response.

Test alternatives and significant reference numbers are ways to evaluate the protection against cyber-attacks of a system [3]. A challenge with using test alternatives is that attackers may mask error signals with transparent views of the application, presenting a positive status of processes or sensor data.

#### 3.2 Human Safety and Security

One of the main concerns regarding cyber threats is the lack of knowledge about the risks involved in the event of an attack. With the growing demand for interconnected systems and processes, the attack area increases for cyber-attacks and may also increase the risk to the people using or controlling certain systems and processes.

Software-based protection and security controlling solutions need to be implemented in CPPS’ processes and executed in real time to protect human life, the production system and the process. Industrie 4.0 will provide more interesting, flexible and self-determined forms of working for the future worker in manufacturing environments. Personnel should therefore be equipped with the necessary training in IT security.

#### 3.3 Data Security

Organizations will need to consider what data should be shared and how to protect systems and underlying data that may be proprietary or have privacy risks. Data loss prevention solutions using encryption algorithms to protect high value data assets should be considered a security approach.

Organizations may want to protect certain data to gain competitive advantage. They may also be subject to regulations that limit the type of information able to be shared. Robust cryptologic support, hardware authentication, and attestation should be provided by incorporating trusted platform modules or hardware security modules [10].
3.4 Access control

Security measures such as access control through authentication mechanisms, cryptographic algorithms and behavioural analysis will be required to address these risks.

3.5 Intelligent Cybersecurity

Cyber-attacks are becoming more intelligent, making it more difficult and complex for companies and organisations to detect or prevent cyber threats. There is an urgent need for systems to be able to search out and rectify code error and vulnerabilities, as well as defend against incoming attacks [12]. This section briefly describes some recent developments in this context.

Automatic Exploit Generation (AEG), the first end-to-end system for fully automatic exploit generation [13], was an award-winning bot at the Cyber Grand Challenge in 2016. This bot can automatically find vulnerabilities and generate exploits. If code error is found in a system, AEG is also able to secure the vulnerability.

Researchers from MIT's Computer Science, Artificial Intelligence Laboratory (CSAIL) and machine-learning start-up PatternEx demonstrated an artificial intelligence platform, called AI2, that can predict cyber-attacks [14]. They claim that this artificial intelligence platform is able to predict cyber-attacks significantly better than existing security systems by incorporating human input [12].

AI2 is able to predict cyber-attacks by examining current data and detect suspicious activity by clustering data into patterns using machine-learning algorithms. These patterns are then analysed by security experts and in the event of a confirmed attack, the data are fed back into the AI2 [14]. Active Contextual Modelling is the continuous feedback between human analysis and the AI2 system. AI2 is therefore able to learn in real-time, which will improve accuracy of future cyber-attack predictions.

Another development particularly relevant to CPPS is the combination of a digital twin and industrial control systems (ICS), called Digital Ghost, to prevent cyber-attacks. This initiative was initiated by General Electric and is set to use physics to prevent attacks on ICSs by sensing anomalies in processes [15].

4 CYBERSECURITY BEST PRACTICES

The National Institute of Standards and Technology (NIST) formulated a "Framework for Improving Critical Infrastructure Cybersecurity" to help organisations to identify and prioritize actions for reducing cybersecurity risk. The framework is a tool for aligning policy, business and technological approaches to managing that risk. The "Framework Core" consists of five concurrent and continuous high-level functions that must be developed and implemented. Similarly, according to Deloitte [5], a cyber-defence must have three key characteristics to be effective and well balanced. The following bullets give the NIST functions, with the corresponding Deloitte key characteristic in italics:

- **Identify** - An organizational understanding to manage cybersecurity risk to systems, assets, data and capabilities.
- **Protect** - Appropriate safeguards to ensure delivery of critical infrastructure services by limiting or containing the impact of a potential cybersecurity event. **Secure** - Focus protection around the risk-sensitive assets at the heart of the organization's mission.
- **Detect** - Appropriate activities to identify the occurrence of a cybersecurity event. **Vigilant** - Establish threat awareness throughout the organization and developing capacity to detect patterns of behaviour that may indicate or predict compromise of critical assets.
- **Respond** - Appropriate actions to initiate when a cybersecurity incident is detected.
- **Recover** - Appropriate activities to maintain plans for resilience and to restore any capabilities or services that were impaired due to a cybersecurity incident. **Resilient** - Have the capacity to rapidly contain the damage and mobilize the diverse resources needed to minimize impact.

The IEC 62443 standard for "Industrial communication networks – Network and system security" provides guidelines for securing design. Schneider Electric [16] mentions in the "Practical Overview of Implementing IEC 62443 Security Levels in Industrial Control Applications", six cybersecurity best practices for a defence-in-depth strategy to help protect connected manufacturing plants from cyber-attacks:

- **Create a Security Plan**: Organisations should develop a profile of the network by creating a detailed inspection of all the equipment connected to the industrial network by creating network maps. Organisations need to identify how processes and assets are linked on the network map and how critical these assets and processes are according to the organisation's operation ability.
- **Separate Networks**: Dividing a network into different zones such as an enterprise, plant, process, and field zones.
- **Perimeter Protection**: Securing remote access to prevent unauthorized access and control of the devices and sensors in the industrial facility.
- **Network Segmentation**: Splitting the network into smaller segments to separate systems and applications from each other. Network traffic can therefore be isolated and limited. The available attack options are limited by limiting communication through the network.
Various definitions of cloud computing exists, but many governing bodies and professional organisations, such as the European Network and Information Security Agency (ENISA), The British Standards Institution (BSI) and the Cloud Security Alliance (CSA), have referred to the definition developed by NIST [18] [19]:

"Cloud Computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management or service provider interaction."

The cloud computing model formulated by NIST [19] and also used by CSA [20] is described by the five essential characteristics, three cloud service models and four cloud deployment models. The different cloud-based deployment models are private, community, public and hybrid. Private cloud infrastructure is provisioned for exclusive use by a single organisation. It may be managed by the organisation or by a third party. Community cloud infrastructure is provisioned for exclusive use by a specific community of consumers that have shared concerns (e.g. mission, security requirements, policy or compliance considerations). Public cloud infrastructure is made available to the general public or a large industry group. Hybrid cloud infrastructure comprises multiple cloud infrastructures that remain unique entities, but are bound together by standardised or proprietary technology that enables data and application portability [18] [19] [20]. Organisations may typically set up their systems with a hybrid cloud infrastructure architecture to protect underlying data from privacy risks.

The cloud service models described by NIST are [19] [20]:

- **Software as a Service (SaaS)** is an application that is managed and hosted by the provider. Consumers can access these applications by web browsers, mobile applications or lightweight client applications. Examples of this service includes Google Apps (e.g. Gmail), Microsoft Office 365, etc.
- **Platform as a Service (PaaS)** provides development or application platforms, such as operating systems, databases, programming language execution environments, web servers or proprietary application processing.
- **Infrastructure as a Service (IaaS)** provides the consumer with fundamental computing infrastructure, such as computation, network or storage. Examples of this service may include Amazon EC2, Windows Azure, Google Compute Engine, etc.

Cloud computing is a shared technology model. Different organisations are responsible for implementing and managing different parts of the
Security responsibilities are therefore also distributed across the spectrum as seen in Figure 1.

![Figure 1 - Figure 2 Security Responsibility Over the Architecture Stack (adapted from [20])]

While the three most common service models, SaaS, PaaS and IaaS, are well known and widely used, the latest service defined by the CSA, is Security as a Service (SecaaS) [20] [21]. SecaaS security capabilities are provided as a cloud service. The most basic example of SecaaS is using anti-virus software over the internet. Potential benefits (adapted from CSA and [22]) include:

**Cloud-computing benefits:** Reduced capital costs, agility, redundancy, high availability and resiliency. Security tools or software need to be updated frequently to prevent new cyber threats from entering business and manufacturing environments. The benefit of as-a-service tools is that they are always equipped with the latest software.

**Staffing and expertise:** Many organisations are not solely focused on security or specific security domains. SecaaS may therefore provide the benefit of extensive domain knowledge and research. This is provided by IT professionals and security experts.

**Intelligence sharing:** SecaaS providers protect multiple organisations simultaneously and therefore grant the opportunity to share experience across a global network. An example is when malware is detected at one organisation, it can immediately be protected at other organisations who are using the same SecaaS.

**Deployment flexibility:** Users can have access to these tools instantly. SecaaS offerings are provided on demand and can handle more flexible deployment models, such as supporting distributed locations.

**Insulation of clients:** SecaaS has the ability to intercept some attacks before they reach the organisation. An example is cloud-based web application firewalls and spam filtering.

**Scaling and cost:** Consumers do not have to buy hardware or software licenses. Instead, the cloud model provides the consumer with a “Pay as You Grow” model.

The CSA identified the major categories offered by SecaaS. These SecaaS offerings encompass security software that are hosted on the cloud. A selection of these solutions is presented in Table 1.

**Table 1 - Security as a Service Architecture (adapted from [21])**

Some potential concerns may arise with the adoption of SecaaS, such as lack of visibility, handling of confidential data, data leakage, vendor lock-in and migration to SecaaS. The consumer is responsible for evaluating the possibilities that each SecaaS provider may offer and linking the as-a-service tool to their business model.

6 CONCLUSIONS

A major challenge in adopting Industrie 4.0 as business model is not only to protect humans and machines from malicious attacks, but also to deliberately invest in IT security and strive towards a threat prevention through prediction environment. In the context of Industrie 4.0 and big data on cloud computing, with the associated increases in the surface area for malicious attacks, organisations need to evaluate their business models and develop risk management strategies. These strategies should aim to prevent malicious attacks and, in the event of an attack, be able to rectify the situation.

This paper has outlined the main challenges and solutions in the context of Industrie 4.0, and also best practices that can be adopted when incorporating cybersecurity in systems and processes.

Malicious attackers always try to stay one step ahead of security professions, but as industry strives towards the smart factory, digital twins and the IoT, businesses must continuously strive towards integrating smart security into old and new systems and processes. Recent developments in self-learning cybersecurity platforms hold promise to decrease the risk of malicious attacks.
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Robot Automation in Control Cabinet Assembly
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Abstract
The control modules of machines and systems are housed in control cabinets varying in size and type: the electrical components are mounted on mounting rails and are connected with wires and cables bundled into cable ducts. Currently, control cabinets are predominantly produced and constructed by small and medium-sized enterprises (SMEs) in manual, time-consuming and expensive assembly processes. Available solutions to automatize single production steps are expensive and rarely used by SMEs. Cost-efficient and flexible solutions are still missing particularly for the wiring task, which takes about half of the overall production time. Our approach presented within this paper is to develop a specialized tool that is able to handle pre-configured wires. The tool integrates concepts of cyber-physical systems and can be handled by an affordable industrial robot. Due to the possibility of using pre-configured wires, the solution can be integrated into the production process easily and with low effort, making its application economically viable, especially for SMEs.

Keywords
Control cabinet, robot-based wiring, cabling tool

1 INTRODUCTION
Machines and production systems contain a huge number of electromechanical components, e.g. conveyor belts, industrial robots, or gripping modules. In order to make them act in the desired way, it is necessary to incorporate several control modules. Examples of such modules are simple input/output devices, programmable logic controllers (PLC) or terminal strips. A control cabinet is used to mount and wire these components in a structured way. The configuration of the control cabinet, i.e. its size, the included components, their position and the wiring, depends to a high degree on the corresponding production system. Hence, manufacturers of such control cabinets have to handle a huge variance and small lot sizes. Even a lot size of one is very common in this domain as almost every product is unique and has to be individually designed. As a result, the production process is mostly done manually with only few options for automation [1].

According to Großmann et al., the manufacturing process of control cabinets splits up into nine single steps [2]. The first step is the design and planning of the cabinet. Afterwards, a mechanical preparation of the mounting plate is performed and the mounting rails are prepared. In steps four to six, the components are labelled and mounted to the rails and the accessories are assembled, e.g. bridges and connectors. The seventh step includes the assembly of the rails to the mounting plate and the assembly of the plate into the cabinet. In the last two steps, the wires become pre-configured and the final wiring is done. Analyzing the single steps, it has been found that the wiring requires about 50% of the overall manufacturing time [3]. Hence, a solution for an automatic wiring of pre-configured wires can reduce the manufacturing time significantly.

2 PRODUCTION OF CONTROL CABINETS
Automatizing the manual production is an efficient means to reduce production costs. Correspondingly, the worldwide stock of operational industrial robots increases by about 10% each year [4]. However, the production of control cabinets, which is a central component of almost any automated production system, is still affected by a manual workshop-oriented production. We can identify two major reasons for this fact: the complexity of programming production systems and the high variance and low lot size of the control cabinets.

The first reason for a missing automation is the complexity of programming automated production systems. This complexity is a major hurdle especially for small and medium-sized enterprises (SME) [5], where most manufacturers of control cabinets belong to. Such companies provide a profound knowledge of their manufacturing processes but they do not have the required experts to apply and to program the required robots. They may, of course, use the help of external experts; however, this practice is not economical, e.g. if a production process needs to be changed.

The second reason relates to the high variance and low lot size. As stated above, a control cabinet, i.e. the contained components, is configured particularly for a certain production system or machine. Commonly, there are three different order scenarios:

- Individual orders; such orders are very common for production systems. A production system is designed for a certain product. Hence, the
system is highly specialized and the required control cabinet must be individually designed.

- Batch series production: a customer requires a specific number of the same control cabinet. Usually this quantity is up to a few hundreds of cabinets.
- Series production: this kind of order is very common for control cabinets for larger machines. Such machines have a production time of several days or weeks. Hence, the same control cabinet is ordered regularly but in rather low lot sizes.

Even in the two scenarios of series production, a solution for an automated production system for a specific control cabinet is not economical due to the low lot size. As a result, an appropriate production system must be highly flexible and able to produce a huge number of different control cabinet configurations. Of course, there are specific standards for the design of control cabinets. For the shape of a control cabinet, the international standard IEC 60291-3 specifies certain sizes and types of construction. For power transformers, an IEEE standard [6] defines particular design rules. Other examples can be found. Nevertheless, the inner setup, i.e. the number and kind of components, their positions etc. varies, which impedes automated production. A solution for a holistic automated control cabinet production is currently not available on the market. However, mass production of individualized products is a current trend also in other industries. A prominent example is the automotive industry, where customers can configure their cars with a huge number of options. Amongst others, product modularization is a proper means to handle such mass customization [7]. Also concepts summarized in keywords like Industry 4.0 [8], i.e. data exchange in manufacturing technologies and cyber-physical systems, can be adopted to find a solution for an automated production of control cabinets.

The nine single production steps mentioned above can be merged into three phases: the planning, the mechanical processing (e.g. of the mounting plate or rails), and the assembly (e.g. mounting of components and wiring).

In the planning phase, manual actions are predominant. Customers define the required functionalities and requirements of the desired control cabinet. Sometimes, customers even determine the cabinet’s complete configuration. With the given information, the control cabinet manufacturer creates appropriate schematics for the mechanical and electrical design of the cabinet. Although this phase is less automated, the creation of a comprehensive data basis for the control cabinet is a main need in order to automate succeeding processes. Because many different software tools are involved within the planning process, it is necessary to establish a certain degree of interoperability between these tools. For this purpose, concepts and demonstrating implementations are being developed within many projects (comp. e.g. [9–11]).

For the different tasks of mechanical processing in the second phase, there are automated solutions available on the market. Examples in this respect are CNC machines, which can be used, for the preparation of the mounting plates and crimping machines, which can produce pre-configured wires fully automatically. The required information, like the type and length of the wire, is provided via a programming interface. Thus, a continuous automation of the cabinet design can be realized for the mechanical processing tasks (comp. [12]). Another example is a machine developed by the Krones company. The machine can construct cable ducts and mounting rails. However, the company does not sell the machine but uses it only for in-house applications [13]. More examples for automated mechanical processing can be found. Nevertheless, due to the specialized focus on the certain automation problem, all these systems have a low flexibility. In addition, the costs for acquisition, operation, and maintenance prevent an economic use for small lot sizes, which are very common for SMEs. With respect to the control cabinet assembly, usually only the preparation of mounting plates and the production of pre-configured wires has sufficient quantities so that a use of such devices would be economical.

In the last phase, the components are mounted and the wiring is done. Even though there is effort spent in the automation of the single tasks, corresponding solutions can only be realized by a considerable technical effort. In addition to a large number of mechanical components, there is need for a sensor system with suitable sensor data processing. Therefore, available automation solutions are expensive and uneconomical for the production of control cabinets with a small lot size. This is particularly true for the wiring process.

One of the most advanced systems for the automated wiring of individual control cabinets is Kiesling’s Averex. The necessary development time of five years shows the complexity of the automation task, which has been carried out by a consortium of companies (comp. [14]). The system is susceptible to errors due to the high complexity level and the huge number of moving parts. Only a few prototypes have been built – the system is currently not publicly available on the market. In contrast to that complex and expensive system, we are aiming to develop a cost-efficient and flexible solution by using a sophisticated tool in combination with an industrial robot. Our approach is not intended to realize a full automation of the wiring but it will implement an optimized combination of manual and automated work. Another approach is the utilization of industrial robots to build an assisting system. Such a solution is the aim of the research idea AWeMa [15]. The concept is a digital assistant that may be extended by
an adaptive robot system. The system assists a worker in a hybrid environment, e.g. by visualizing the next wiring task or by preparing the wire the worker will installing next. Not only the wiring process but also other assembly processes should be optimized by the approach. However, the idea is currently on a premature level and far from a working solution.

Due to the current manual production process, the use of pre-configured wires is very common. Unless the production process can be automated completely, pre-configured wires are still required during the manufacturing. Hence, an economic automation approach must use these cables instead of a dedicated wire supply. The automated handling of such non-rigid objects has been investigated for several years (comp. e.g. [16, 17]). However, such approaches do consider the complete non-rigid object at all times, which is required for the wiring process in order to prevent errors, e.g. wires stuck to the cabinet.

3 RELATED WORK

In previous works, we have focused on improving the assembly process of components to the mounting rails in order to build terminal strips. Work in this process is related to steps three to six and step nine (comp. section 2). In this context, we have analyzed the current manual assembly process with respect to the potential for automation. The current manual production process is separated into six tasks. The first task is the terminal assembly. The following tasks are the labeling, circuit bridge and plug assembly, quality inspection, cabling, and finally the packaging. Similar to the control cabinet production, we have implemented a production of individualized configurations with low lot sizes.

These clamps are mounted on either side of a set of components and prevent them to move on the mounting rail. Within the concept, a first step is to mount the end clamps. Afterwards, a worker can mount the corresponding parts between the clamps. We have created a demonstrator that shows the advantages of the automated approach in order to proof the concept [19].

Currently, we are developing a new test bed. Even though it is not a human-robot collaboration, we will use the test bed to evaluate the tool concept presented in the next section. Next to the industrial robot, we have integrated safety equipment in order to achieve a solution that manufacturers of control cabinets can directly use within their current processes. Figure 2 shows the robot during the mounting process of an end clamp in the new setup.

In the following, we have developed a five-step top-down method [18] that we have used to identify potentials for human-robot collaboration (HRC) in a scenario. As a result, we have realized the assembly of end clamps in a HRC scenario (see Figure 1).
(type H07V-K). The length of the wires is up to 2,000 mm. Wire ferrules are crimped on both ends of the wire. Figure 3 sketches our mechanical concept for the tool design. Two grippers (3) will grip the start and end of a wire. In order to ensure a proper grip, the corresponding claws (4) have a prismatic shape. The gripper that grips the first end of the wire is attached to a wire reel (2) that can coil a wire by a rotational movement. A mechanical structure (1) provides the necessary mechanical connection for the wire reel and the gripper as well as an attachment flange to the industrial robot.

Figure 3 – Sketch of the mechanical tool concept.

What is not shown in the sketch are the required sensor devices for quality assurance as well as additional electronic devices, e.g. a microcontroller that is used to build the cyber-physical system. There are two main aspects to be considered for quality assurance: the assembly of the cable heads and the location of the wire in the duct. For the latter one, a camera in combination with appropriate image processing algorithms are planned to be used. The wire head assembly is checked with force sensors (5) located between the grippers and the mechanical structure or the wire reel. While the assembly requires a force of up to 10 N, the wire must remain mounted when a force of up to 80 N is applied. However, both force values depend on the corresponding wire type.

(a)

(b)

Figure 4 – Take-up sequence to grip and coil a wire.

The pre-configured wires are automatically produced by a crimping machine and then stored in a wire stack. The stack provides a separation of the single pre-configured wires in order to enable the tool to grip and coil a wire. The take-up process consists of four steps:

1. The separated wire is located within the wire stack in such a way that the tool can position its grippers around the wire (comp. Figure 4a).
2. Gripper A will grip the wire just behind the wire ferrules. This is a critical part in the take-up process because too much space between the claws and the ferrule may cause errors within the succeeding wiring process. Gripper B will close in such a way that it will not lose the wire but the wire can be pulled through the claws.
3. The wire reel will coil the wire until the second ferrule reaches gripper B (comp. Figure 4b). As stated above, the type and length of the wire is given within the assembly job. The tool will use this information to coil the wire. However, we might need to include a further sensor device if the remaining space between gripper B’s claws and the ferrule is inappropriate.

4. Gripper B can fully grip the wire. As soon as both ends of the wire are gripped, the robot can start the wiring process. Thereby, the end gripped by gripper B will be handled first. After assembly, the wire can be placed into the duct. Finally, the tool will mount the wire head located in gripper A and will perform a profound quality assurance.

5 CONCLUSIONS
Within this paper we have presented a new approach for a tool that is able to perform a wiring process automatically. Starting with the current manually performed wiring process, we have identified the requirements for such a tool. While information from the planning phase of the control cabinet is provided via an interface, the tool generates an appropriate robot program in order to execute the corresponding wiring task. Thereby, the tool communicates with a wire stack that has provided the necessary pre-configured wires.

The presented approach has already been discussed among experts of manufacturers of control cabinets. Currently, we are planning plug experiments that will provide important input to particular design features, i.e. the gripper claws and the position of the wire within the claws. Afterwards, we will be able to finalize the design and build a first prototype, which will be used to prove the concept viable.
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Abstract
Semiconductor electronics is a highly globalized, competitive, high-volume and low-cost manufacturing sector that has experienced continuous outsourcing to specialized Electronic Manufacturing Services (EMS) and offshoring during the last decades. While large portions of the value stream have been automated, EMS struggle to rationalize production of smaller batches in the 5 to 7 digits range due to the immense complexity and invest that comes with equipment for automated PCB assembly, testing and packaging. Thus, these processes are often still carried out manually - implicating high labor cost per piece as well as monotonous, tedious work for operators. This paper outlines the core results of an industry-oriented research project determining the potential of collaborative lightweight robotics for surface-mounted device (SMD) manufacturing. The authors show that collaborative robots are an automation technology meeting the requirements with regard to economics, flexibility and ergonomics. The paper presents not only an analytical approach but also the validation of its results by implementing a pilot application. Coping with the idea of collaboration, technologies available for SMD handling and manipulation had to be adapted to be considered safe for direct human-robot interaction and, at the same time, achieve process velocities that meet the desired customer takt. The authors expound generic fields of applications for human-robot collaboration in SMD manufacturing that could be identified and set out an approach for and the results of the profitability analysis. With regard to the pilot implementation, an exemplary collaborative work system layout is presented. To prove conformity with relevant ISO norms and specifications, effective forces for collisions between human and robot have been evaluated experimentally.
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1 INTRODUCTION
In the age of globalisation, competitiveness is becoming the ultimate factor for securing production at a certain location. It requires high quality product manufacturing with state-of-the-art technology. Surface mounted devices (SMD) are high quality products and their production is mostly automated. However, certain conditions such as varying batch sizes, high number product variants and complex processes make it hard to automate lines for specific SMD products. Yet, manual tasks are characterised by high costs, monotonous and tedious work as well as inconsistent quality. By combining the specific capabilities of means of automation and manual operators, these drawbacks can be met while facing the challenges of a variable degree of automation.

This paper describes the approach for designing a human-robot collaborative (HRC) system step-by-step and showcases an implemented industrial application for SMD packaging for an electronics manufacturer (EMS). The presented solution shows high potential of multiplication to further work systems. It is also an example of how collaborative applications secure the existence of manufacturing companies in Austria.

2 STATE OF THE ART
In recent years, power- and force-limited robots were launched, which makes it easier to integrate them into work systems that have so far been operated primarily by humans. When humans and robots share the same workspace, so that they can come into contact with each other, this can be called HRC [1]. By combining strengths of robots such as accuracy and endurance with strengths of humans such as cognition and versatility [2] in a joint environment, a production process that is more flexible than a fully automated one and causes less labour cost and burden than a fully manual is the result. However, a HRC system portrays a challenging and complex planning and design task for the engineer [3] that requires various considerations, trade-offs and decisions - such as the economic degree of automation, finding a task allocation that matches the requirements of the operators and designing a system that is inherently safe in accordance with safety regulations. Due to the relative novelty of the technology, practical experience and guidelines for the design of HRC systems are rare and in demand [4]. Existing planning approaches focus on certain aspects of the
entire HRC planning and design problem. To achieve a more holistic approach and certain industrial relevance at the same time, the authors have condensed the manifold design decisions and their respective options into a morphology [11]. Still, a complete industrial HRC design approach could not be identified. This paper is supposed to close this gap on the example of SMD manufacturing.

3 SYSTEM DESIGN APPROACH

Even though powerful robotic technologies are available, a number of manufacturing tasks are not automated yet [6]. This is not necessarily due to the complexity of the task itself, but rather high investment costs, which are hard to predict since practical experience in the design of HRC systems is still rare as well as normative guidelines and restrictions may lead to iterative design changes.

While the required hardware cost might seem reasonable, engineering, validation and implementation efforts in average quadruplicate the required investment [5] – making the project potentially uneconomical.

The reason for these high costs is the complexity of the robotic cell design and integration. Bouchard states, that there are four reasons for this [7]:

i. Robots evolved to suit high-volume, low-mix applications, but nowadays time and money to set up the robot might be more important. However, easy and low-cost integration might oppose still needed precision and reliability.

ii. There is a lack of standards in the robotics industry. Each robot manufacturer has its own operating system and programming language. Even though, lightweight robots were designed to facilitate programming by implementing hand-guidance, programming skills are still required when the application involves e.g. sensors and logical interdependencies.

iii. Robots deal with the physical world and in times of full automation, the physical world was clear, predictive and logically structured. Today, the physical world we want robots to interact with human beings is rather unstructured. Furthermore, cycle time is not easily predictable anymore, as it depends on the velocity set by the risk analysis. And the risk analysis can again only be conducted with a physical available application. It’s a chicken-and-egg-problem.

iv. Manufacturers lack employees who are skilled in robotics.

While the developed approach might not be able to eliminate these challenges, it at least provides a procedure that helps identifying applications which likely will be economic, reduces implementation time and thereby the risk of misinvestment.

The system design approach developed consists of four crucial phases: (1) Analysis of potentials, (2) technical concept, (3) safety & security concept, (4) validation as well as implementation. One key factor of this approach is that the conceptual work and the implementation of demonstrators is conducted on laboratory level before transfer to the production environment. In this way, the company is not affecting its actual operations.

The Pilot Factory Industry 4.0 at Vienna University of Technology is serving as such lab that allows companies to develop and test their HRC applications with existing hard- and software before real deployment. In this sense, a lab environment is an enabler, facilitating the design process while at the same time simplifying communication between all stakeholders involved and thereby enables true collaboration along the four before mentioned phases of an HRC project.

3.1 Analysis of HRC potential

During the potential analysis, seven different work systems (see example Figure 1) were analysed. All workstations included a manual process from circuit board cutting to container labelling, representing standard processes in SMD manufacturing.

Based on an MTM-analysis (Methods-Time-Measurement) the time share of single activities in the whole packaging process have been determined (Figure 2). With information about batch size, cycle time and remaining life cycle, the maximal investment costs for a collaborative robotic application could be calculated (Table 1).

The next step of the analysis was the determination of options to automate individual processes within the work system. Single sub-processes had to be checked for their ability to be automated. Criteria that aggravate the automation of a task can be found in [8].

Figure 1 - Example of a manual work system.
Table 1 - Maximal investment costs for work systems 1-7.

<table>
<thead>
<tr>
<th>No.</th>
<th>Batch size [k]</th>
<th>C/T [s]</th>
<th>Remaining life span [yrs]</th>
<th>Imax [EUR]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>700 k</td>
<td>28</td>
<td>3</td>
<td>160 k</td>
</tr>
<tr>
<td>2</td>
<td>160 k</td>
<td>29</td>
<td>3</td>
<td>80 k</td>
</tr>
<tr>
<td>3</td>
<td>10 k</td>
<td>26</td>
<td>3</td>
<td>4 k</td>
</tr>
<tr>
<td>4</td>
<td>80 k</td>
<td>26</td>
<td>2</td>
<td>37 k</td>
</tr>
<tr>
<td>5</td>
<td>500 k</td>
<td>18</td>
<td>3</td>
<td>120 k</td>
</tr>
<tr>
<td>6</td>
<td>160 k</td>
<td>20</td>
<td>3</td>
<td>42 k</td>
</tr>
<tr>
<td>7</td>
<td>2.7 M</td>
<td>6</td>
<td>4</td>
<td>290 k</td>
</tr>
</tbody>
</table>

Table 2 – Possible task assignments and respective cycle times (c/t) for human and robot.

<table>
<thead>
<tr>
<th>Work system 7</th>
<th>Human</th>
<th>C/T h</th>
<th>Robot</th>
<th>C/T r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cutting</td>
<td>X</td>
<td>9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cleaning</td>
<td>X</td>
<td>2</td>
<td>X</td>
<td>6</td>
</tr>
<tr>
<td>Visual control</td>
<td>X</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ICT testing</td>
<td>X</td>
<td>4</td>
<td>X</td>
<td>9</td>
</tr>
<tr>
<td>Scanning</td>
<td>X</td>
<td>3</td>
<td>X</td>
<td>3</td>
</tr>
<tr>
<td>Packaging</td>
<td>X</td>
<td>4</td>
<td>X</td>
<td>12</td>
</tr>
<tr>
<td>Labelling</td>
<td>X</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

In this example, the operation of the SMD cutting device was identified as unable to be automated using an articulated robot. Also, for visual quality control no suitable automation technology could be identified. Labelling is hard to automate due to the limtness of the label itself. All other sub-processes can be operated by both human and robot (Table 2).

For each sub-process that could be assigned to the robot, the cycle time had to be determined. It can either be estimated, generated from a virtual simulation or derived synthetically using MTM-MRK standard robot motion times. Based on this information, the final task allocation pattern can be created under consideration of cycle times in order to achieve an equal load balancing between human and robot and thereby a high resource utilization [9].

Now, the maximum economic investment cost for this task allocation pattern $I_{max}$, which is equivalent to the operating cost reduction induced by the robot, can be determined using the formula:

$$I_{max} = \frac{(L_{sub} \times Q_{ann} \times S_{rem})}{3600} \times R_{hrly}$$

where $L_{sub}$ is the manual labor substituted by the robot per product in seconds, $Q_{ann}$ is the anticipated annual production quantity and $S_{rem}$ is the remaining product lifespan. $R_{hrly}$ represents the hourly rate of an operator.

Table 1 represents the exemplary determination of $I_{max}$ for several analysed manual SMD manufacturing work systems. While in general, larger batch sizes and longer remaining product life spans facilitate amortization, it becomes evident that even batch sizes in the range of 100k-200k per annum may provide sufficient potential for process cost reduction to justify investments into human-robot-collaboration. Also, improved quality and reduced work-related burden may indicate implementation of HRC even if monetary break even might not be reached during the remaining product lifespan. For pilot implementation, system No. 7 was chosen (see. Fig. 2) since it offered the highest operation cost reduction and a relief of very monotonous tasks in packaging at the same time.
3.2 Technical concept

After making a decision on HRC implementation, the technical concept needs to be developed. Here, the HRC work system layout is an advisable starting point since it has to take into account the spatial conditions on the shop floor, motion economics of the operators and material flow directions. It should be developed collaboratively between all involved stakeholders such as engineers, operators and works council to achieve high degree of acceptance.

In this use case, the robot was responsible for scanning and packaging, which involves scanning SMD barcodes, picking SMDs up, placing them on a tray, stacking complete trays into a container, and closing the container. The layout, conveyed into a 3D model, facilitates reachability studies and delivers specification requirements that facilitate selecting a suitable manipulator.

General requirements for HRC work systems that reduce investment, implementation efforts and error sources include:

- Low-cost lightweight robot, which is easy to integrate and program.
- Use of gravity conveyor system without any drives, simple layouts.
- Small space requirements, nevertheless stable anchoring of all equipment.
- Ergonomic working height for operators.
- Short walking distances for operators.
- Avoidance of over-engineering that causes excessive implementation workload.
- ESD-protection of the whole system to avoid damage to the SMDs produced.
- Easy adaptability to additional products. This includes end effector design, fixings of trays and containers as well as software design.

Based on available lightweight robots on the market, a Universal Robot UR5 with a reach of 850 mm and a maximum payload of 5 kg was chosen for implementation of the system shown in Figure 3.

As initial cycle time comparisons between humans and robots indicated (see Table 2), articulated lightweight robots for HRC move way slower than human operators. To compensate for this, it can be examined whether it would be possible for the robot to e.g. manipulate more than one object at the same time. Another major challenge that comes with SMD handling is their uneven surface with drillings and openings [10]. Hence, a specific end effector was designed (see Figure 4).
The collaborative high-performance end effector is using the Venturi principle and can grip up to three SMDs at the same time (1). Its high suction rate compensates for the leakages that result from the mounted devices and drillings (Figure 5). Silencers reduce the noise level of the employees (2). The entire front part of the gripper is spring-mounted to give way in the event of collisions with employees or the environment (3). Three integrated 2D-scanners identify SMDs through their imprinter barcode (4). A lift cylinder carries conventional suction pads which can be lowered for tray and container handling (5).

Equipment design principles that again ease implementation of HRC are:

- Same distance between products/objects at pick-up and drop position, e.g. within trays and blisters. Thus, a series of three could be grabbed and dropped, without extending or reducing the distance between all three.
- Stable positioning for products/objects, using centering pins or other positioning aids at all pick-up and drop locations allow for robust repeatability and avoid the need of complex vision and sensor systems.

3.3 Safety concept

Concurrently to developing a technical concept for the HRC application, a safety and security concept that includes all kinds of safety features and devices should be developed. This is supposed to ensure that the HRC application complies with all relevant guidelines such as ISO 13855, ISO 13857 or ISO/TS 15066. If it does, it can become CE certified and considered safe and does not expose human operators to severe hazards. Most robots meant for HRC are equipped with safety-rated functions to protect operators from collisions and bruises, e.g. by limiting velocities or detecting collisions before they happen. Additional safety devices available on the market include maintenance gates, safety fences, safety covers, software based workspace limitations, extension of contact areas by design, safety mats, light curtains, laser scanners and emergency stop buttons. However, HRC applications should, as far as possible, avoid the use of such devices for the reason of both reducing system complexity and invest and rather rely on robot-inherent safety features such as collision detection, power and force limitation.

The safety of an HRC application can be formally assessed using the analytical-experimental approach described in ISO 12100, which is a standard approach for all kinds of industrial machinery. As a special feature in MRK applications, the acting forces and pressures in representative collision cases between human and robot must be determined by measurements on the real, physical test setup.

Measured forces may not exceed threshold values as defined per ISO/TS 15066 [1]. In the exemplary use case, following restrictions were defined:

- Robot’s speed must be limited to 250 mm/s.
- The robot’s working height must be limited to 2 cm above the working table surface.
- The end effector has to be spring-loaded to absorb quasi-static collisions between the tool and e.g. the work station surface.
- Sixth axis of the robot must be limited so it doesn’t move the gripper under its structure.
3.4 Validation and implementation

For the purpose of validation and optimization of the technical and safety concepts, a demonstrator of the application was realized on lab-level including all peripheral and sensory equipment.

The software framework was designed based on state diagrams to enable a transparent program structure.

In order to be able to determine the current status of the machine at all times and identify sources of error, such as lost parts or imprecise positioning of a container, 37 inductive, capacitive and reflective sensors were implemented, increasing the complexity of the system. To reflect current aspirations in terms of Industry 4.0, the robot was directly linked to the manufacturing execution system via a TCP/IP connection, continuously reporting scanned IDs of successfully packed SMDs for traceability purposes and allowing remote monitoring and maintenance.

The implementation was conducted directly on the EMS factory site (Figure 6). An essential part of the implementation was the involvement of employees working in collaboration or cooperation with the robot. Training of operators took place already during the validation phase in order to collect their feedback. Also, maintenance staff was trained to program the robot, make changes to the program and add new products (and thus parameters) to the application.

![Figure 6 - Final design of the HRC workstation.](image)

4 CONCLUSIONS

A step-by-step procedure for realizing human-robot collaborative applications from a broad analysis of potentials to industrial ramp-up has been developed and implemented. The study shows that integrative human robot work systems are indeed a viable approach to achieve efficiency improvements for processes which cannot justify full automation and the technologies available are sufficiently mature to meet industrial requirements. As for many things, the devil is in the detail: As diverse products and processes are, so will be the HRC applications and the solutions and innovations they carry. The presented approach is currently in use by the authors in other industries and will thereby be refined to achieve cross-sector applicability. The provision of a test lab for HRC at the TU Wien has proven itself as an incubator for new HRC applications that accelerates development processes through collaboration and hands-on implementation and testing capabilities.
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Abstract
Laser welded joints of steel and tungsten alloy require deeper understanding of the impact of the laser parameters on the welding process. Due to the dissimilar thermal and metallurgical properties of both materials, a defined energy input and a precise temperature control in the weld interface is required. In the presented work, the influence of different laser parameter (e.g. laser power, focal position, scanner speed etc.) on the joint quality of laser welded steel-tungsten alloy butt-joints were investigated. By using statistical methods, the influencing process parameters were defined and optimized. It is shown that the horizontal focal position is the main parameter for the welding process in a butt-joint configuration. Additionally, manipulation of the heat input leads to modification of the weld bead profile. By obtaining vertical seam boundaries in the sheet metal, a homogenous temperature profile at the interface of the materials was achieved. With reduced amounts of intermetallic or intermediate phases and complete bonding, high joint strengths were achieved.
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1 INTRODUCTION
Resource efficiency receives growing attention in numerous industry segments. Modern manufacturing companies are facing problems regarding material saving, structural strength and reliability of their products. Materials with high strength properties are needed to solve the dichotomy of lightweight construction and high structural performance. Tungsten hard alloys offer favourable mechanical properties like hardness, hot-hardness and wear resistance, which can ensure the requirements of the customer. Therefore, tungsten alloys are commonly used for dies, tools and moulds.

These mechanical advantages are accompanied with disadvantages like high brittleness and a limited machinability of the tungsten alloy part. Because of the thermally sensitive material properties, these tungsten hard alloys are commonly fabricated by sintering processes. This complex manufacturing process leads to higher production costs compared to other materials. In addition, the sintering process causes restrictions in the part design. Thus, dies, tools and moulds, which are completely produced out of tungsten alloy are unfavourable. The resulting economical and technological aspects limit the diversity in the potential product portfolio.

These circumstances lead to a huge demand of joining technologies of tungsten alloy parts to cheaper and more ductile materials (e.g. steel). Wear protection of moulds and dies are usually realized by laser cladding of tungsten alloy on a steel substrate [1]–[6]. By doing so, the tungsten alloy wire or powder is liquefied completely. Due to their thermal sensitive material properties, only specific alloys can be used. Unfortunately, those alloys have limited hardnesses. Therefore, joining solid wear protection parts out of tungsten alloy to a ductile substrate may solve the controversy of hardnesses and joinability. Therefore, different methods have been developed to join tungsten alloy parts to steel.

Brazing offers a solution for joining tungsten alloy parts to dissimilar materials. Compared to mechanical joining, brazing is the cheapest method for joining those materials. Torch brazing, induction brazing and furnace brazing are employed for providing the parts with the required amount of heat in the interface. Due to the specific liquidation temperature of the filler material in the interface, the joint geometry succumb defined restrictions. In addition, the temperature of the final product during the applications must not reach the melting temperature of the filler material [7], [8]. Furthermore, the thermal strength decreases significantly with $t_{\text{max}}=t_{\text{solid}} \times 0.4$. In addition, some filler materials outgas toxic and harmful fumes, which requires expensive fume exhaust and treatment [9].

To compensate the disadvantages of brazing, different welding techniques were developed in the last years. [10] and [11] developed the process of friction stir welding of tungsten alloy parts to steel samples. Diffusion welding was employed as an alternative technique to joint tungsten alloy parts. [12] used interlayer and graphite coatings on the tungsten alloy samples to suppress the formation of brittle intermetallic and intermediate phases. Laser radiation was also used as heat source for welding.
both materials in few works. Most frequently, the laser parameter and their influence on the process and the joint quality are in the focus of the researchers. [13] analysed the influence of the heat input on the bending strength of tungsten alloys with 15 % and 8 % Co. It was shown that the amount of Co as binder metal has a significant influence on the joint strength and the weld seam metallurgy. By manipulating the welding speed, an improvement of the joint strength was possible. Although a butt-welding process was given, the horizontal focal position kept constant and was not considered as in important parameter in the experiments.

The thermal stress after welding may lead to precipitate failures and fractures in the tungsten alloy part. Therefore, [14] employed a three step process with pre- and post-heating of the weld seam to reduce the thermal stress in the joint after welding. In a second investigation, the author applied nitrating of the steel specimen to avoid the formation of brittle and harmful phases in the weld seam [15]. Tungsten alloy with 20 % Co and steel were used during the experiments of [16]. For all welds, the laser beam had a fixed focus position on the tungsten alloy surface. By changing power, velocity and vertical focal position of the laser beam, a robust process was accomplished. Copper and Invar inserts were used to join tungsten alloy grades with 6 % Co to carbon steel (C45) by [17]. Due to the ductile properties and the prevention of the formation of brittle phases, the joint strength was improved. Invar interlayer were also used by [18] for laser welding carbon steel to tungsten alloy with 20 % Co. The influence of different laser sources (CO₂ and Nd:YAG) on the joint quality of steel to tungsten alloy were investigated by [19]–[22]. Besides the laser sources, the laser parameter and the composition of the tungsten alloy parts were changed and their influence on the process analysed. The author showed that the different parameters influence the formation of phases and the joint strength.

The mentioned works define power and velocity as the most important parameters for the laser welding process of steel to tungsten alloy samples. Some authors focus the laser beam on the tungsten alloy side, while others focus on the steel and keep the position constant. It is known that the intermixture of the two partners in the melt bath defines the metallurgy and finally the joint quality. Therefore, the geometry of weld seam has a critical influence on the intermixture and the final joint strength [23]. Thus, the present paper will show the influence of the laser parameters power, velocity, horizontal focal position, laser source and weld seam shape on the joint properties of laser welded dissimilar steel-tungsten alloy joints. The paper is structured as follows. In chapter 2 the experimental set up is outlined. Chapter 3 shows the results and the discussion. The paper finally ends with a conclusion and a scientific outlook.

2 EXPERIMENTAL SET UP

The welding experiments have been carried out with two different laser sources. A 400 W fiber laser from company TRUMPF was employed. The laser radiation of the fiber laser was generated by a Nd:Glas laser medium and had a wavelength of 1070±10 nm. The laser beam was coupled in a 11 μm fiber and guided to a 90 mm collimator, which lead to a focal length of 254 mm and a focal spot diameter of 31 μm. To ensure a sufficient bead width, the laser beam was oscillated in circular trajectory.

The so called “wobble” motion can be described by the following equation:

\[
\begin{align*}
\begin{bmatrix}
x(t) \\
y(t)
\end{bmatrix}
&= \\
\begin{bmatrix}
a \cdot \cos(2\pi ft + v \cdot t + a_0) \\
a \cdot \sin(2\pi ft)
\end{bmatrix}
\end{align*}
\]

with

- \(a\) amplitude of the spiral [mm]
- \(a_0\) starting position at \(t=0\) s [mm]
- \(f\) repetition frequency [Hz]
- \(v\) beam velocity on the trajectory [mm/s]

![Figure 1 - Circular beam oscillation][18]

The wobble frequency influences the bead shape due to the modified fluid flow behaviour in the melt bath [24], [25]. Therefore, the frequency was kept constant \(f=64\) Hz for all welds on the fiber laser. The overlap \(n\) of the particular spirals is defined by:

\[
\begin{align*}
n &= \frac{x \cdot \left(\frac{1}{2f}\right) - x \cdot \left(\frac{2}{f}\right)}{x \cdot \left(\frac{1}{2f}\right) - x \cdot \left(\frac{1}{f}\right)}
\end{align*}
\]

Thus, the resulting welding speed \(v_f\) can be calculated by:

\[
v_f = 2 \cdot (a - n) \cdot f
\]

The amplitude was set to 0.5 mm and the overlap \(n\) to 0.091 mm. The focal spot was positioned in the middle of the steel sheet (z-direction) and kept constant throughout the experiments. The remaining laser parameter were varied as described in table 1.

Beside the fiber laser, a 2kW Yd:YAG disk laser also from company TRUMPF was applied for performing
the welds. This laser source emits laser radiation with a wavelength of 1030±10 nm. The laser beam was coupled into a dual-core fiber with a first (outer) diameter of 200 µm and a second (inner) diameter of 50 µm.

Figure 2 - Welding configuration

In combination with the 90 mm collimator, a focal distance of 160 mm was given. Depending on the used fiber diameter, the laser spot had a diameter of 89 µm for the 50 µm and 356 µm for the 200 µm fiber. Similar to welds with the fiber laser, the laser spot was positioned in the middle of the steel sheet and kept its position during all experiments (z-direction). The welds were performed in a butt weld configuration. Therefore, a full penetration process was necessary to join both parts completely. The laser beam was lateral positioned on the steel sheet (y-direction). Compared to the fiber laser, an expanded melt bath was generated by the larger spot diameters of the disk laser. Therefore, the laser beam was guided in a linear mode. By adjusting the horizontal focal distance of the laser beam to the interface y and in addition with the melt bath width b, the amount of liquid steel, which interacts with the tungsten alloy part may be modified (figure 2). The resulting width is called overlap Δy. The overlap Δy is the newly introduced parameter for the process and will be used in the following discussions.

For analysing the influences of the laser parameters on the disk laser, a central composite design of experiments (CCD) was configured (figure 3). The linear parameter behaviours of the 3 parameters power P [W], velocity v [mm/s] and overlap Δy [mm] are represented by the cube points (red). For representing non-linear characteristics, a star was set in the middle of the cube, which had a extend factor of α=\sqrt{2} (green).

For all welding experiments, a carbon steel with 0.4 % C, 0.3 % Si, 0.9 % Mn, 1.1 % Cr and 0.15 % V (grade SAE 6135) was employed. The steel sheets had the dimensions of 45x35x1.2 mm. The tungsten alloy part consisted out of 82.5 % W, 5.5 % C and 12 % Co. The dimensions of the tungsten alloy part were 1.85x35x1.12 mm. Argon shielding gas with a constant flow rate of 21 l/min was applied to avoid oxidation.

Metallurgical analysis were done by cross section observation. Therefore, the samples were cut via electro discharge machining. Afterwards, the specimen were embedded into thermo-plastic resign, ground and polished with diamond suspension. After etching with Nital- (3 % HNO₃ in C₂H₅OH) and Murakami- (KOH + K₃[Fe(CN)₆] in H₂O) etchant, the microstructure could be analysed by an optical microscope. For a detailed observation

Table 1 - Laser parameters

<table>
<thead>
<tr>
<th>Disk laser</th>
<th>89 µm</th>
<th>356 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>P [W]</td>
<td>790/ 863/ 1200/ 1537/ 1600</td>
<td>1350/ 1376/ 1500/ 1623/ 1650</td>
</tr>
<tr>
<td>v [mm/s]</td>
<td>33/ 36/ 48/ 60/ 63</td>
<td>48/ 50/ 60/ 70/ 72</td>
</tr>
<tr>
<td>(linear)</td>
<td>0.078/ 0.1/ 0.2/ 0.3/ 0.322</td>
<td>0.078/ 0.1/ 0.2/ 0.3/ 0.322</td>
</tr>
<tr>
<td>Δy [mm]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fiber laser</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P [W]</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td>v [mm/s]</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>(wobble)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Δy [mm]</td>
<td>0.1 / 0.2 / 0.3</td>
<td></td>
</tr>
</tbody>
</table>
of the microstructure, SEM imaging was performed. In addition, the composition of the different intermetallic and intermediate phases were identified with EDS mapping. The mechanical properties of the joint were analysed by shear testing.

3 RESULTS AND DISCUSSION

3.1 Welding with fiber laser

Due to the small laser spot diameter of the fiber laser, the generated seam width lead to problems in the bonding behaviour. Therefore, a circular beam motion was applied (figure 1) to solve this problem. After metallographic weld seam examination, massive degradations in the tungsten alloy part were obtained. Figure 4 shows keyhole artefacts of the laser beam in the tungsten alloy specimen. Due to the circular oscillation, the laser beam alternates along the complete seam width. By adjusting small values of overlap, the laser beam traverses the tungsten alloy part. The high power density of the laser beam accompanied with the low melting and vaporisation temperature of cobalt in the alloy results pores and complex intermetallic or intermediate phases. Especially the complex phases generate high thermal stresses and brittle material properties after the welding process. The massive crack in figure 4 documents this issue. In addition, the high power density of the small laser spot results V- and X-shaped weld beads [23]. Those bead geometries lead to local concentrated bonding near to the upper and/or lower surface of the seam, while in the middle of the joint no bonding is achieved. Therefore, complete bonding requires overlap values $\Delta y > 0.1 \text{ mm}$, which entails the crossing of the laser beam over the heat sensitive tungsten alloy sample. In consequence, it was not possible to overcome the discrepancy of sufficient bonding and degeneration free tungsten alloy parts with the “wobble” beam motion. Thus, welding dissimilar heat sensitive materials in a butt-joint configuration by means of circular laser beam oscillation is unfavourable.

3.2 Welding with disk laser

The disk laser source in combination with the employed optical set up generates a larger spot diameter and in consequence a larger melt bath and heat affect zone. Therefore, the previous wobble motion was not necessary and a linear beam guidance was applied. Due to the high power of the disk laser, the induced keyhole was surrounded by a thicker film of liquid metal compared to the smaller spot of the 400 W fiber laser, which enables to join both parts without crossing of the laser beam over the tungsten alloy sheet.

For both optical diameters, statistical design of experiments were used. As an output of the design in figure 3, 15 different parameter sets were defined. These sets can be separated in 5 groups by the overlap and the applied energy. Group I with the parameter set 1 has the minimum overlap of $\Delta y = 0.078 \text{ mm}$. For the following sections II-V, overlap values $\Delta y = 0.1/0.2/0.3 \text{ mm}$ were adjusted respectively. The bars in the particular sections of figure 5 and 8 are listed with increasing energies. E.g. parameter set 2 in group II had an applied energy of 14 J/mm, while
set 5 in the same group was welded with an energy of 42 J/mm.

Welds produced with the 89 µm laser spot of the 50 µm fiber result low shear strength. Minimum overlapping of 0.078 µm lead to medium shear strength. An increase of the overlap value up to Δy=0.1 mm improves the joint strength in case of higher energies. Welds with Δy=0.1 mm and low energies also show low shear strengths (figure 5). This could be explained by the dependency of the weld seam shape on the energy. High energies result in I-shaped seams, while welds produced with lower energies tend to V- or X-shaped seams. Local bonding, which means the area of joined tungsten alloy to the steel sheet, is the consequence. Thus, the percental bonding between both parts also increases when welding with higher Δy values. Almost complete bonding was achieved with overlap values of 0.2 mm and more. Although complete bonding was provided, the shear strength of groups III-V decreased noticeably (figure 5).

Metallographical observation of the weld specimen in figure 6 shows distinct differences in the weld seam metallurgy. The low overlap value of Δy=0.1 results incomplete bonding between both specimen. The weld bead does not form a homogeneous geometry with vertical phase boundaries, therefore the wetting of the tungsten alloy part with molten steel only appears in the upper and/or lower area of the seam. This issue lead to the incomplete bonding of both parts. In addition, the weld seam has a martensitic microstructure. This microstructure is a consequence of the high carbon equivalent of 0.62 for the used steel grade. An increasing value of overlap is accompanied by an intensified melting of the tungsten alloy part and an alloying of the melt bath with tungsten and carbon. Because of the higher tungsten and carbon content in the weld seam, a modified seam metallurgy can be seen in figure 6. In the SEM image (figure 7), complex phases are detected. The ferritic-pearlitic microstructure of the raw steel part changed the crystallography to an austenite (γ-Fe) dominated structure.

![Figure 7 - SEM-Image of the brittle weld seam](image7.png)

**Table 2- EDS-Results**

<table>
<thead>
<tr>
<th>Point</th>
<th>W [%]</th>
<th>Fe [%]</th>
<th>C [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40.5</td>
<td>54.7</td>
<td>In Balance</td>
</tr>
<tr>
<td>2</td>
<td>10.7</td>
<td>85.1</td>
<td>In Balance</td>
</tr>
<tr>
<td>3</td>
<td>91.7</td>
<td>6.4</td>
<td>In Balance</td>
</tr>
</tbody>
</table>

The austenite stabilization took place as a result of the increased carbon content in the melt. The austenite grains are surrounded by a dendritic structure on the grain boundaries, which consist out of the complex double carbide (WFe)12C (eta-phase).
First XRD measurements identified this as Fe₇W₈C. However, this needs to be confirmed in following investigations. Tungsten, which is not dissolved in the eta-phase forms sub stoichiometric W₅C. The performed EDS-analyses in table 2 confirm the alloying effect of the steel bath by the molten tungsten alloy. The eta-phase and the W₅C are brittle, which lead to the significant reduction of the shear strength (Figures 5 and 8). Welding with the larger laser spot diameter of 356 µm for the 200 µm fiber increases the shear strength. In comparison to the welds performed with the 89 µm laser spot, the shear strength of the welds of the groups I-III improved strongly. Due to the lower power density in the laser spot of the 200 µm fiber, the bead profile transformed. As shown in Figure 6, the bead profile has a X-shape geometry. This shape leads to local bonding in the upper and lower surfaces of the seam. Therefore, a complete bonding could be obtained with overlap values more than Δy=0.2 mm.

Although, the joint strengths of welds produced with the 356 µm laser spot and lower overlaps were significant higher than samples welded with the smaller spot diameter of 89 µm. With Δy=0.1 and 0.2 mm, the weld seam showed a martensitic microstructure, which can be correlated with higher strengths. Indeed, with Δy=0.2 mm the same amount of tungsten alloy was melted during the process compared to the previous welds. Although, the relative concentration (%) of tungsten and carbon was decreased, caused by the larger weld seam volume generated with the 356 µm laser spot. Based on previous investigations, it is known that 6-8 % of the tungsten alloy part can the dissolved in the liquid steel bath without the phase transformation into austenite. Due to the higher seam volume, the critical concentration of tungsten and carbon in the melt bath could be shifted to higher overlap values. Similar to the samples welded with the 50 µm fiber, overlapping Δy≥0.3 mm lead to an intensified melting of the tungsten alloy part and to a carbon and tungsten supersaturated melt bath, which results the harmful phase transformation of the weld seam metallurgy.

The statistical evaluation of the results can be seen in Figure 9 and 10. As visualised in the main effect plot, power and velocity influences the joint strength differently. While the power has a strong impact on the joint strength, the influence of the welding speed is more moderate. Thus, the ratio of power and velocity (the energy per unit length [J/mm]) is not appropriate to substitute these two separate parameters, because the interaction of both parameters is not constant. In fact, the energy per unit length has to be mentioned accompanied with the applied value of power and velocity. The interaction plot in Figure 10 affirms the strong interaction of power and velocity. Depending on the particular values, limited interaction between power / overlap and velocity / overlap appeared. In addition to the metallographical results, the overlap Δy has the strongest impact on the joint strength. For the 356 µm laser spot welds, overlap values of Δy=0.078-0.2 generate proper strength. An increase of Δy up to 0.3 mm and more lead to a brittle and phase transformed weld seam metallurgy. A significant reduction of the strength is the consequence. The same characteristic can be observed for welds produced with the laser spot of 89 µm.

4 CONCLUSION

A full penetration laser welding process of steel-tungsten alloy sheets has been investigated. The main outcomes can be summarized as follows:

- Using small spot diameter with circular beam oscillation lead to degradation of the tungsten alloy.
- High shear strength can be correlated with martensitic microstructures.
- Increased overlap values lead to intensified melting of the tungsten alloy part and to a phase transformation in the weld seam.
- Due to the higher carbon content, a austenitic stabilisation takes place.
- Additionally, W₂C and (WFe)₁₂C was identified, which lead to brittle material properties and low shear strengths.
- Using of a larger laser spot results a bigger seam volume, which decreases the relative concentration of tungsten and carbon in the melt bath and allows larger overlapping and finally higher shear strengths.
- The impact of power and velocity on the shear strength is unequal and both parameter show strong interaction.
- The overlap Δy is the most important parameter for the process.

Future investigation will focus on the improvement of the bonding behaviour of the liquid phase to the joint partner and detailed analysis of the intermetallic and intermediate phases in the seam.
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Abstract

The Laser Technology Competence Centre (LTCC) of the University of Luxembourg provides skills in joining material combinations, which are considered being non-weldable with traditional methods or at least challenging to join (e.g. Copper and Aluminium, Aluminium and Polyamide (PA), Titanium and PEEK, steel and tungsten hard alloy). Related accomplishments include minimal intermetallic compounds, convincing mechanical and superior electrical properties of the laser-welded specimen. With defined spatial and temporal modulation of the laser beam, an accurately defined temperature profile is created on the lower side of the upper material in the two dimensional directions, which enable joining of dissimilar materials in overlap configurations, despite challenging thermal properties. To weld butt-joint geometries with minimal heat affected volume, the temperature profiles were expanded in the third dimension, which can be achieved through controlled laser energy guidance. The scientific methods to accomplish these convincing results are explained, with selected industrial use cases ranging from automotive industry, energy storage, and medical implants. An outlook with unsolved challenges is intended to ignite discussions about upcoming research topics.
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1 INTRODUCTION

Lightweight design is one of the most interesting aspects for many industrial products. Common joining technologies, as clamping, screwing or gluing are accompanied with high part weights and costs. Therefore, substantive joining receives growing interests of engineers of different fields. Laser welding offers the best opportunities for welding dissimilar heat sensitive materials due to the precise heat input [1]. Thus, scientific investigations about the laser welding processes of dissimilar materials have been intensified during the last decades [2].

For the automotive industry, laser welding of polyamide to aluminium is a promising technique. Those joints of metal to polymer enables to reduce the part weight significantly. Thus, several publications deal with the challenging process of overlap laser welding of those materials [3]–[6]. By applying a defined energy density of the laser radiation on the surface of the aluminium sample, it was possible to liquefy the polyamide at the interface without degradation of the lower polymer specimen.

A similar overlap process is used for laser welding of copper to aluminium. Due to the poor dissolubility of copper in aluminium, brittle and electrical high resistant intermetallic phases occur frequently. An accurate heat input in the upper copper part guarantees minimum intermetallics, which is shown by different authors [7]–[10]. Those joints are commonly used for batteries in the automotive sector.

The brilliant energy application of laser radiation also enables to weld sintered materials to metals. Due to the specific material properties of sinter materials, welding, and in addition liquidation, of those metals is accompanied with material damages. However, the precise energy input of the laser allows to minimize the amount of liquefied sinter material in butt-joint welding processes. Thus, a reliable joint of sinter material to a dissimilar metal is accomplishable. This is proven by different studies and investigations [11]–[13].

The presented work points out exemplary the accomplishments of laser radiation for welding these three material combinations. Due to the heat sensitive material properties, the joints of aluminium-polyamide, aluminium-copper and steel-tungsten alloy represent some of the most challenging task for welding dissimilar materials. Thus, the developed processes and generated knowledge is presented in this work.

2 HEAT CONDUCTION WELDING OF ALUMINIUM TO PA 6.6

2.1 Experimental set up

Polyamide 6.6. melts at $T_{\text{mel}}=255$ °C and starts to degenerate at a temperatures above 300 °C. In addition, aluminium has a melting temperature of 660 °C. It is obvious that a simultaneous presence of both melt baths is accompanied with degradation of the polymer specimen. Therefore, a heat conduction process is necessary to avoid thermal overload of the polymer and to join both materials successfully. For
doing so, the laser beam generates a liquid melt pool on top of the aluminium sheet without full penetration of the metal part (figure 1).

**Figure 1 - Heat conduction welding of PA 6.6 to aluminium**

Due to the excellent thermal conductivity, the heat of the melt bath disperses in the solid aluminium base material. Depending on the thermal conductivity and capacity, a defined spatial temperature gradient inside the aluminium part is generated. This temperature profile results in the required melting temperature at the interface of the two parts. In consequence, a brilliant laser source with a high beam quality is needed to ensure the accurate heat input. Therefore, a fibre laser from company TRUMPF was employed to perform the welding experiments. The used fibre laser had a near-infrared wavelength of 1070 ± 10 nm and a maximum peak power of $P_{\text{peak}} = 400$ W. The emitted laser beam was shaped by a SCANLAB HS20 fθ-scanner with a collimator width of 90 mm. With the 11 µm optical fiber, a focal spot diameter of 31µm was generated. The aluminium surface is covered by an oxide layer. This oxide layer has a significantly higher melting temperature as the base aluminium ($Al_2O_3$: $t_{\text{melt}}$ ca. 2050 °C, Al: $t_{\text{melt}}$: ca. 660 °C). Therefore, a minimum power density on the surface of the aluminium sample is necessary to penetrate the oxide layer. An increase of the peak power enables to penetrate the layer, but raises the probability of full penetration of the aluminium sample and finally the risk of polymer degradation. By shaping the pulse time of the laser radiation, it is possible to reduce the average power and to avoid full penetration, but to guarantee a penetration of oxide layer, caused by the high peak power. Therefore, a pulsed laser process was employed, which offers a balance between both conflicting aspects.

The pulse shape is characterized by the pulse time $T_{\text{mod}}$ and the pulse period $T$ (figure 2). Modification of the pulse time and the pulse period leads to changes in the average power $P_m$, which can be calculated as follows:

$$P_m = T_{\text{mod}} \cdot \frac{1}{T} \cdot P_{\text{peak}}$$

The frequency of the pulsing ($f = \frac{1}{T}$) was set to 25 kHz and kept constant for all welds. The laser beam was guided in a circular trajectory, which is shown in figure 2.

For the experiments, 0.5 mm thick aluminium sheets of the grade EN-AW 1050A with a geometry of 150 x 40 mm was employed. The polyamide 6.6 sample had a thickness of 1 mm and a geometry of 60 x 40 mm. Due to the heat conduction process, the welds were performed in an overlap configuration (figure 1).

**2.2 Results**

Due to the precise energy input and the excellent beam caustic, a defined melt pool was generated in the aluminium sample. As shown in figure 2a, the resulting bead geometry shows an almost rectangular shape in the metallographical cross section. Depending on the dimension of the melt pool, which can be modulated by laser power, welding speed and pulse frequency, heat conducts out of the melt bath. Due to the high thermal conductivity of aluminium, the required melting temperature of PA6.6 was accomplished at the interface of the joint, which was measured by thermal imaging previously [6]. A thin fusion zone was detected at the interface by means of SEM imaging (figure 4b).
Because a full penetration of the aluminium sample by the laser beam is prevented, the lower surface of the aluminium specimen remains solid. The liquid polymer wets the aluminium and generates a physico-chemical bonding between both materials [5]. Modification of the laser parameters power, feed rate and pulse frequency lead to changes of the heat input and the dimension of the melt bath. Thus, a larger melt pool intensifies the heat conduction and increases the temperature at the very interface. Temperatures, which exceed the degradation temperature of the polymer, result damaging of the polymer and form gas bubbles, with may brake through the aluminium part and generate tunnels. In addition, the wettability of the liquid polymer to the solid aluminium is reduced by the gas bubbles. A significant decrease of the shear load of the joint is the consequence [6]. As shown in figure 5, small variations of the average power lead to magnificent changes in the shear load of the samples. Therefore, a precise heat input is necessary to ensure high quality. This defined heat provision may be accomplished by modifications of the pulse modulation or the peak power. Therefore, the developed pulsed laser process in addition with the brilliant beam quality of the fibre laser, enables to join polyamide 6.6. to aluminium with high quality.

3 OVERLAP WELDING OF COPPER TO ALUMINIUM

3.1 Experimental set up

Joints of aluminium and cooper are commonly used for batteries in the automotive industry. Those applications require high mechanical strength and low electrical resistance. Laser welding enables to join both materials with high strength and low electrical resistance, which is hard to achieve common techniques like ultrasonic welding. Similar to welds of PA 6.6. and aluminium, a accurately defined energy input is also needed for welding copper to aluminium. Therefore, the same 400 W fibre laser was used for the Cu-Al welds. In addition, a pulsed laser process with pulse times between 24 µs and 48 µs was employed (figure 1). The laser beam was guided in the same circular beam movement as shown in figure 2 and with a constant feed rate of 500 mm/s. The aluminium and copper sheets were positioned in an overlap configuration (figure 6). Due to the high power density in the focal point on top of the aluminium samples, the laser beam penetrated the upper aluminium sheet completely. In addition, the lower copper part was melted just in a depth of a few µm. Thus, a defined intermixture of both metals in the fusion zone was the result. The mechanical properties of the joints were characterized by means of shear pull testing. The pulling force and the toughness were used to quantify the joint strength. By doing so, the toughness was calculated as a function of the pulling force and the elongation. For analysis of the weld seam metallurgy, metallographic cross sections were perpetrated and observed with an optical microscope. After embedding, grinding and polishing, the samples were etched with Keller reagent. The electrical resistance of the weld seam was measured and correlated to the mechanical properties like maximum pulling force and toughness. Two oppositely positioned electrodes applied a constant electric current of \( I = 0.4 \, \text{A} \). By measuring the decreasing voltage \( U \), the electric resistance \( R \) was calculated regarding to the following equation:

\[
R = \frac{U}{I}
\]
For a statistical significance, each weld was measured 15 times.

### 3.2 Results

The joint quality of laser welded Cu-Al samples strongly depends on the induced energy during the laser welding process. As shown in figure 7a, an insufficient heat input leads to reduced local bonding of both materials. Following the wobble trajectory, the lower copper part melts partially at the interface. Most of the Cu material stays solid at the interface. A small fusion zone accompanied with voids in the interface is the consequence. In contrast, an excessive energy input leads to a deeper penetration of the laser beam into the copper sheet and to an enlarged fusion zone (figure 7c). Due to the limited solvability of Cu in Al, intermetallic phases (IMC) are formed. A defined heat input enables to obtain complete bonding without the formation of a harmful amount of IMC (figure 7b) [14].

Corresponding to figure 8, the intermetallic phases lead to significant deterioration of the electrical and mechanical properties of the weld. Measurements of the electrical resistance showed the correlation between IMC and the electrical performance of the joint (figure 8). The intensity of the formation of IMC correlates with the raising pulse time. Thus, a longer pulse time lead to an intensified melting of copper and an increased formation of IMC. The highest electrical resistance was obtained by bear contact of both samples without a substantive joint. Low heat input accompanied with a metallurgical joint results low electric resistance, because of the low amount of IMC. A constant increase of the heat input results in an intensified formation of the amount of IMC and finally a higher electrical resistance. The optimum electric resistance was accomplished with a pulse time of 24 µs. This point corresponds with figure 7b, where a complete bonding with a low amount of IMC was generated [10].

In addition, higher amounts of IMC also influence the mechanical properties of the joint due to their brittle material properties. Thus, figure 9 shows the dependence of the maximum pulling force and the toughness on the pulse time and in addition on the amount of IMC. Low pulse times correlate with low laser energy input. A pulse time of 18 µs generates joints with inferior pulling strength and toughneses. A moderate increase of the pulse time up to 21 µs improves the joint strength significantly. A following raise of the pulse time leads to an intensified melting of copper and a growth of IMC. Therefore, the maximum pulling forces decrease. Welds performed with a pulse time of 36 µs and more show brittle material behaviour. Therefore, a significant decrease of the strength and the toughness is the consequence [10].

Comparison of the results of the electric resistance and the pulling forces shows that an optimum heat input with low electrical resistance and high mechanical strength is accomplishable, due to a precise control of the energy input with the fibre laser.

Ongoing research yields that detection of the emitted spectral process radiation is suited to define this process window of optimal joint performance [15].

### 4 BUTT-JOINT WELDING STEEL TO TUNGSTEN ALLOY

#### 4.1 Experimental set up

In contrast to the other experiments, the tungsten alloy and steel sheets were welded in a butt-joint configuration (figure 10). Complete bonding between both parts was accomplished due to a full penetration process. Because of the heat sensitive material properties of the tungsten alloy part, the laser beam was laterally focused on the steel specimen. By changing the lateral distance of the laser beam to the interface of tungsten alloy and steel samples, the
amount of melted tungsten alloy could be manipulated. The melt bath, which is generated by the laser beam, has a width b, which is dependent on the laser parameters power P and speed v. In addition, the high power density in the focal spot leads to a keyhole and enables to perform a full penetration weld. The keyhole capillarity is surrounded by a thin film of liquid metal. By adjusting the lateral distance of the laser beam to the interface, an interaction of the liquid steel with the tungsten alloy part is possible without damaging the heat sensitive sample caused by the laser radiation. The distance of liquid steel, which interacts with the tungsten alloy part, is called overlap Δy and is dependent on the weld seam width b and the lateral distance y [16]. In vertical direction, the laser beam was focused in the middle of the 1.12 mm thick steel sheet. The complete dimension of the steel sample of the grade SAE 6135 was 45x35x1.12 mm. The tungsten alloy specimen, which had a composition of 82.5 % W, 5.5 %C and 12%Co, had a dimension of 1.85x35x1.12 mm.

The welding experiments were carried out with a 2kW disk laser form company TRUMPF. The employed laser source had a wavelength in the near-infrared spectrum of 1030 ±10 nm. The used scanner optic with a collimator width of 90 mm was connect to the laser source by a dual-core fibre. This fibre had a first (inner) diameter of 50 μm and a second (outer) diameter of 200 μm. In combination with the collimator of the scanner head, focal spot diameters of 89 μm and 356 μm were realized.

The mechanical properties of the joint were analysed by shear testing. For the metallurgical investigations, metallographic cross sections were perpetrated. Therefore, the specimen were cut with diamond cutting blades, embedded in thermo-plastic resign, ground and polished with diamond suspension down to 1 μm. The microstructure of the weld seam was obtained by etching with Nital- (3 % HNO₃ in C₂H₅OH) and Murakami-etchant (KOH+K[Fe(CN)₆] in H₂O) respectively. Metallographic observation was performed with an optical microscope.

**Results**

The applied laser spot diameters have a significant influence on the weld seam formation. Welds generated with a smaller laser spot lead to higher power densities on the surface of the specimen. Thus, an intensified heat input is the consequence, which results changes in the density of the liquid metal due to the temperature differences and in addition to changes of the surface tension of the liquid phase. Gradients in the surface tension initializes the Marangoni convection and influences the formation of the weld seam [17]–[19]. The same influence may be obtained due to variations of power and welding speed. **Figure 11** shows a distinct influence of the spot diameter on the bead shape and the bonding behaviour of the tungsten alloy sample to the steel specimen. All welds were generated with the same lateral distance y to the joint interface.

Low energies accompanied with a small focal diameter of 89 μm lead to an almost I-shaped weld seam geometry. Therefore, a sufficient bonding along the complete height of the weld seam between the tungsten alloy sample and the steel part was obtained. Due to the increased power intensity on the laser spot on the surface of the steel sample, the stimulated Marangoni convection formed a X-shaped bead profile. Thus, bonding between both metals was only accomplished at the upper and lower surface of the bead. An area without metallurgical bonding was observed in the middle of the weld seam (red arrow in figure 11b ). The local concentrated joints in the interface decrease the maximum shear load, which is shown in figure 12. The larger focal spot diameter of 356 μm decreases the power density in the focal spot. This change of the heat input results a manipulated seam geometry due to the influenced 2-dimensional temperature profile on the surface of the metal. Complete bonding was accomplished with both energies. However, a significant change in the weld seam metallurgy took place.
A high maximum shear load may be correlated with a martensitic weld seam metallurgy, which is shown in [16]. This microstructure was obtained for the samples welded with a larger laser spot and low energy (figure 11c). Due to the higher energy density in figure 11d, the weld seam geometry and volume changed. In addition, the change in the bead geometry was accompanied with an intensified melting of the tungsten alloy part. This higher ratio of tungsten alloy melting, results a alloying effect of the steel melt bath. Based on previous results in [16], it is known that a tungsten alloy content in the steel melt bath above 6-8% causes the formation of complex and brittle intermetallic and intermediate phases. Those following phase transformations of the weld seam metallurgy can be seen due to the white colour of the weld seam in figure 11d. Those intermetallic and intermediate phases are brittle and cause high thermal stress in the weld seam and the heat affected zone. The change of the weld seam metallurgy caused a decrease of the maximum shear load, although a complete bonding between both materials was given (figure 12).

5 DISCUSSION / CONCLUSION

Different welding methods were presented. Adjustments of the most important laser parameters power, velocity and focal position (in y- and z-direction) enabled to weld different heat sensitive materials in two welding configurations (overlap and butt-joint).

When welding aluminium to polyamide 6.6, an accurate heat input is necessary to melt the polymer without harmful degradation. Therefore, a defined weld pool was generated inside the aluminium sample. The dimension of the melt pool depends on the laser parameters power and velocity. In addition, the width of the melt bath may be manipulated by the width of the wobble path of the laser beam on the surface of the aluminium part. The volume correlates with the conducted heat outside the melt bath. Thus, changes in the laser parameters and in addition in the melt bath dimension, lead to an increase or decrease of the temperature at the interface. Therefore, power and velocity have to be selected carefully. An increased energy may lead to a penetration of the aluminium specimen and to a degradation of the polymer. However, low energy causes too low temperatures at the interface, wherefore the polymer remains solid during the welding procedure. For the welding copper to aluminium, an overlap welding configuration was applied too. To obtain a joint at the interface of both metals, the upper aluminium layer was completely penetrated by the laser beam. In addition, the lower copper sample melts during the process due to the laser radiation as well. The two dissimilar melts stir and form intermetallic phases. Those phases are necessary for a substantive joint, however, they are accompanied by high brittleness and low electrical conductivity. Therefore, the amount of IMC has to be minimised for obtaining joint with high strength and low electric resistance. The amount of liquefied copper in the melt bath depends on the depth of laser penetration into the copper surface. A high penetration, leads to intensified melting of the copper sample, whereat a low penetration reduces the amount of liquid copper in the aluminium melt. The laser parameters power and velocity influence the penetration depth and finally the amount of IMC. A suited energy input enables a defined adjustment of the penetration depth and the amount of intermetallic phases. While in case of welding aluminium to polyamide the laser parameters power and velocity mainly defines if a joint is given or not, the same parameters allow to optimize the joint properties like mechanical strength and electric resistance for welds of Al-Cu.

The most complex influence of the parameters laser power and velocity on the welding process were obtained for joining steel to tungsten alloy in a butt-joint configuration. Welding in an overlap configuration requires a precise control of the temperatures on the 2-dimensional specimen surface at the interface of both materials. The interaction of the laser beam with the keyhole walls and the fluid flow behaviour around the capillarity play a secondary rule. In contrast, the spatial weld bead formation is a key factor in butt-joint welding processes. Due to specific bulkling temperatures, the phase boundary of the liquid to the solid phase and the boundary of the heat affected zone can be correlated with specific temperatures. E.g. at the phase boundary liquid / solid, the melting temperature of the metal is present and follows the geometry of the boundary. Therefore, a variation of the melt bath geometry lead to changes in the temperature profile along the complete height of the weld seam. As shown in the results of the experiments, the weld seam geometry depends on different parameters like focal spot diameter, power, velocity. In addition, the type of shielding gas also influences the weld seam formation significantly [20]. However, the most critical influence was obtained due to variations of the power and welding speed. By
adjusting defined values of power and speed, depending on the thickness of the sheet, the material, the employed laser etc., it was possible to accomplish weld seams with vertical seam boundaries. Those vertical boundaries represent a vertical and homogenous temperature distribution at the interface. Enhanced joint strengths are the result. Joining of multiple material combination requires comprehensive understanding of the temperatures at the interfaces, which is the key for joining those dissimilar materials thermally. With tailored parameter sets for the different material combination, it is possible to weld heat sensitive and dissimilar materials in an overlap and a butt-joint configuration, due to the defined control of the multidimensional temperature profiles.
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Abstract

Machine learning is becoming an increasingly popular concept in the modern world since its main goal is to optimize systems by allowing one to make smarter, effective use of resources. The increasing availability of digitalized data, greater computational power and more powerful machine learning algorithms also furthers the attractiveness of machine learning applications. In the manufacturing industry machine learning can lead to cost savings, time savings, increased quality and waste reduction. This study used a systematic review to investigate the different machine learning algorithms applied to additive and subtractive manufacturing within the sustainable manufacturing context.
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1 INTRODUCTION

Machine learning (ML) consists of algorithms, which are sets of rules, that employ mathematical and statistical techniques to aid in the design of computer programs to enable them to study, learn from, identify trends and patterns, and determine similarities in data [1]. Thereafter, predictions and decisions are made based on what was learned, without being explicitly programmed to do so. ML applications are becoming increasingly popular due to the increasing availability of digitalized data, greater computational power and more powerful ML algorithms.

Machine learning have been applied to a variety of additive and subtractive manufacturing (ASM) processes to reduce production time and to increase quality. Quality applications within the additive manufacturing (AM) industry include improved surface finish, minimized support structures, increased structural strength, increased stiffness, reduced warp deformation, increased dimensional accuracy, etc. Quality applications within the subtractive manufacturing (SM) industry include improved surface roughness, tool wear monitoring for improved surface roughness, reduced work piece or tool vibration, reduced operation temperature, improved accuracy, etc.

This paper focuses on ML applications in additive and subtractive manufacturing. Firstly, the methodology is discussed followed by ML techniques and their applications in the industry.

2 METHODOLOGY

2.1 Systematic review

The research methodology used for this study is the systematic review. The systematic review enables the growth of a knowledge base consisting of relevant and useful information, generates information based on research conducted in the areas of study which are of interest and identifies opportunities for further investigation [2]. A systematic review makes use of a pre-specified criteria to collect, evaluate and summarize the collected empirical evidence and research to answer a well-defined research question.

The focus of this paper is to review the different ML techniques which have been applied in ASM, discover the application purposes and analysing the success of the applications. The literature review covers full papers from 2000 to 2018 which are selected according to the criteria provided in Table 1. The template was created by [3] and modifications were added by the author.

3 MACHINE LEARNING ALGORITHMS

In this section the most common ML algorithms used in industry are summarized.

3.1 Neural networks

A neural network (NN) or artificial neural network (ANN) is an arrangement of statistical algorithms which structure is based on the biological brain patterns found in human brains. NNs are used to identify and create the non-linear mathematical relationships between input variables and the output variable(s). NNs are applied to classification, estimation/regression, simulation and prediction problems [4].
Table 1 - The selection criteria for the literature.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Desired value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial sector of the application</td>
<td>Manufacturing</td>
</tr>
<tr>
<td>Specific process</td>
<td>Additive and subtractive manufacturing</td>
</tr>
<tr>
<td>Purpose of the study</td>
<td>Quality assurance, optimization, sustainability, waste reduction, cost reduction, time reduction,</td>
</tr>
<tr>
<td>Keywords</td>
<td>Machine learning, artificial intelligence, optimization, simulation, additive manufacturing, rapid prototyping, layer manufacturing 3D printing, cutting process, cutting tools design, quality, cost, time, waste, sustainability,</td>
</tr>
<tr>
<td>Date of publication of</td>
<td>January 2000 – April 2018</td>
</tr>
</tbody>
</table>

A NN is an interconnected parallel network consisting of 3 or more parallel layers: input layer, hidden layer(s) and output layer. Each layer consists of parallel neurons, which uses weights, biases and transfer or activation functions to create a model which best describe the non-linear relationship between the input and output variables. The input layer has a number of neurons equal to the number of input variables and the same holds for the output layer and output variables. The transfer functions (also called neuron functions) are mathematical functions and examples include sigmoid-logistic [5], linear, tangent-sigmoidal [6], hyperbolic trigonometric functions, exponential and Gaussian [7] activation functions. Figure 1 shows the structure of a basic NN.

A genetic algorithm (GA) is an evolutionary algorithm based on Darwin’s theory of natural selection and evolution [7]. At the start an initial population consisting of chromosomes (feasible solutions) is randomly generated. Each individual or solution is evaluated according to the fitness function. The fitness or objective function is a user specified criteria which determines the output variable value of a solution given its input variable characteristics (its genes) [9]. Three primary genetic operations occur to create the next generation or population in order to explore the solution space: reproduction, crossover and mutation. Figure 2 shows the genetic algorithm and the processes of reproduction, crossover and mutation.

Figure 1 - A basic feed-forward neural network.

Figure 2 - The genetic algorithm.

3.2 Evolutionary and swarm intelligence-based algorithms

These algorithms are population-based heuristic optimization algorithms and they are derived from natural biological processes. These algorithms include genetic algorithm (GA), non-dominated sorting genetic algorithm (NSGA), particle swarm optimization (PSO), biogeography based optimization algorithm (BBO), firefly algorithm, artificial bee colony (ABC) and ant colony optimization (ACO) [8]. They share common control parameters like population size and number of generations, while each has its own set of algorithm-specific parameters.

The genetic algorithm (GA) is an evolutionary algorithm based on Darwin’s theory of natural selection and evolution [7]. At the start an initial population consisting of chromosomes (feasible solutions) is randomly generated. Each individual or solution is evaluated according to the fitness function. The fitness or objective function is a user specified criteria which determines the output variable value of a solution given its input variable characteristics (its genes) [9]. Three primary genetic operations occur to create the next generation or population in order to explore the solution space: reproduction, crossover and mutation. Figure 2 shows the genetic algorithm and the processes of reproduction, crossover and mutation.

\[ y = \beta_0 + \sum_{i=1}^{n} \beta_i x_i + \varepsilon \]  

\[ y = \beta_0 + \sum_{i=1}^{n} \beta_{it} x_i + \sum_{j=1}^{n} \beta_j x_j^2 + \sum_{i=1}^{n} \sum_{j=i+1}^{n} (\beta_{it} x_i x_j) + \varepsilon \]
3.4 Other machine learning techniques

A wide variety of ML algorithms are used in industry, including finite element analysis (FEA), fuzzy logic, regression analysis, simulated annealing (SA), Solid Isotropic Microstructure with Penalisation (SIMP) method, support vector machines (SVM), hidden Markov model (HMM) and artificial neural fuzzy inference systems (ANFIS).

4 MACHINE LEARNING APPLICATIONS IN ADDITIVE AND SUBTRACTIVE MANUFACTURING

Traditionally process parameters are determined by the operator’s experience [4], the conservative technological data provided by the manufacturing equipment manufacturers [5] and trial-and-error operations. This leads to inconsistent manufacturing performance since operator’s experience is limited and subjective while the manufacturer data is based on safety-conscious principles and it only includes applications on certain machining materials [14]. New materials are constantly developed, for example titanium alloys, aluminium alloys, advanced plastics, etc. Trial-and-error operations employ post-process techniques to inspect the quality of the finished product. This methodology includes a range of disadvantages: it is costly, time-consuming and it leads to numerous defective and useless products which are only discovered once the process has been completed [15].

Machine learning addresses these resource efficiency challenges by determining the optimal process parameters given an objective(s) through simulations without repeatedly producing physical products. ML also increases sustainability since it leads to the permanent availability of uniform, objective ASM process knowledge (manufacturers do not have to hire costly consultants repeatedly), it enables manufacturers to optimally benefit from their manufacturing equipment without the acquisition of new costly, carbon footprint related equipment and it reduces the usage of valuable resources including time, money, energy and natural resources. ML also enables employee safety as well as product safety, since it can be used proactively to allow one to view the process parameters before application. Thus harmful parameters can be identified before the process has started.

There are complex interrelationships between process parameters, process output, economic factors and environmental factors. The parameters directly affect the production efficiency, production cost, product quality, tool life (in the case of SM), processing time, power energy consumption and the carbon emissions [16]. All the ML applications considered during the systematic review investigated one or combinations of these sustainability-related relationships.

4.1 Additive Manufacturing

During the systematic review 70 AM articles have been randomly selected and inspected. For full details on the process, content and references, please refer to [17]. ML algorithms have been applied to a variety of AM process types including 3D printing (3DP), directed energy deposition (DED) electron beam melting or manufacturing (EBM), fused deposition modelling (FDM), laser engineered net shaping (LENS), laminated object manufacturing (LOM), stereolithography (SLA), selective laser cladding (SLC), selective laser melting (SLM), selective laser sintering (SLS) and wire + arc additive layer manufacture (WAALM). Fig. 3. illustrates the AM processes supported by ML applications. The percentages indicate the relative ratios. It is evident that FDM is the field in which the most applications have been applied, followed by SLC, SLS and AM in general (for example aiding in modelling and design) applications. Fig. 4. illustrates the different types of ML algorithms which have been applied in AM processes. ANNs are the most common application, followed by GA, regression modelling and RSM.

The articles were further inspected to determine the accuracy or prediction error of the different ML algorithms and to compare them. Table 2 provides a summary. Two measurements of accuracy are used, namely the coefficient of regression, $R^2$ (Equation 3) [4], and relative error, RE (Equation 4) [18].

$$R^2 = 1 - \left(\frac{\sum(T-P)^2}{P}\right)$$  \hspace{1cm} (3)

$$RE(\%) = \frac{|P-T|}{T} \times 100$$  \hspace{1cm} (4)
The objective of the ML applications was included as well. It is interesting to note the small RE for ANNs.

<table>
<thead>
<tr>
<th>AM Process</th>
<th>Objective</th>
<th>Algorithm &amp; Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDM</td>
<td>Surface roughness prediction</td>
<td>ANN - $R^2 = 0.996$ [4]</td>
</tr>
<tr>
<td></td>
<td>Compressive strength prediction</td>
<td>ANN - RE = 1.2% [18], ANN - RE = 1.7% [7], ANN - RE = 0.2% [19]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GA - RE = 4.9% [18], GA - RE = 8.0% [7], GA - RE = 3.5% [20]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuzzy - RE = 6.1% [20], Regr. - RE = 2.5% [18], Regr. - RE = 1.7% [19], SVM - RE = 10.1% [20]</td>
</tr>
<tr>
<td></td>
<td>Wear strength</td>
<td>ANN - RE =3.4% [5]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GA - RE = 5.8% [5], SVM - RE = 5.9% [5]</td>
</tr>
<tr>
<td></td>
<td>Dimensional Accuracy prediction</td>
<td>Fuzzy - RE = 4.1% [21]</td>
</tr>
<tr>
<td>SLS</td>
<td>Shrinkage prediction</td>
<td>ANN - $R^2 = 0.93$ [22], RSM - $R^2 = 0.72$ [22]</td>
</tr>
<tr>
<td></td>
<td>% porosities prediction</td>
<td>Regr. - RE = 1.5% [23]</td>
</tr>
</tbody>
</table>

Regr. = regression modelling

Table 2 - The ML algorithm successes for AM.

4.2 Subtractive Manufacturing

During the systematic review 70 SM articles have been randomly selected and inspected ([8], [10], [12]-[16], [24-86]). Machine learning algorithms have been applied to a variety of cutting processes including cutting, turning, milling, drilling, boring, grinding, broaching, coroner, electric discharge machining (EDM), ultrasonic-assisted EDM (US/EDM), wire EDM (WEDM), abrasive water jet machining (AWJM), laser cutting process, electro-chemical machining (ECM) and focused ion beam (FIB) micro-milling.

Fig. 5. illustrates the SM supported ML applications. It is evident that turning and milling are the fields in which the most applications have been applied, followed by EDM and drilling. Fig. 6. illustrates the different types of ML algorithms which have been applied in SM. ANNs are the most common application, followed by GA, RSM and PSO.

The articles were further inspected to determine the accuracy or prediction error of the different ML algorithms and to compare them. Table 3 provides a summary. Two measurements of accuracy are used, namely the coefficient of regression, $R^2$ (Equation 3) [4], and relative error, RE (Equation 4) [18].

The objective of the ML applications was included as well. It is interesting to note the small RE for ANNs.
From the systematic review, trends in ML towards sustainability in the manufacturing industry. It can also greatly contribute to cost savings, time savings, increased quality and waste reduction. In the manufacturing industry machine learning can lead to cost savings, time savings, increased quality and waste reduction. It can also greatly contribute to cost savings, time savings, increased quality and waste reduction.

5 CONCLUSIONS

In the manufacturing industry machine learning can lead to cost savings, time savings, increased quality and waste reduction. It can also greatly contribute towards sustainability in the manufacturing industry. From the systematic review, trends in ML applications in ASM were identified, investigated and the results presented.
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Abstract
Injury to articular cartilage tissue can lead to long term pain and loss of mobility. The poor regenerative capacity of articular cartilage has led to different treatment strategies, among them, tissue engineering and bioprinting have been widely investigated. Many studies have focused on the use of a single polymeric material processed with or without cells for cartilage applications. This paper focuses on the design of a suitable photopolymerisable bioink based on alginate/gelatin for 3D bioprinting in cartilage tissue engineering. Alginate/Gelatin were chemically-modified with methacrylate anhydride groups and mixed with a photoinitiator solution to obtain a photocrosslinked hydrogels, functionalisation was confirmed through nuclear magnetic resonance. Resulting bioinks were processed using ultraviolet light (UV) radiation (8 mW/cm\textsuperscript{2}) for 8 min and were assessed for their morphological characteristics including swelling and degradation. Mechanical compression test and rheological characterisation were investigated. 3D cell culture shows that this system has overcome some cell compatibility issues associated with a lack of adhering motifs in alginate alone and 2D cell culture as the cell morphology was spherical compared to the 2D culture.
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1 INTRODUCTION
Hydrogels are a three-dimensional (3D) hydrated water-swollen polymer networks that can swell up to hundreds times their own weight [1]. Hydrogels have been receiving attention due to their potential use in a wide range of biomedical applications, including tissue engineering scaffolds [2], drug delivery [3], contact lenses, corneal implants and wound dressings [4], and articular cartilage repair [5][6]. Hydrogels are attractive class of biomaterial for the development or regeneration of soft tissues due to their excellent biocompatibility, oxygen and nutrient permeability, the capability to modify and tailor their mechanical properties, and mimicking the native extracellular matrix (ECM) [7]. Articular cartilage tissue engineering holds great potential for enhancing articular cartilage therapy that could allow the repair and regeneration of injured or diseased tissue. A variety of biodegradable and biocompatible hydrogels have already been used for cartilage applications [8]. Synthetic hydrogels have been investigated for the last two decades as a potential biomaterial for mimicking the ECM and can be tailored to have similar properties of ECM in terms of mechanical, morphological and biological properties [9]. However, typically synthetic hydrogels exhibit linear elasticity which is in contrast to physiological ECM that is characterised by a viscoelastic behaviour [8]. Furthermore, synthetic hydrogels have limitations regarding their biocompatibility and degradation properties compared with natural polymers[10].

Natural hydrogels are an alternative biomaterial that have inherent biocompatibility and biodegradability, and have potential for cartilage applications [11]. Among them, alginate has been widely investigated due to its relatively low cost, natural origin and ease of handling. Gelatin is another natural polymer that has been extensively explored due to its biocompatibility, biodegradability, promotion of cell adhesion and proliferation [12].

Alginate gels are currently being explored for cell encapsulation and drug delivery [13][14][15]. However, alginate has limitations such as lack of cell binding motifs, poor mechanical properties and slow gelation speed which affects gel uniformity and strength [16].

To improve the properties of alginate hydrogels and to overcome its limitations, alginate precursor polymer solution has been mixed with gelatin polymer solution to form a hybrid hydrogel system. This prominent approach in 3D hybrid hydrogel, the combination of different polymers, aims to create a hydrogel network with improved properties.

In this study, we present the synthesis and mechanical characterisation of an alginate-gelatin methacrylate hydrogel (Alg-Gel)MA and demonstrate dynamic control over the viscoelastic properties. It
has been demonstrated that the hybrid hydrogel system prepared from alginate methacrylate and gelatin methacrylate has overcome the limitations of using single hydrogel system. The hybrid hydrogel system enhances the mechanical properties, improves swelling and degradation kinetics, and allows cell adhesion and appropriate morphology.

2 MATERIALS AND METHODS

2.1 Synthesis of hybrid hydrogel

Hybrid hydrogel system was synthesised in four steps:

2.1.1 Photoinitiator solution preparation

The photoinitiator solution was prepared by dissolving VA-086, 2,2’-Azobis[2-methyl-N-(2-hydroxyethyl) propionamide azo initiator (Wako Pure Chemical Industries, USA) in Dulbecco’s Phosphate Buffered Saline (DPBS) (Sigma-Aldrich, UK) at 40°C for 30 min, to a final concentration of 0.5-1.5% w/v. The solution was filter-sterilised for further use.

2.1.2 Alginate methacrylate preparation AlgMA

Sodium alginate (Sigma-Aldrich, UK) was dissolved in DPBS at a concentration of 2 wt. % and then mixed with methacrylate anhydride (MA) (Sigma-Aldrich, UK) at 20% v/v of alginate solution. The pH of the solution was maintained between 7.4-8.0 during the reaction time by the addition of 5M NaOH. A reaction time of 24 h was used. After the chemical modification, the polymer solution was precipitated with cold ethanol, dried in an oven overnight at 40-50°C and purified through dialysis for six days. The solution was frozen at -80°C and the polymer recovered by lyophilisation.

2.1.3 Gelatin methacrylate preparation GelMA

Methacrylated gelatin was prepared by dissolving gelatin bovine skin type B (Sigma-Aldrich, UK) at a concentration of 12.5 wt. %, in DPBS at a temperature of 40°C. After gelatin dissolution, MA (10x molar excess) was added under vigorous stirring. The pH of the solution was kept at ~8.0 during the reaction. The reaction time was 6 hours. The solution was purified through dialysis for six days, frozen at -80°C and the polymer recovered by lyophilisation.

2.1.4 Hybrid hydrogel preparation (Alg-Gel)MA

Hybrid hydrogel system was synthesised by dissolving 2 wt. % AlgMA in the photoinitiator solution prepared in step 1. Dissolving 10 wt. % GelMA in the photoinitiator solution prepared in step 1. Mixing both solutions at 50:50 v/v %. Crosslinked discs (cell-free constructs) were produced by pipetting the (Alg-Gel)MA solution into custom-made cylindrical Teflon moulds (diameter: 8 mm; height 4 mm) (Fig. 1). Photopolymerisation was conducted using a 365 nm UV light (Dymax 2000-EC, Dymax, Germany) with irradiation at 8 mW/cm² for 8 min.

2.2 Structural conformations of the hybrid hydrogels and rheological characterisation

Nuclear magnetic resonance spectroscopy (1H NMR, B400 Bruker Avance III, USA) at 400 MHz was used to evaluate the structure of the hybrid system (Alg-Gel)MA. The hydrogels were dissolved in deuterium oxide (D₂O), transferred to NMR tubes and the spectra acquired with 128 scans.

The rheological analyses were carried out using a DHR2 rheometer (TA Instrument, USA). Rotational tests were considered. The rotational speed depends on viscosity computed by means of stress and shear rate. Amplitude oscillatory shear measurements tests were considered, the shear storage modulus, G’, loss modulus, G” and linear-viscoelastic (LVE) behaviour were quantified.

2.3 Morphology, swelling and degradation kinetics of the hybrid hydrogels

Porosity is an important property of a hydrogel structure due to the influence on the mechanical performance of the scaffold, permeability and the supply of oxygen, nutrients and removal of waste products. A porous structure provides free space for cells to proliferate, interact with other cells, and produce ECM. The morphology of the internal structure of the hydrogels was investigated by scanning electron microscopy (SEM, S3000N, Hitachi, Japan). The hydrogels specimens were frozen for 3 days then lyophiliised and coated using a platinum sputter-coating.

The swelling and degradation kinetics of the hydrogels were investigated. The swelling ratio can impact on the permeability of nutrients, gases and waste products. Hydrogel degradation should also match the rate of tissue regeneration. Hybrid hydrogel cell-free discs were frozen at -80°C, then, lyophilised, and the dry weights (Wi) were measured. The dry hydrogel samples were immersed in Dulbecco’s Modified Eagle’s Medium (DMEM) (Sigma, UK) supplemented with 10% fetal bovine
serum (FBS) (Thermofisher, UK) at pH 7 and incubated at 37°C to reach an equilibrium swelling state. The DMEM was replaced every two days. Over the course of 10 days, samples were removed from the DMEM and the swollen hydrogel sample weights (Ws) were measured. The swelling ratio (Q) was calculated using Eq (1):

$$Q = \frac{W_s}{W_i}$$  \hspace{1cm} (1)

Where Q is swelling ratio, Wi is the dry weight and Ws is the swollen hydrogel sample weight. After weighing the swollen hydrogels, the samples were lyophilised and weighed (Wd). The percentage of mass loss was calculated using Eq (2):

$$\text{Mass loss (%)} = \left(\frac{W_i - W_d}{W_i}\right) \times 100$$  \hspace{1cm} (2)

(n=3)

2.4 Mechanical assessment

The mechanical properties of the hybrid system were assessed. The compression test was performed with a constant strain rate (20%) of the specimen height, compression tests using the Instron 3344 machine (Instron, UK) equipped with a 10 N load cell. Crosslinked (Alg-Gel)MA hydrogel discs were prepared as described in section 2.1 and maintained in DPBS at 37°C. After 24 h of incubation, cell-free constructs were measured at equilibrium swelling on day 1 to determine both the diameter and thickness, and unconfined compression tests were performed on the hydrogel discs at room temperature and wet conditions (n=3 for each specimen).

2.5 Cell viability

The cytotoxicity of the hydrogels was observed through the encapsulation of primary human chondrocyte cells (Cell Applications, USA) and a live/dead assay kit (Thermofisher Scientific, UK). Cells were cultured till passage four in a complete human chondrocyte growth medium (Cell Applications, USA). Cells were harvested and encapsulated at density of 1x10^6 cells/mL in the hydrogel solution. 100 µL of the gel/cell solution was pipetted into a 48-well plate and exposed to UV radiation to cause gelation and cell culture media was added. After 3 days the cytotoxicity was observed by removing cell culture media, washing gently in DPBS adding a 2 µM calcine-AM and 4 µM ethidium homodimer-1 solution, and incubating for 25 min. The hydrogels were then observed using a confocal fluorescence microscope (TCS-SP5, Leica, Germany).

3 RESULTS AND DISCUSSION

3.1 Functionalisation confirmation and rheological characterisation

The functionalisation of the hydrogel has been confirmed through the investigation of the internal structure of the crosslinked (Alg-Gel)MA system. The reaction was performed under basic conditions, allowing the introduction of photoreactive methacrylate into the polymer backbone as confirmed by NMR analysis. The reaction between both polymers have resulted in the appearance of new characteristic peaks of MA at 5.63 ppm and 6.09 ppm attributed to the methylene group in the vinyl bond, and a peak at 1.82 ppm assigned to the methyl group, which are not present in the non-modified polymer (Fig. 2).

![Figure 2](image-url)

**Figure 2**: Representative 1H NMR spectra of a) alginate, (b) gelatin, and (c) hybrid system (Alg-Gel) methacrylate.

Rheological characterisation was conducted on the hydrogel samples to quantify viscoelastic behaviour which is directly related to the polymer molecular structure and functionalisation process (Fig. 3). Furthermore, monitoring the moduli verses strain curve, would determine the linear viscoelastic region (LVE) where the viscoelastic behaviour observed is independent of stress or strain values. Results show that (Alg-Gel)MA exhibits shear-thinning behaviour which is characterised by decreasing viscosity as a function of increased shear rate. The hydrogel discs perform as a rigid body when low deformation is applied on the polymer, G’ and G” are constant, the sample structure is undisturbed. Once the moduli start to decrease, the structure is disturbed, which means the end of the LVE-region is reached. This means that the material behaves as a rigid body at
low stresses but flows as a viscous fluid at high stresses.

Figure 3- Rheological behaviour of hybrid hydrogel
a) storage modulus ($G'$) and loss modulus ($G''$) versus strain rate; b) viscosity versus shear rate.

3.2 Morphology, swelling and degradation kinetics of the hydrogel

SEM imaging provides visualisation of the hydrogel structure. Figure 4 shows SEM image of the (Alg-Gel)MA cross-linked hydrogel. The hybrid system hydrogels have a cellular structure associated with small pore size and high number of pores. This structure provides a permeable structure for nutrient, gas, and waste product diffusion and allows cell migration throughout the hydrogel.

Figure 4 –SEM image of the hybrid hydrogel system which is characterised by small pore size due to high crosslinking density.

The swelling behaviour is an important property of a hydrogel (Figure 5a), when the crosslinked (Alg-Gel)MA begins to swell, the free volume within the sample is eliminated. The hydrogel sample continues to absorb DMEM until it reaches a state of equilibrium. This state is accomplished when the osmotic pressure from the swelling and the elasticity of the hydrogel network is equal. Results showed that the crosslinked hydrogel obtained from samples prepared present a low swelling ratio of 15%. These results show that the degree of crosslinking controls the swelling properties of the hydrogel and alters the mechanical properties. The hybrid hydrogel reached an equilibrium status at day 5.

Hydrogel degradation should match the rate of development and growth of the engineered tissue construct and ECM formation in order to maintain mechanical integrity during cartilage development [18]. The mass loss was approximately 40% by day 18 (Figure 5b), however, the degradation rate can be tailored by increasing the crosslinking density or increasing the polymer solution/photoinitiators concentration or by increasing the exposure time to the UV source.

Figure 5- a) Swelling behaviour and b) degradation profile of hybrid hydrogel system

3.3 Mechanical characterisation

The Young’s modulus was determined for the hybrid system (Alg-Gel)MA by means of an unconfined compression test (Fig. 6). The hydrogel discs (cell-free constructs) were measured on day 1 after equilibrium swelling. The hybrid hydrogel (Alg-Gel)MA exhibit a suitable mechanical properties with approximate Young’s modulus of 35 kPa, within the
range of cartilage tissue. However, the Young’s modulus varied between the different groups with a range of 10-125 kPa and is affected by polymer concentration, photoinitiator concentration, and UV exposure time.

![Strain-stress curve obtained from the crosslinked hybrid hydrogel (Alg-Gel)MA.](image)

**Figure 6** - Strain-stress curve obtained from the crosslinked hybrid hydrogel (Alg-Gel)MA.

### 3.4 Cell viability

Cell viability was observed using a live/dead assay (Fig. 7). Both the hydrogel and tissue culture plastic (TCP) samples demonstrated high cell viability more than 95% with only a few dead cells observed. This demonstrates that the photoinitiator and UV exposure in the hydrogel system had limited cytotoxic effect on the cells.

![TCP and 3D cell culture with cells encapsulated in the hybrid hydrogels.](image)

**Figure 7** - a) TCP and b) 3D cell culture with cells encapsulated in the hybrid hydrogels.

The chondrocytes morphology has been evaluated. Whilst the chondrocytes cultured on 2D TCP have an elongated and fibroblastic morphology, cells encapsulated in the hybrid hydrogel (3D) have a rounded morphology similar to the native morphology of chondrocytes in articular cartilage tissue. This demonstrates the potential of the hydrogel for cartilage tissue engineering applications.

### 4 CONCLUSIONS

The results of the study confirm that the (Alg-Gel)MA hybrid hydrogel system was functionalised with methacrylate groups and confirmed through NMR. Porosity, pore size, and permeability were assessed by SEM as the hybrid system exhibited a cellular structure. The rheological and mechanical assessment show that the design of a hybrid polymer gel system containing both natural polymers enhance the mechanical properties and allows tailorable mechanics. The rheological analysis demonstrates suitable printability due the shear thinning presented in the hydrogel system. Cell viability confirmed that UV exposure and photoinitiator had no cytotoxic effect on the cells. The network structure of the hydrogel provides cells adhesion sites and the pore structure provides the space for cells spread and migration. The interconnecting pores in the hydrogel also providing the suitable environment of the matrix.
for cell growth. Chondrocyte cell morphology assessments indicated a spherical shape for the crosslinked hybrid system scaffolds compared to 2D TCP. The development of the hybrid (Alg-Gel)/MA hydrogel shows suitability to be used as a bioink for 3D bioprinting of articular cartilage tissue engineering. Further investigation is required to assess the printability and long-term chondrogenic maintenance of chondrocytes.
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Influence of Cutting Speed on the Surface Properties In turning of Fe17Cr2Ni0.2C Iron Based Thermally Sprayed Coatings
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Abstract
To enhance the wear resistance and friction properties of lightweight materials, such as aluminium alloys, thermally sprayed coatings can be used. A field of application for thermally sprayed coatings are cylinder linings. For this case, finish machining is currently done by honing. A substitution by finish boring would lead to a reduced environmental stress and maybe reduced machining time. For basic investigations, cylindrical specimens are machined by turning with different cutting speeds (100 m/min – 400 m/min). The tools used comprise CBN cutting edges with a rake angle of 0°. Fe17Cr2Ni0.2C coatings are applied by atmospheric plasma spraying on substrates characterised by a helical dovetail microstructure. The analyses of the geometrical properties of the machined surfaces by tactile measurements, SEM, and 3D laser scanning microscopy, show a decrease of the values for Ra, Rz, Rk, and Rpk with increasing cutting speed in the range up to 300 m/min. Furthermore, the valley void volume decreases with raising cutting speed. The absolute values of the residual stresses (detected by XRD) are hardly affected by the cutting speed in the analysed range. However, the orientation of the principal stresses changes. The results enable machining of thermally sprayed coatings using tools with geometrically defined cutting edges. Detailed knowledge of the effects in turning of such coatings can contribute to a substitution of the honing process and hence to realise a material and energy-efficient production.
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1 INTRODUCTION
The reduction of pollutant emission and fuel consumption are continuous objectives in the automotive industry. Strict legislation for passenger cars concerning exhaust emission and the scarcity of resources are boosters for this trend. The reduction of the weight of combustion engine blocks is a possibility contributing to this aim. Grey cast iron can be substituted by an aluminium alloy as base material. However, these alloys do not exhibit sufficient chemical resistance against fuels with their additives. For this, thermally sprayed coatings are used as cylinder linings. These coatings exhibit a thickness of a few hundred micrometres and a high roughness. They have to be machined to meet the geometrical and surface requirements for the movement of the pistons in the cylinders. Currently, finish machining is done by honing. The abrasive process is chosen to open the microstructure inherent pores of the coating, which act as lubricant reservoirs in service. A substitution by finish boring would lead to a reduced environmental stress due to avoiding the honing sludge and presumably decreased machining time.

For a high adhesive strength between the substrate and the coating, the substrate has to be roughened or microstructured, which influences the properties of the whole compound. Roughening can be realised by different machining processes, such as grit blasting, water jet cutting or laser beam machining. Another possibility is microstructuring by machining processes with geometrically defined cutting edges to generate dovetail microstructures. Bobzin et al. [1] show that these specific microstructures lead to a higher adhesive tensile strength than grit blasted surfaces. This adhesive tensile strength is higher than the 30 MPa required for thermally sprayed coatings used as cylinder lining [2]. For an interlocking between the substrate and the coating, a minimum dovetail microstructure height of about 70 µm is necessary [3]. An increase leads to a higher adhesive tensile strength. Liborius et al. [4] show an increase of the adhesive tensile strength with raising number of structure elements per centimetre. Additionally, the influence of specific substrate microstructures on the morphology of the coating is shown. A higher number of structure elements per centimetre results in a higher oxide proportion and hardness of the coating.
For finish machining of thermally sprayed coatings by tools with defined cutting edges, only few results are published. Cutting processes are mainly used for premachining, where accuracy of the macrogeometry and tool wear are the most important factors. In finish boring experiments of Ding et al. [5], the influence of the cutting material on the tool wear was analysed for machining of iron based thermally sprayed coatings. After a cutting length of 390 m with a cutting speed of 300 m/min, a feed of 0.1 mm and the depth of cut of 0.25 mm, the flank wear was measured. For cermet tools, the flank wear land width was about 2.1 mm and for indexable inserts with diamond tips as well as the coated cemented carbide tools about 1 mm. Additionally, two CBN tools were tested. The CBN with about 50 % boron nitride and a ceramic binder showed a flank wear land width comparable to the diamond tipped tools. A significant reduction of wear was achieved by the use of CBN tools with about 90 % boron nitride and a metallic binder. The measured flank wear land width was about 0.1 mm. Additional experiments using this cutting material for finish boring in the range of cutting speed between 80 m/min and 400 m/min, showed an increased tool wear for machining with lubrication compared to dry cutting. In similar experiments of Ding et al. [6] with a feed of 0.19 mm and a depth of cut of 0.25 mm using the mentioned tools with 90 % boron nitride and a metallic binder, a linear increase of the flank wear land width was measured with a raising cutting length. For the three analysed cutting speeds (85 m/min, 200 m/min and 400 m/min), an increase of the tool wear with increasing cutting speed was shown, whereby the difference in flank wear land width between 85 m/min and 200 m/min was very small. Machining with a cutting speed of 400 m/min resulted in a significantly higher flank wear land width. The fine boring with CBN tools (90 % boron nitride) led to a decrease of the average surface roughness values of 50 % compared to machining with the cemented carbide tools. The differences were explained by the reduced tool wear in the case of using CBN. Analyses of the surface by SEM showed feed marks as well as pores and fractures. The investigations of López et al. [7] concerning turning of Ni5Al thermally sprayed coatings (hardness about 80 HRB, porosity less than 0.5 %) also show that CBN should be preferred as cutting material. The coatings applied by atmospheric plasma spray equipment (Sulzer-Metco) were machined by different cutting speeds (30 m/min – 260 m/min), feeds (0.05 mm – 0.20 mm) and depths of cut (0.05 mm, 0.12 mm). Generally, the surface roughness values after machining were higher than the kinematic roughness. The ratio between the measured surface roughness depth Rz and the kinematic roughness decreased with an increasing cutting speed up to 200 m/min. A further increase of the cutting speed resulted in constant or slightly increased values for the roughness.

A abrasive processes, such as honing open a defined proportion of the microstructure inherent pores acting as lubricant reservoir. Honing experiments for different thermally sprayed coatings [8] showed a slight decrease of the surface roughness values with increasing cutting speed. Additionally, pore opening was analysed. Some pores at the surface were closed after machining as a result of the formation of burr in the abrasive process.

Due to the results, microstructuring of the substrate is important for generating an adequate adhesive strength between the substrate and the coating. Dovetail microstructures ensure this, because of the interlocking between the substrate and the coating material. Regarding the state of the art, there are no investigations concerning the influence of the cutting speed in turning on the surface properties of iron based thermally sprayed coatings. The mechanisms in the cutting process, e.g. for opening of pores have to be investigated. The influence of the cutting speed on the properties of the surface layer is also not analysed yet. With the increased knowledge, a substitution of honing by finish boring becomes possible.

2 EXPERIMENTAL SETUP AND METHODES

2.1 Substrate Microstructuring

Microstructuring by tools with geometrically defined cutting edges results in the generation of surfaces with reproducible and adjustable properties. The geometry of the dovetail microstructures used in the experiments is shown schematically in Figure 1.

![Figure 1 - Geometry of the dovetail microstructure](image)

The microstructures are designed with a height of 70 µm, a width of 93 µm, a distance between the structure elements of 240 µm, a structure angle of 50° and an undercutting angle of 15°. The structure elements are as high as the required height for interlocking, reported by Hoffmeister et al. [3]. The height of 70 µm enables machining of the coating without damaging the substrate. The undercutting angle of 15° provides an interlocking between the substrate and the coating, i.e. it is possible to fill the undercuts with coating material.
Cylindrical specimens consisting of the alloy EN AW-5754 with a length of 50 mm and a diameter of 50 mm were machined by turning. The geometry of the sample is presented in Figure 2. Microstructuring of the substrates as well as the machining experiments (2.3) were carried out on a SPINNER PD 32 precision lathe. The samples were clamped at the centric through-hole with a mandrel

Table 1 - APS parameters for FeCrNi

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current (A)</td>
<td>640</td>
</tr>
<tr>
<td>Power (kW)</td>
<td>40</td>
</tr>
<tr>
<td>Plasma gas (l/min)</td>
<td>Ar: 60 / H: 7</td>
</tr>
<tr>
<td>Powder feeding gas (l/min)</td>
<td>Ar: 3</td>
</tr>
<tr>
<td>Line spacing of the robot (mm)</td>
<td>8</td>
</tr>
<tr>
<td>Coating distance (mm)</td>
<td>130</td>
</tr>
<tr>
<td>Coating angle</td>
<td>75°</td>
</tr>
<tr>
<td>Speed of the robot (mm/s)</td>
<td>10</td>
</tr>
<tr>
<td>Rotational speed (min⁻¹)</td>
<td>120</td>
</tr>
<tr>
<td>Number of passages</td>
<td>6</td>
</tr>
</tbody>
</table>

2.3 Machining experiments

Regarding the roughness of more than 100 µm and the different diameters between 51.1 mm and 51.3 mm of the specimens after the APS process, premachining by several cutting steps was necessary to ensure constant conditions and a low roughness for the machining experiments.

For the investigations regarding the influence of the cutting speed on the surface properties, the depth of cut and the feed were kept constant, both with 0.05 mm. In the experiments, no lubrication was used. The investigations were done for the cutting speeds of 100 m/min, 150 m/min, 200 m/min, 250 m/min, 300 m/min, 350 m/min, and 400 m/min. Indexable inserts of the type CCGW 09T304 (Sumitomo) with CBN tips were used for the turning experiments. The cutting material consists of 90 % to 95 % boron nitride with a grain size of about 1 µm, bounded with a cobalt-based binder. The cutting edges had no chamfer, resulting in a rake angle of 0°. The tool holder used led to a nominal tool cutting edge angle of 95°.

2.4 Analysing of the machined coatings

2.4.1 Geometrical surface properties

The geometrical surface properties were detected by tactile and optical measurement methods. The surface roughness of all specimens was measured in the feed direction using a stylus instrument Mahr type LD 120. The measuring length was 4 mm. The filtering of the profile was done in accordance to ISO 11562. For a validation of the roughness values, each specimen was measured at three different positions. In addition, the samples were measured with a 3D laser scanning microscope Keyence type VK-9700. The size of the measured area was 2.0 mm (in feed direction) × 0.5 mm (in cutting direction). The objective of the optical measurements was to determine the volume of the pores and of the material pulled out of
the surface. For this, the software MountainsMap was used. To measure the valley void volume as accurately as necessary, first a form filter (polynomial 2nd order) was applied. Afterwards, the periodic kinematic roughness profile was removed from the surface (using "line orientation"). The Abbott curve of the resulting surface is characterised by a small core roughness. Following this, the tangent in this area has a small slope. Therefore, the lower material ratio (Smr2) is determined, which gives an approximated and reproducible value for the proportion of pores and pulled out material. The Smr2 is used as upper boundary for calculating the valley void volume (Vvv). Additionally, the machined surfaces were analysed by SEM using a Zeiss LEO 1455VP microscope.

2.4.2 Residual stresses
The residual stresses in the surface layer were determined after the machining of the coating by X-ray diffraction utilizing the sin²ψ method (diffractometer D8 Discover, Bruker AXS). The measurements were done with a cobalt anode on the (310)/(301) lattice planes of martensite using Young’s modulus E[310] = 181 GPa and Poisson’s ratio ν[310] = 0.32. An area with a diameter of about 0.7 mm was irradiated.

3 RESULTS AND DISCUSSION
3.1 Geometrical surface properties
The machined surfaces are characterised by feed marks, cracks, opened pores and areas, where material is pulled out. This material could be splats as well as oxides. A characteristic example is exhibited in Figure 3.

![Figure 3 - Machined surface (νc = 200 m/min) with opened pores, cracks and areas, where the material is pulled out](image)

The differentiation of opened pores and pulled out material is not distinct. Larger connected areas beyond the depth of the kinematic roughness profile exhibit pulled out splats, maybe in addition with oxides and pores. All these irregularities significantly influence the surface roughness values. Considering this, measurement values have to be evaluated critically.

In Figure 4 the influence of the cutting speed on the surface parameters is shown. Independently of the cutting speed, the machined surfaces exhibit a kinematic roughness profile with feed marks in a distance of 0.05 mm. For the evaluation the mean values of the tactile measurements (arithmetic mean surface roughness Ra, core roughness Rk, reduced peak height Rpk, surface roughness depth Rz) are calculated out of three single measurements. The respective minimum and maximum represent the highest and lowest value out of the three measurements. Ra and Rz allow evaluating the cutting process by comparing the calculated kinematic roughness and the measured values. Depending on the cutting speed, the differences indicate changes in the material cutting mechanisms and irregularities of the surface. For the service conditions of cylinder liners consisting of grey cast iron, Flores et al. [9] suggest analysing Rpk, Rk and Rvk. Rk and Rpk influence the tribological behaviour of the surface, which is a common objective in machining of thermally sprayed coatings. In the analysis Rvk is not regarded. The parameter is significantly influenced by pores and the areas of pulled out material, which are analysed using a volume parameter.

![Figure 4 - Influence of the cutting speed on Ra, Rpk, Rk and Rz (f = 0.05 mm, ap = 0.05 mm)](image)

The surface parameters analysed show nearly the same qualitative trend. In the range of cutting speed between 100 m/min and 200 m/min, the mean values decrease. Higher cutting speeds up to 400 m/min only lead to small changes. Minima of the mean values are reached for cutting speeds of 250 m/min (Rpk) or 300 m/min (Ra, Rk, Rz). Ra exhibit the highest value (0.36 µm) in the considered range after machining with a cutting speed of 100 m/min. The lowest mean value is achieved after turning with a cutting speed of 300 m/min (0.29 µm). The highest value for Rk is 1.04 µm. From that, Rk decreases with increasing cutting speed down to
0.73 µm (300 m/min). However, in the range of cutting speed between 200 m/min and 400 m/min, the mean values are nearly constant. The measured values for Rpk decrease from 0.53 µm (100 m/min) to 0.25 µm (250 m/min) followed by an increase of this value. Rz is 4.22 µm and 4.37 µm after machining with the respective cutting speeds of 100 m/min and 150 m/min. Higher cutting speeds result in lower mean values. The minimum is reached for 300 m/min. It has to be mentioned that by machining with cutting speeds of 250 m/min and 350 m/min Rz also increases to 3.57 µm and 3.8 µm. All in all, the values for Rz are much higher than the calculated kinematic roughness of 0.78 µm.

The described relations can be explained by different processes. The cutting speed influences the shear angle, the temperature and the friction properties in the shear zone. Otherwise, the layer-wise structure of the coating consisting of particles and oxides with different sizes and shapes influence the cutting mechanisms strongly compared to other materials. Particles and oxides could be deformed, pulled out or get cut in the shear zone. This is influenced by the shear angle, which is affected by the rake angle and the cutting speed. Regarding the constant rake angle, the shear angle is mainly influenced by the cutting speed. Machining with low cutting speeds results in lower temperatures in the shear zone, which impedes the cutting of the material, due to the lower effect of strain softening compared to higher cutting speeds. Additionally, the low shear angle also impedes the cutting of the particles of the coating. This maybe results in more particles, which are deformed. With an increasing cutting speed the shear angle and the temperatures in the shear zone rise. Consequently, the cutting of the particles becomes easier. The slight increase of the roughness values by machining with the highest cutting speeds applied might be a result of the increasing tool wear, which changes the rake angle in the shear zone. Subsequently, the cutting speed dependent differences of the roughness values are a result of these mechanisms. However, large areas of cut particles alter the roughness significantly. In Figure 5, the influence of the cutting speed on the valley void volume (Vvv) of the surface is shown. This volume represents the sum of the volume of opened inherent pores and pulled out material. The large areas of pulled out material affect the Vvv significantly. The diagram shows a decrease of the valley void volume with increasing cutting speed in the range of cutting speed up to 300 m/min. After machining with a cutting speed of 100 m/min the Vvv is 0.185 ml/m². The lowest valley void volume is reached after machining with cutting speeds of 300 m/min and 400 m/min with 0.084 ml/m² and 0.083 ml/m², respectively. The mean value of the specimen machined with a cutting speed of 350 m/min shows an increased value (0.154 ml/m²), which maybe can be explained by unstable cutting condition such as higher tool wear or dissenting coating properties for the machining of this specimen. The trend correlates with the measured roughness values. The higher mean values at lower cuttings speeds occur due the larger areas of pulled out material. Because of the low temperature and shear angle in the shear zone, larger connected parts of the coating are pulled out. The qualitative differences are shown in Figure 6.

Regarding the results for machining of thermally sprayed coatings, cutting speeds between 200 m/min and 400 m/min are beneficial. There are less pulled out particles at the surface.

3.2 Properties of the surface layer

The residual stress state of machined thermally sprayed coatings results from a complex interaction of various mechanisms. To be able to identify the orientation of the measured residual stresses, it is insufficient to analyse the size and the orientation of the force components because this would disregard the influence additional factors such as the temperature. The microstructure of the thermally sprayed coatings, characterised by a small grain size, is a result of the plastic deformation in the flow zone (individual particle boundaries) due to the cutting forces, resulting in a micro-grain formation inside the surface area of the workpiece. The
conducted XRD analyses confirm the lack of a crystallographic texture.

The residual stresses were also determined at the non-machined surfaces. The stress analysis was conducted on the austenitic Ni/Fe and the martensitic Ni/Fe solid-solution phases. It is remarkable that the iron alloy is almost free of residual stresses in the surface area after the coating process. Independently of the cutting speed, an increase in compressive residual stresses was visible after machining. The amount of residual stresses of the coating increases from 6 MPa (as sprayed) to 120 MPa compressive residual stress on average after the machining process. Only the angular orientation of the principal stresses varies significantly with increasing cutting speed. The orientation of the angles is shown in Figure 7 and the measured angles of $\sigma_1$ to the x-axis depending on the cutting speed are exhibited in Table 2.

![Figure 7 - Directions of the principal stresses $\sigma_1$ and $\sigma_2$ for different cutting speeds](image)

<table>
<thead>
<tr>
<th>Cutting speed (m/min)</th>
<th>Angle $\sigma_1$ to x-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>47°</td>
</tr>
<tr>
<td>150</td>
<td>42°</td>
</tr>
<tr>
<td>200</td>
<td>40°</td>
</tr>
<tr>
<td>250</td>
<td>37°</td>
</tr>
<tr>
<td>300</td>
<td>31°</td>
</tr>
<tr>
<td>350</td>
<td>26°</td>
</tr>
<tr>
<td>400</td>
<td>16°</td>
</tr>
</tbody>
</table>

Table 2 - Angle $\sigma_1$ to the x-axis depending on the cutting speed

The angle decreases with rising cutting speed. One possible explanation lies in a greater thermal relaxation of the machined layer with increasing cutting speed. The influence of plastic deformation should also be regarded. This deformation results in higher degree crystallite deformation.

4 SUMMARY AND CONCLUSIONS

The results of the experiments show that the specific dovetail microstructure of the substrate generates an adequate coating adhesion and combined form fit between substrate and thermally sprayed coating for the subsequent turning process. Independently of the cutting speed, the specimens machined with constant feed of 0.05 mm and depth of cut of 0.05 mm exhibited a kinematic roughness surface profile, but however, characterised by pores, cracks and pulled out material. The cutting speed influences the surface parameters $R_a$, $R_z$, $R_k$, $R_p$. In the range of cutting speed between 100 m/min and 300 m/min (250 m/min for $R_p$), the mean values decrease with increasing cutting speed. Although, the surface parameters show only small changes in the range of cutting speed between 200 m/min and 400 m/min. The $V_{vv}$ decrease with increasing cutting speed. This is also a result of the smaller amount of pulled out particles with raising cutting speed. The orientations of the first principal stresses successively align to the cutting direction with increasing cutting speed, whereas their absolute value is hardly affected.

Further investigations using electron backscatter diffraction are necessary to analyse the influence of the cutting speed on the grain size and orientation as well as the grain size distribution. Additional experiments analysing the effects of the feed, the depth of cut and the rake angle are essential for an enhanced understanding of the mechanisms in cutting of thermally sprayed coatings. Furthermore, tribological tests show the influence of different surface properties on friction and wear.

The relations between the cutting speed and the surface properties detected enhance the understanding of machining of thermally sprayed coatings. This represents a first step for the substitution of honing by processes with geometrically defined cutting edges for finish machining of thermally sprayed coatings.
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Finishing of Gear Wheels Using Abrasive Brushes
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Abstract
An improved surface finish of tooth flanks can enhance the lifetime, performance and acoustic behaviour of gearboxes. High requirements regarding the gear geometry pose a challenge for surface finishing applications. The high geometrical accuracy which can be achieved by grinding processes is not to be negatively impacted by a finishing application. In this context, the finishing of gears using abrasive brushes presents a promising alternative to common finishing applications. The possibility of integrating the finishing process into the grinding machine could lead to the substitution of a further process step outside the grinding machine in the manufacturing chain of gears. Against this background, different brushing tools for the finishing of gears were tested and the technological feasibility of a machine-integrated finishing application using abrasive brushes was investigated. The tools were tested under varying process parameters to obtain relative material ratios of 50 % ≤ Rmr(5 %; -0.4 μm) ≤ 70 % on the surface of the tooth flanks while preserving the micro grooves resulting from the preceding profile grinding process. Furthermore, the geometrical deviations from the target profile ought not to be negatively influenced by the brushing process. A cylindrical brush with filaments profiled according to the tooth gap geometry was identified as the most promising type of brushing tool. By adapting the specifications of the filaments it was possible to specifically influence the quality of the surface finish, as well as the structure of brushing tracks on the finished tooth flanks. Furthermore, with the appropriate choice of process parameters it was possible to superpose the grinding grooves running parallel to the feed direction with chaotically arranged brushing marks.
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1 INTRODUCTION
An increasing renunciation of fossil and nuclear energy sources, causing a switch to renewable energies, leads to scale effects in the production of wind energy farms on the one hand and to increasing requirements regarding their performance, efficiency and durability. Growing rotor diameters, especially of off-shore plants, lead to decreasing rotational speeds and increasing torques while maintenance, repair and exchange of damaged parts become more and more complex and expensive [1, 2]. These developments affect in particular the gear boxes of large wind energy plants. Thus, the quality of gear wheels becomes essential for an effective change from fossil to renewable energy sources.

After the soft machining and heat treatment, large-module hobs are usually hard machined by discontinuous profile grinding. To reduce the risk for pitting on tooth flanks and increase the tooth bearing strength, gear wheels undergo more and more often a finishing application after grinding to improve the quality of the tooth flank surface. Alongside a longer lifetime, finer surfaces and higher material ratios of the profile Rmr on the tooth flanks also lead to an increasing efficiency of the gear box [3, 4, 5, 6, 7]. Furthermore, specific surface structures on the tooth flanks can reduce the noise emissions in operation [8, 9].

To improve the surface quality of ground tooth flanks, vibratory finishing is a widespread application. In most vibratory finishing applications active chemicals are being added to the compound to create an oxide layer on the surface of the gear wheel in order to facilitate the material removal and accelerate the finishing process [10]. Due to the extensive equipment necessary and the use of chemicals, many manufactures are looking for alternative finishing processes [11, 12, 13]. The use of elastic bonded grinding wheels allows finishing the tooth flanks to comparably surface qualities while no additional equipment is necessary since the process can be performed on conventional grinding machines. While the elastic bond allows high surface finishes, the dynamic behaviour of the tools often leads to challenges regarding the geometrical accuracy of the finished workpiece. The inhomogeneous expansion of the profiled grinding wheel requires complex geometrical compensations which lead to a specific and time-consuming process layout for every new workpiece [14]. Due to their flexible filaments, abrasive brushes adapt to the workpiece geometry and offer a promising alternative for finishing processes of gear wheels. They can, just like elastic bonded grinding wheels.
be used on conventional grinding machines and have already been used to finish functional surfaces of hardened steel and ceramic parts [15, 16, 17]. In this context, different brushing tools were developed to assess the technological potential of abrasive bushes for finishing high quality gear wheels.

2 ABRASIVE BRUSHES

Abrasives consist of extruded polymer filaments embedded in a resin hub, figure 1. Within these filaments are abrasives, e.g. Silicium Carbide (SiC), that usually have a volume fraction of around 30%. Depending on the machined material other abrasives like corundum (Al₂O₃) or Diamond can be used [18]. The hub diameter \( d_h \) can be designed to fit the applicable machine system. The rigidity of the abrasive filaments can be influenced by their length \( l_f \), the size of the abrasive grains and the filament diameter \( d_f \).

![Figure 1 - Abrasive filament brush design](image)

The abrasive filaments require a preload against the workpiece resulting in a bending force exerted by the filaments on the workpiece surface. Depending on the rotational speed \( v_b \) and the radial infeed \( \Delta x \) the contact pressure can be adjusted to produce the desired surface finish [19]. The tool depicted in figure 1 has a cylindrical filament stock in which all filaments have the same length. When finishing gear wheels, the shape of the flanks leads to inconsistent preloads of the brushing tool along the profile. Therefore, a profiled brushing tool was developed to match the shape of the tooth gap. To investigate the influence of the tool design on the finishing process, cylindrical as well as profiled brushes are being examined in experimental investigations. Furthermore, different specifications of filaments were used in experimental investigations to identify their influence on the resulting surface finish as well as on the geometrical deviations of the workpiece. Table 1 provides an overview of the examined tool specifications for this work.

<table>
<thead>
<tr>
<th>Tool no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abrasive</td>
<td>-</td>
<td>#120</td>
<td>#240</td>
<td>#120</td>
<td>#240</td>
</tr>
<tr>
<td>Filament diameter ( d_f ) mm</td>
<td>1.10</td>
<td>0.75</td>
<td>1.10</td>
<td>0.75</td>
<td>0.60</td>
</tr>
<tr>
<td>Stock shape</td>
<td>A: Cylindrical</td>
<td>B: Profiled</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filament length ( l_f ) mm</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brush diameter ( d_b ) mm</td>
<td>290</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 - Specifications of examined brushing tools

3 EXPERIMENTAL SETUP

3.1 Machine setup

The brushing experiments are carried out on the gear profile grinding machine ZE 800 of the KAPP NILES GMBH & Co. KG, Coburg, Germany. To measure the machining forces the grinding machine is equipped with the dynamometer Z21384 supplied by the KISTLER INSTRUMENTE AG, Winterthur, Switzerland. The dynamometer is mounted beneath the workpiece clamping. To evaluate the machining forces in radial, axial as well as in tangential direction, figure 2, the angular position of the workpiece as well as the helix angle must be considered.

![Figure 2 - Experimental setup](image)
A software tool was developed to analyse the machining forces for each individual stroke of the bushing tool through the workpiece in consideration of the workpiece position and geometry.

3.2 Workpieces
Due to the high requirements regarding the shape accuracy as well as the surface finish of gear boxes in wind energy plants, the planetary gears used therein were chosen as test workpieces for this work. These gears have a normal module of \( m_n = 10 \text{ mm} \), \( z = 39 \) teeth, a helix angle of \( \beta = 7.5^\circ \) and consist of the material 18CrNiMo7-6, which is hardened to 61 ± 1.5 HRC.

Prior to the brushing experiments the gears were ground by discontinuous profile grinding using a conventional corundum grinding wheel with a grid size of #80. After grinding, the surface roughness was measured at three points on the tooth flank along the width of the gear wheel. By grinding an average relative material ratio of \( \text{Rmr}(5\% ; -0.4 \mu m) = 27.0 \% \) was achieved at the tip of the teeth while the average relative material ratio at the root of the teeth was a little higher with \( \text{Rmr}(5\% ; -0.4 \mu m) = 36.8 \% \). Similar results can be observed when considering the arithmetic mean value of the profile ordinate with values with \( R_a = 0.41 \mu m \) at the tip of the teeth and \( R_a = 0.33 \mu m \) at the root respectively. These values as well as the workpiece itself represent a typical industrial application.

3.3 Roughness and shape measurement
The roughness of the machined tooth flanks was measured orthogonal to the feed direction at three points along the width of the gear wheel, always at the top, the middle and the root of the tooth using the tactile roughness measuring instrument MarSurf M 300 C by MAHR GMBH, Göttingen, Germany. These measurements were executed on both sides of the tooth gap resulting in a total of 18 measurements for each machined gap. Since it is the goal to only remove the roughness peaks on the tooth flanks by the brushing process while preserving the grinding grooves to store lubrication fluid, the machined surface is characterized by two superposed processes. To quantify the influence of the brushing process on the ground tooth flanks the abbot-firestone-curve was used to identify the material ratio in a depth of 0.4 \( \mu m \) from the top of the roughness profile.

Furthermore, the geometry of the gear wheels was measured prior to the brushing process as well as afterwards using the measuring centre ZMC 550 by CARL ZEISS AG, Oberkochen, Germany. Based on these measurements the profile slope deviation \( f_{\text{hs}} \) as well as the profile form deviation \( f_{\text{fa}} \) were evaluated according to ISO 1328-1 [20]. These values were then used to elaborate whether the different brushing tools and processes cause geometrical alterations of the tooth flanks.

3.4 Design of experiments
To assess the performance of the different brushing tools as well as to estimate the potential for a machine-integrated gear finishing process using abrasive brushes, the tools were tested under varying process intensities. To adjust the process intensity, following process parameters were varied: the radial infeed \( \Delta x \), the circumferential brushing speed \( v_b \), the feed speed \( v_f \) and the number of strokes through a tooth gap \( n_{\text{Strokes}} \). While a variation of the axial feed speed \( v_a \) and the number of strokes through the tooth gap \( n_{\text{Strokes}} \) solely influences the quantity of filament impacts on the flank surface, an alteration of the radial infeed \( \Delta x \) as well as the circumferential brushing speed \( v_b \) leads to a change of the impact energy of the single filaments. This is due to the larger filament deformation at higher infeeds or the higher kinematic energy at greater circumferential speeds respectively. To access the performance of the brushing process three different process intensities were tested for each brushing tool, table 2.

<table>
<thead>
<tr>
<th>Intensity</th>
<th>Min</th>
<th>Med</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radial infeed ( \Delta x )</td>
<td>mm</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Circumferential brushing speed ( v_b )</td>
<td>m/s</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>Axial feed speed ( v_a )</td>
<td>mm/min</td>
<td>400</td>
<td>300</td>
</tr>
<tr>
<td>Strokes ( n_{\text{Strokes}} )</td>
<td>-</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2 - Experimental process parameters

4 RESULTS AND DISCUSSION
4.1 Tool shape
A significant challenge for many finishing applications is to improve the surface finish by removing roughness peaks while not removing too much material to change the geometry of the functional surface. To assess whether the different tool designs and process parameters lead to an inhomogeneous work result or deviations to the tooth flank profile, the change of the profile slope deviation \( f_{\text{hs}} \) through the brushing process was determined. Figure 3 illustrates how the different brushing tools and processes influence the surface finish on the one hand and the geometrical deviation on the other. It can be observed, that both types of tools can, depending on the process parameters and the filament specifications, improve the surface quality significantly and relative material ratios of \( \text{Rmr}(5\% ; -0.4 \mu m) > 95 \% \) (\( R_a < 0.08 \mu m \)) are achievable. Nevertheless, when using the cylindrical brushing tool, it becomes obvious that for higher surface finishes the geometrical deviation of the tooth flank increases. Due to the negative change of the profile slope deviation \( f_{\text{hs}} \), it can be assumed that higher process intensities lead to a tilting of the tooth flanks towards the material side of the flank.
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This is plausible considering the significantly higher preload of the brushing tool at the tip of the tooth as well as the stronger compression of the brush which result in a higher pressure on the workpiece surface exerted by the brushing tool. In comparison, almost no geometrical alterations of the flank profile can be detected using profiled brushing tools. Even for very high relative material ratios of $Rmr(5\% ; -0.4\mu m) > 90\%$ no significant change of the profile slope deviation $\Delta f_H^\alpha$ was observed. Accordingly, no geometrical changes were observed for brushed surfaces within the target range of $50\% \leq Rmr(5\% ; -0.4\mu m) \leq 70\%$.

4.2 Filament specifications

So far, only the tool shape was considered to assess the process behaviour of a machine-integrated finishing application using abrasive brushes. As indicated in the beginning, the filament specifications as well as the process intensity have a substantial impact on the work result. This is confirmed by the many different surface finishes generated ranging between $26\% < Rmr(5\% ; -0.4\mu m) < 98\%$ depending on the filament specifications and the process intensity, figure 3. Since no significant geometrical alterations occurred using the profiled brush, the following examinations will be based on this tool design. The process behaviour as well as the surface finish generated with different process intensities and filament specifications is shown in Figure 4.

\[
\mu_b = \frac{F_r}{F_x} \tag{1}
\]

A high brushing force ratio $\mu_b$ indicates an efficient machining process, while little values suggest a less efficient material removal. For finer filaments with smaller grid sizes and diameters, higher brushing force ratios $\mu_b$ were detected independently of the process parameters, figure 4. This is plausible...
considering that the smaller grid sizes lead to a significant increase of possible cutting edges and chip formation processes as long as the volume ratio of abrasives within the filaments remains unchanged. Also the smaller diameter of the filaments leads to an increase of filament surface area, also resulting in a higher quantity of active grains. This assumption is supported by the higher surface qualities achieved by finer filaments. Although the different process intensities have almost no influence on the brushing force ratio \( \mu_b \), higher intensities considerably impact the surface finish of the brushed tooth flanks. While an average relative material ratio of \( R_{\text{mk}}(5\%\text{; }-0.4 \, \mu\text{m}) = 41.33 \% \) was reached with a filament diameter of \( d_i = 1.1 \, \text{mm} \) and a grid size of \( #120 \), the use of filaments with a diameter of \( d_i = 0.6 \, \text{mm} \) and a grid size of \( #320 \) led to an increase of nearly 50 % with an average relative material ratio of \( R_{\text{mk}}(5\%\text{; }-0.4 \, \mu\text{m}) = 60.83 \% \).

With this in mind, similar surface qualities can be reached with all filament specifications by adapting the process parameters. The surfaces generated by the low intensity using the finest filaments (\( d_i = 0.6 \, \text{mm}, #320 \)), the medium intensity using medium-fine filaments (\( d_i = 0.75 \, \text{mm}, #240 \)) and the high intensity using coarser filaments (\( d_i = 1.1 \, \text{mm}, #120 \)) all show relative material ratios of \( R_{\text{mk}}(5\%\text{; }-0.4 \, \mu\text{m}) = 50 \% \). Even though the relative material ratios \( R_{\text{mk}}(5\%\text{; }-0.4 \, \mu\text{m}) \) are similar, microscopic images of the brushed tooth flanks show significantly different textures on these surfaces, figure 5. All surfaces still show grinding grooves in the feed direction that are superposed by chaotically arranged brushing marks. The width and intensity of the brushing marks depend on the grid size of the abrasives within the filaments. Also, coarser abrasives seem to remove more of the grinding grooves than the finer filament stock.

### 4.3 Finishing of an entire gear wheel

The previous investigations show that it is possible to use abrasive brushes to significantly improve the surface quality of ground tooth flanks. It was also shown that high surface qualities can be attained without influencing the geometrical accuracy achieved by the previous grinding process. Nevertheless, these results base on single gaps being brushed for each tool and process combination. To estimate the industrial usability of a finishing application using abrasive bushes, entire workpieces need to be finished in order to assess the process stability and wear behaviour of the tools. Based on the previous results, a promising combination of tool specifications and process parameters was selected to finish an entire gear wheel in consideration of the target range for the relative material ratio of 50 % ≤ \( R_{\text{mk}}(5\%\text{; }-0.4 \, \mu\text{m}) \) ≤ 70 %. With regard to the more effective material removal process using finer filaments, a brushing tool with a filament diameter of \( d_i = 0.6 \, \text{mm} \) and an abrasive grid size of \( #320 \) was chosen. With this tool a feed speed of \( v_a = 200 \, \text{mm/min} \), a circumferential brushing speed of \( v_b = 20 \, \text{m/s} \), a radial infeed of \( \Delta x = 3 \, \text{mm} \) and \( n_{\text{strokes}} = 2 \) for each tooth gap was used. The resulting surface finish throughout an entire gear wheel finish is shown in figure 6.

### Roughness measurement

- **MarSurf M 300 C**
  - \( \lambda_b = 0.8 \, \text{mm} \)
- **DIN EN ISO**
  - \( l_t = 4.8 \, \text{mm} \)
- **4287:2010-07**
  - \( r_{sp} = 2 \, \mu\text{m} \)

### Optical microscopy

- **Dino-Lite AM7915MZT**
- **B: Profiled brush**
- **l_1 = 60 \, \text{mm}**
- **l_2: 240 x 0.75 mm**
- **l_3: 120 x 1.1 mm**
- **l_4: 320 x 0.6 mm**

<table>
<thead>
<tr>
<th>Tool</th>
<th>B</th>
<th>l_1</th>
<th>l_2</th>
<th>l_3</th>
<th>l_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool 1</td>
<td>B</td>
<td>60</td>
<td>240</td>
<td>120</td>
<td>320</td>
</tr>
<tr>
<td>Tool 2</td>
<td>B</td>
<td>60</td>
<td>240</td>
<td>120</td>
<td>320</td>
</tr>
<tr>
<td>Tool 3</td>
<td>B</td>
<td>60</td>
<td>240</td>
<td>120</td>
<td>320</td>
</tr>
<tr>
<td>Tool 4</td>
<td>B</td>
<td>60</td>
<td>240</td>
<td>120</td>
<td>320</td>
</tr>
</tbody>
</table>

### Gear wheel

- **z = 39**
- **b = 10 mm**
- **b = 200 mm**
- **b = 1.1 mm**
- **b = 7.5 °**
- **18CrNiMo7-6**
- **Hardness: 61 ± 1.5 HRC**

<table>
<thead>
<tr>
<th>Tool</th>
<th>Roughness measurement</th>
<th>Optical microscopy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool 1</td>
<td>MarSurf M 300 C</td>
<td>DIN EN ISO</td>
</tr>
<tr>
<td>Tool 2</td>
<td>DIN EN ISO</td>
<td>4287:2010-07</td>
</tr>
<tr>
<td>Tool 3</td>
<td>FlashSurf M 300 C</td>
<td>DIN EN ISO</td>
</tr>
<tr>
<td>Tool 4</td>
<td>DIN EN ISO</td>
<td>4287:2010-07</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tool</th>
<th>Min. Intensity</th>
<th>Med. Intensity</th>
<th>Max. Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool 1</td>
<td>Min.</td>
<td>Med.</td>
<td>Max.</td>
</tr>
<tr>
<td>Tool 2</td>
<td>Min.</td>
<td>Med.</td>
<td>Max.</td>
</tr>
<tr>
<td>Tool 3</td>
<td>Min.</td>
<td>Med.</td>
<td>Max.</td>
</tr>
<tr>
<td>Tool 4</td>
<td>Min.</td>
<td>Med.</td>
<td>Max.</td>
</tr>
<tr>
<td>( v_a )</td>
<td>400 mm/min</td>
<td>300 mm/min</td>
<td>200 mm/min</td>
</tr>
<tr>
<td>( v_b )</td>
<td>10 m/s</td>
<td>15 m/s</td>
<td>20 m/s</td>
</tr>
<tr>
<td>( n_{\text{strokes}} )</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

**Figure 5** - Influence of the tool specifications of the process behaviour and the surface finish

**Figure 6** - Surface finish of an entire gear wheel finished with different brushes.
It can be observed that the target range can be achieved for most tooth gaps. The largest variations of the surface finish occur around the 12th and the 31st gap of the gear wheel. These variations result from the dressing interval of the preceding grinding process. The dressing causes a significantly sharper and coarser grinding wheel topography, which results in higher roughness values and lower relative material ratios Rmr respectively. As the brushing process was designed to preserve most of the grinding grooves the surface finish of the preceding grinding process heavily impacts the final surface quality of the tooth flanks after the brushing process. Nevertheless, the surface quality itself as well as the variation of the surface finish throughout the entire gear wheel was significantly improved by the brushing process.

5 SUMMARY AND CONCLUSION

An enhanced surface quality on the tooth flanks of gear wheels can improve the performance, lifetime and efficiency as well as reduce the operational noise-emissions. The most widely used gear-finishing applications require either extensive additional equipment or a permanent process optimization.

Abrasive brushes show great potential to be used in a machine-integrated finishing application. Depending on the filament specifications and the process parameters, it is possible to generate specific surface qualities, while preserving the grinding grooves resulting from the preceding grinding process. The resulting surface texture lacks roughness peaks, usually damaging the counter wheel under tribological load, yet the grinding grooves still remain serving as reservoir for lubrication, and thus assumingly improving the tribological behaviour of the gear wheel.

While the presented work shows the technical potential of abrasive brushes for a gear-finishing application, there are still outstanding issues before the process can be used in an industrial context. In further research, more detailed investigations regarding the process stability as well as the wear behaviour are planned.
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Manufacturing of Functional Aluminum Components by Using Sheet Bulk Metal Forming Processes
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Abstract
Scientific investigations as well as industrial applications have shown that sheet-bulk metal forming is an expedient and efficient approach to manufacture functional components out of steel materials. However, not only high-strength steel but also light metals, such as aluminum alloys, become more important in various fields of application. Especially the automotive industry faces serious ecological and economic challenges. To overcome those challenges, enhanced material efficiency combined with increased load bearing capacity is crucial. Under these conditions, sheet-bulk metal forming processes are applied to aluminum sheets. First of all conventional aluminum sheets are used to manufacture functional components by a combined single-stage deep drawing and upsetting process. In a next step a Tailored Blank will be manufactured by an orbital forming process prior to the forming of the functional components and then applied to improve the material flow control and enhance the die filling. The objective of this paper is to investigate the transferability of the findings for a mild deep drawing steel to an aluminum alloy to provide the scientific groundwork for the application of aluminum alloys in the process presented. Therefore, the process is analyzed in a numerical simulation to investigate the material flow and to identify process limits. Experimental tests are presented to validate the numerical results and to gain a deeper process understanding regarding the microstructure and the strain hardening. Based on these results, innovative approaches are derived to enhance limits of conventional processes using conventional semi-finished products.

Keywords
Sheet-bulk metal forming, process combination, aluminum

1 INTRODUCTION
Lightweight design is an important factor to meet challenges regarding ecologic and economic circumstances. Based on the fields of application, the substitution of materials as well as their combination can lead to a significant reduction of weight.

An increase of efficiency and the avoidance of wasting essential resources is a key factor not only in general, but especially in sheet metal forming [1]. In this context, innovative processes or process combinations were established to overcome limitations of conventional processes. A promising approach to efficiently manufacture functional components is sheet-bulk metal forming (SBMF). Within this process class, bulk forming operations are applied to sheet metal, often in combination with conventional sheet forming operations to enhance the design flexibility. This technology enables the forming of parts with functional elements having a higher thickness than the initial sheet thickness while increasing the strength due to strain hardening by the intended 3-dimensional stress and strain states. [2] Therefore, the main research topic is the control of the material flow [3]. Besides the process, the material plays a key role to meet the requirements for various components. A widespread approach is the substitution of steel by light metals [4]. Aluminum is yet not only used for car bodyworks but is also used to manufacture functional components [5]. However, the reduction of weight is often accompanied by a reduction of strength. Therefore, the specific application has to be taken into account when applying various materials. For a gearwheel in the gearbox steel seems to be suitable, whereas for belt drives the strength of aluminum is sufficient. According to the load, hybrid solutions can also be promising, as it enables a combination of different materials with locally adapted characteristics [6].

2 FORMING CONCEPT AND PART GEOMETRY
In this section the forming concept, the geometry of the functional component and the materials applied will be introduced. Afterwards, the numerical modelling will be presented.

2.1 Forming concept
The process combination used to manufacture functional components out of sheet metal combines a deep drawing and an upsetting operation which proceeds in a single stage on a triple-acting hydraulic press Lasco TZP 400.
Initially, the blank is clamped between drawing punch and upsetting punch by a hydraulic cylinder with the clamping force \( F_c \). The basic cup shape is drawn as the drawing die moves downwards applying the drawing force \( F_d \). Within the same press stroke the upsetting punch displaces the drawing punch until the part is upset between upsetting punch and upsetting plate with the upsetting force \( F_u \). The reduction of the cup height in the upsetting process forces the material to flow radially into the gear cavity. The process kinematic is displayed in Figure 1.

![Kinematic of the combined deep drawing and upsetting process](image)

**Figure 1** - Kinematic of the combined deep drawing and upsetting process

### 2.2 Part geometry and materials applied

The functional component manufactured in the process combination is a cup with external gearing as presented in Figure 2a). The gearing has an external diameter of 82.72 mm and consists of 80 teeth with a flank angle of 90° each.

![Part geometry and Steps from semi-finished product to final component](image)

**Figure 2** - a) Part geometry and b) Steps from semi-finished product to final component

The inner diameter amounts to 75.50 mm and the height depends on the upsetting force applied. The target height then determines the target volume for tooth and gearing. The target volume is set by the volume of the die cavity and amounts to 8657.6 mm³ for the whole gearing. The die filling is calculated by relating the volume measured to the target volume. For this purpose the experimental part is digitized with a 3D scanner and then analysed.

As semi-finished product a blank with an initial sheet thickness of \( t_b = 2 \) mm is used. The blank has an outer diameter of \( d_0 = 100 \) mm and a positioning hole with a diameter of 13.2 mm in the center. Figure 2b) shows the semi-finished product, the deep drawn cup and the final shape after upsetting. Previous investigations focused on the forming of different steel materials. In this investigation, the results for the application of the mild deep drawing steel DC04 will be expanded by results for AA5182.

The yield strength of the aluminium alloy amounts to 135.10 MPa and is 25% lower than the yield strength of DC04. The micro hardness of 71.6 HV0.05 is 42.5% lower. A comparison of the flow curves and the mechanical properties is presented in Figure 3.

![Mechanical properties of the materials](image)

**Figure 3** - Mechanical properties of the materials

The data for AA5182 was used to create a material card for the numerical investigation of the forming processes.

### 2.3 Numerical modelling

For the numerical investigation the implicit FE-code simufact.forming 12 is used. The tools are modelled as rigid bodies according to the tool concept presented above. Due to the cyclical and symmetrical arrangement of the functional elements, a 4.5°-section of the part geometry is used to model the process. To prevent contact problems and to enhance numerical stability a tool segment of 6.5° is used. In contrast to the experimental set-up the numerical process is divided into the two process steps to decrease the calculation time. Furthermore, this enables a specific adaption of the meshing for deep drawing and upsetting. As the deep drawing is a typical sheet metal forming operation, the Sheetmesher is used to generate the mesh for the subsequent forming operation with 6 elements in thickness direction and an edge length of 0.35 mm. For the upsetting process Hexmesher is used with an edge length of 0.2 mm and additional refinement boxes considering the 3-dimensional stress and...
strain states. Both meshing algorithms create hexagonal elements. The model was validated by an alignment of the numerical results with experimental data. Therefore, a quantitative comparison of the geometric dimensions as well as a qualitative comparison of the strain hardening induced by the experimental process and the effective plastic strain calculated in the numerical model was made with high correlation.

3 COMPARISON OF FORMING RESULTS FOR STEEL AND ALUMINUM ALLOYS IN A SBMF PROCESS COMBINATION

The aluminum alloy AA5182 is applied to manufacture functional components in the combined deep drawing and upsetting process. Results for both process steps are presented and compared to the results for DC04 to analyse their transferability.

3.1 Deep drawing

Due to the lower strength the aluminium alloy also shows a lower force level during deep drawing. Though, the force-stroke curve of AA5182 shows the characteristic progression as displayed in Figure 4. In the beginning of the process, the drawing force increases as the outer radius of the drawing die is in contact with the workpiece. With ongoing stroke the contact zone shifts from the outer to the inner radius of the die and the force steeply increases up to the maximum drawing force of 38.15 kN for AA5182 and 55.09 kN for DC04. After the force decreases with ongoing stroke a further increase can be detected for both materials when the internal gearing of the drawing die gets in contact with the workpiece and causes ironing.

![Figure 4 - Force-stroke curves for AA5182 and DC04 during deep drawing](image)

After deep drawing, the analyses of the geometric part properties show similar results for aluminium and steel as well. Figure 5a) presents the resulting sheet thickness after deep drawing calculated by the forming simulation and measured after the experimental test in the area of the drawing punch radius in Figure 5b). The numerical as well as the experimental investigation show the thinning of the material in the area of the drawing punch radius as well as the thickening due to tangential compression at the bottom of the cup wall. The minimum sheet thickness amounts to 1.77 mm for AA5182 and 1.78 mm for DC04. The cup height is 14.75 mm and 14.84 mm, respectively.

![Figure 5 - Geometric properties of the deep drawn cups](image)

The mechanical properties of the drawn cups are evaluated by the resulting strain hardening. The micro hardness of the parts is presented in Figure 6. After deep drawing, there is no significant difference detectable for the hardness in cup wall and bottom due to the slight plasticizing of the material.

![Figure 6 - Mechanical properties of the deep drawn cups](image)

For AA5182, the mean hardness in the cup wall is 88.89 HV0.05, which represents an increase of the initial hardness of over 26%. The mean hardness in the bottom of the cup is 81.44 HV0.05 and 14% higher than the initial hardness. Although there is no significant difference between cup wall and bottom, the mean values correspond to the trend determined for DC04. The mean values for the mild deep drawing steel amount to 151.71 HV0.05 in the wall and 137.62 HV0.05 for the bottom. Disregarding the different level of strength, both of the materials show similar results after deep drawing. The area of the drawing punch radius shows strain hardening due to bending stress at the inner and outer side and the
hardness in the lower area of the cup wall increases due to tangential compression.

3.2 Upsetting

After the cup is drawn the upsetting process begins to reduce the height of the cup and to form the functional elements. Therefore, the drawn cup is the input variable for the upsetting process.

The force-stroke curves for the upsetting of the steel and aluminum cups are shown in Figure 7a). Again, the force required for AA5182 is lower than for DC04 due to the lower strength of the material. Furthermore, the gradient is lower due to the minor strain hardening exponent. Both cups are upset to a target height of 11 mm. The process proceeds stroke-controlled.

For the aluminum alloy, the maximum upsetting force is $F_{\text{up}} = 168 \text{ kN}$ and is thereby 49% lower than for the mild deep drawing steel. The height for the cups is 10.98 mm for AA5182 and for DC04 as well. The die filling, which represents the material volume per tooth in correlation to the volume in the die, is 77.46% for AA5182 and 78.27% for DC04, as presented in Figure 7b). These values show that the geometric results for the two materials are transferable as the differences of the mean values are in between the standard deviations of ±0.39 and ±0.82.

![Figure 7](image)

Figure 7 - a) Force-stroke curves for the upsetting of DC04 and AA5182 and b) Resulting die filling for a cup height of 11 mm

The results for the evaluation of the mechanical properties of the final components are displayed in Figure 8. The qualitative comparison shows similar results for steel and aluminum. The material buckles under the upsetting force causing inhomogeneous strain hardening in the cup wall. Quantitative differences occur in accordance with the different level of initial material strength. For AA5182, the hardness in the cup wall increases by more than 43% up to 102.50 HV0.05. The hardness in the bottom amounts to 82.47 HV0.05. Thus, the mean value of the hardness in the bottom wall is about 20% lower than in the wall. The standard deviation is ±12.3 and ±9.11, respectively. For the mild deep drawing steel the mean values for the hardness are 195.58 HV0.05 ±39.12 in the cup wall and 155.73 HV0.05 ±53.56 in the bottom of the cup. Due to more severe strain hardening, the steel shows a higher standard deviation in the wall and in the bottom of the cup as well.

![Figure 8](image)

Figure 8 - Mechanical properties of final components

The results for the application of steel in this SBMF process are transferable to the application of AA5182. Nevertheless, the field of application decides whether an aluminium component is suitable or not as the reduction of weight is accompanied by a loss of strength and wear resistance. Therefore, the approach of using Tailored Blanks was identified as expedient [7]. In this investigation, another approach will be presented and analysed.

4 APPLICATION OF HYBRID SEMI-FINISHED PRODUCTS

To meet the challenge of reducing weight on the one hand without losing strength on the other hand, hybrid semi-finished products are applied in the process combination.

4.1 Hybrid semi-finished products

Conventional semi-finished products can be steel or aluminum blanks with an initial sheet thickness of $t_0 = 2 \text{ mm}$ as presented above. Figure 9a) shows the design of the semi-finished products and Figure 9b) presents the arrangement of the materials.

![Figure 9](image)

Figure 9 - Design of hybrid semi-finished products and parts
Subsequently, conventional semi-finished products will be replaced by hybrid blanks consisting of one steel and one aluminum blank with an initial sheet thickness of $t_0 = 1$ mm each. As aluminum alloy AA5182 is used, as steel the mild deep drawing steel DC04 was chosen, as presented in the investigations above. The steel blank with a significant higher strength is positioned on the upper side at the beginning of the forming operations so that the gear teeth are formed out of steel while the base frame is aluminum. The hybrid semi-finished products are subsequently applied to the combined deep drawing and upsetting process. Due to the consistent outer dimensions no adaptions to the processes have to be made.

### 4.2 Manufacturing of functional components out of hybrid semi-finished products

During the deep drawing process the drawing force required for the hybrid semi-finished product is significantly lower than the force required to draw the cup out of the mild deep drawing steel. For the two blanks with lower sheet thickness the height of the drawn cup is $h = 15.3$ mm and thereby about $0.5$ mm higher than for the cups drawn with conventional semi-finished products.

**Figure 10** - Force-stroke curves of conventional and hybrid semi-finished products in deep drawing

In contrast to the results presented above, the upsetting process proceeds force-controlled to ensure a sufficient form closure of the blanks due to buckling of the cup wall. Therefore, the maximum upsetting force is set to $F_u = 600$ kN. The resulting cup height is $h = 8.2$ mm. Top and bottom of the experimental part are presented in Figure 11 with AA5182 at the inside and DC04 at the outside of the component. The cross-section of the etched sample shows the form-locked connection of the two different materials. Furthermore, the qualitative hardness distribution is displayed in Figure 11 showing the significant increase of the hardness from the inner to the outer side. At the inner side the mean hardness is 136.99 HV0.05 ±16.59 and at the outer side it is 211.35 HV0.05 ±38.75. That amounts to a mean hardness of 175.07 HV0.05 ±49.88 in the cup wall. In the bottom of the cup the mean hardness is 123.63 HV0.05 ±24.90, whereas the

For the application of a conventional steel blank the part weight is 120.73 g ±0.77, for an aluminium blank it is 42.39 g ±0.07 and for the hybrid semi-finished product it is 80.82 g ±0.08. If the field of application allows changing the semi-finished product strategy, the weight can be reduced by 33% using hybrid semi-finished products and by further 48% for aluminium blanks compared to steel.

**Figure 11** - Geometrical and mechanical properties of hybrid functional components

**Figure 12** - Weight reduced by hybrid components and light metals compared to the application of steel

Values for AA5182 and DC04 are 116.33 HV0.05 ±22.57 and 133.81 HV0.05 ±24.78, respectively.
5 CONCLUSIONS

Current challenges regarding forming technology require innovative processes and process combinations as well as adapted semi-finished process strategies. The investigation presented analysed the transferability of gained results for steel onto aluminium and introduced the application of hybrid semi-finished products to SBMF. Of course, mild deep drawing steel offers high strength combined with high formability and is therefore appropriate for many applications. A major disadvantage though is the relatively high density. The application of blanks made out of the aluminium alloy AA5182 showed the transferability of the results obtained for the application of the mild deep drawing steel DC04. Geometrical as well as mechanical properties of the parts investigated show a high qualitative consistency after deep drawing as well as after upsetting of the components. These findings are relevant if the parts manufactured in a forming process can be formed out of aluminium with regard to their field of application. For parts which require higher strength the application of hybrid semi-finished products is a promising approach. Instead of a conventional steel or aluminium blank with an initial sheet thickness of \( t_0 = 2 \text{ mm} \), a steel and an aluminium blank with a sheet thickness of \( t_0 = 1 \text{ mm} \) each were positioned onto each other and then formed. Thus, the strength of a steel gearing can be combined with the reduced weight of an aluminium base frame within the forming process. Thereby, a form-locked connection is especially valuable for materials with restricted joinability.

The investigations show the need for further research regarding the application and combination of other materials as well as the identification of process limits for those semi-finished products in SBMF processes, such as the application of precipitation hardenable aluminium alloys in combination with local laser heat treatment. Furthermore, for the manufacturing of Tailored Blanks, which enabled an improvement of geometrical and mechanical part properties for conventional blanks, the transferability of obtained results onto hybrid semi-finished products should be analysed.
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Abstract
Aircraft panel components, manufactured by a forming process, are either comprised of metallic or continuous fibre reinforced thermoplastic (CFRTP) composite material. These materials are traditionally chosen based on the intended functional requirements. Some manual adjustment to the tool is usually needed to achieve the desired shape during the prototype phase. The focus of this study is to utilise forming simulation techniques to improve the traditional process to conceptualise and validate press tools and sheet blanks. In addition, to develop an evaluation model for the material selection process. With the study still ongoing, the literature review and the metallic forming tool and blank conceptualisation workflow conducted in ESI Group Pam-stamp will be presented. The literature reviewed for the study was selected based on three main areas of interest, namely, material selection databases, metallic sheet forming and CFRTP sheet forming. The metallic component will be manufactured using a fluid cell press forming process. The forming tool and blank conceptualisation workflow are comprised of five functions: Computer-aided design (CAD), Material characterisation, forming simulation optimisation, manufacturability through simulation and concept validation. Four of the steps have been completed thus far with the final concept validation to be completed.

Keywords
CFRTP sheet forming, Fluid cell forming, Material selection, Sheet metal forming, Thermoforming

1 INTRODUCTION
Over many decades aircraft manufacturers have significantly increased the amount of composite-based materials used in aircraft structures compared to the use of metallic aluminium and titanium alloy materials [1]. Two significant composite materials currently in use are Glass or Carbon Fibre Reinforced Plastics (FRP/GFRP/CFRP) and Glass or Carbon Fibre Reinforced Thermoplastic (FRTP/GFRT/P/CFRTP). A specific difference in an FRP is the thermoset plastic matrix which cures in an exothermic reaction and cannot be reheated and melted as opposed to an FRTP which is a thermoplastic matrix which can harden and repeatedly softened by reheating [1, 2].

The focus of this study is to develop the means to effectively choose the correct material option, based on the component geometry and structural requirements in the most cost-effective way when manufactured by a stamp or fluid cell forming process. Stamp forming is described as a punch-press operation [3]. The forming process is also termed matched mould forming and further detailed as thermoforming [4]. The process is used to manufacture the GFRTP interior lining panel (ILP) using a metallic male press tool and a female silicon tool. Aerosud Aviation is a core supplier to major aircraft manufacturing companies such as Airbus and Boeing and is the design authority on the Airbus A400M. A typical panel is depicted in Figure 1. ILPs are interior components designed to cover and protect substructure beneath it and must sustain various loading conditions.

![Figure 1 - Schematic of a geometrically complex ILP](image)

The ILP is geometrically complex as multiple curves make up the component, all of which make it difficult for manufacture by forming process. Extensive “trial-and-error” forming tests are required with many GFRTP sheets used to reach an acceptable component finally. The “C” used in CFRTP is also commonly used for continuous and denotes that the thermoplastic composite is comprised of long uninterrupted fibres and not short, discrete fibres [4]. Short fibre composites do not carry high loads compared to long fibre composites due to the matrix carrying the loading as it is the primary load path within the laminate. Fibres are the primary load path
in continuous fibre composite laminates; the matrix binds the fibres [4].

Forming an ILP from a single sheet of GFRTP posed extremely challenging. Through the use of thermoforming simulation tools and added blank holding techniques, a conforming single piece ILP that met the curvature around the peaks were as realised, see Figure 2.

![A](image1.png)  
**Figure 2** - A - Oversized ILP, B - Optimized ILP [6]

The metallic sheet variant chosen for the study is 2024 series aluminium alloy, 2mm thickness clad sheet. This alloy has excellent fatigue resistance and is the typical choice for aircraft sheet panels [9]. In T3 temper condition, the material has limited formability. However, the material is heated solution treatable which increases formability. The material characterisation of 2mm sheet in the W temper condition which is required to attain accurate forming simulation results was conducted during this study. The design strategy and concepts using a forming simulation were conducted through a case study component detailed in section 2. The final results from the study will be used to conceptualise the forming tools to realise a metallic ILP component.

Material selection is an essential factor in any design. In order to effectively choose the appropriate material, a thorough understanding of the material’s property characteristics, component geometry, structural requirements and manufacturability must be considered. The study will focus on establishing an understanding of the formability of thermoplastic and metallic components through simulation and realised component. The understanding of the two manufacturing processes will lay the foundation for developing a material evaluation model.

The material selection method will incorporate two simulation validation studies of the thermoforming and metallic forming process. A study in the simulated formability of the composite ILP has been conducted using Aniform virtual forming software [5, 6]. Further simulations on the composite model will be conducted using the ESI group software packages [7] and the ESI group software packages and Dynaform [8] for the metallic variant. A comparison study of the simulation results will be conducted to establish which is most appropriate in the design process of formed composite and metallic aircraft components. Simulation studies in the design process have shown to be most effective in initial prototyping, hence integrating the right tool into the design process, will improve material selection methods. Costing and strength-to-weight ratio models will also form part of the selection methodology.

### 1.1 Traditional Material Selection Methods

Material selection studies reviewed the use of simulation techniques in the initial stages of product design. Ismail et al. [10] described several of the material screening methods, material comparison and choosing methods available. The purpose of the study was to review the research work done in the field of material selection. The link between material selection and the inherent manufacturing process most suited was portrayed by many selection systems. The use of computer simulation in the selection of material is described as a means to compare selected material against each other without trial-and-error studies. The selection process that incorporates a computer simulation by Ismail et al. is defined as optimisation methods.

Aguiar et al. [11] conducted an extensive study analysing over 87 digital tools that provided material selection methodology in product design. The research study concludes with no reference to manufacturability of a component. Manufacturing processes are stated as one of the most common criteria for material selection. This entails selecting the material best suited for a manufacturing process, but it by no means gauges the manufacturability of a component.

Both the papers by Ismail et al. [10] and Aguiar et al. [11] refer to the work by Michael F. Ashby, Materials Selection in Mechanical Design [12]. The approach followed emphasised design and material as opposed to material “science” [12]. Ashby’s material selection makes use of material and process charts but is limited to the initial screening of materials [10].

Ljungberg [13] conducted a study on material selection and design for structural polymers. Ljungberg describes the concept of Design for Manufacturing (DFM) which integrates the material selection process. A proposed material may be provided as a possible solution, but without practical testing, the most suitable material cannot be chosen. Ljungberg [13] proposed a material be selected first then produce the production tool to avoid costly changes where the material is then changed. However, through the development of manufacturing simulation tools, the above concern becomes a hypothetical view as the tooling validation and verification of the concept is well understood before test prototypes are introduced.
Chakraborty and Chatterjee [14] studied material selection using preferred ranking methods and advises on four material selection methods which are based on multi-criteria decision-making (MCDM). The material finally selected to manufacture a gear clearly shows the applicability, usefulness and accuracy of the four chosen methods. However, only material properties are made use and no manufacturability characteristics.

The current means of material selection is adequate. The evolution of material selection systems with the effective coupling of simulation tools will integrate into design frameworks and is currently underway.

1.2 Composite Forming Process

Forming of some aircraft components is better suited towards thermoplastic sheets for the specific function they exhibit. Sala et al. [15] defined the forming process as a thermoforming process where a polymeric sheet is clamped and heated until softening. The sheet is then placed between a punch and die from which the desired component is formed. Thermoplastics can be reheated as opposed to thermosets which cannot be reheated after curing. The thermoforming process is well studied and documented but the research conducted is based on simple geometry. This study is conducted to establish a material evaluation model. However, the forming of complex geometric components in a thermoplastic substrate must be clearly understood. The use of simulated design and manufacture significantly increases efficiency and reduces the cost of setting up a manufacturing process [16].

Thermoplastic defects that can occur during the manufacturing process is discussed below. Sadighi et al. [19] concluded that [0°] lay-ups are more vulnerable to wrinkling whereas [0°/±45°/90°]T lay-ups exhibit buckling. Wang et al. [17] stated that double-curvature shaped components are difficult to manufacture and can lead to defects. Composite component defects are wrinkling, porosities and fibre fracture to state a few. The comprehensive understanding of predicting defects correctly and further eliminating them is the critical aspect of the simulation studies which will aid the component design and material selection.

Drape forming is defined as “a method of forming thermoplastic sheet in which the sheet is clamped into a movable frame, heated, and draped over high points of a male mould” [20]. In thermoforming drapability or formability is the ability to shape a medium before hardening. The effective manufacture of a composite component is defined by the drapability/formability of the component. The study by Boisse et al. [21] draws explicitly on the link between intra-ply shear stiffness and its link to wrinkles and shear strain post the locking angle limit.

Wrinkling is the most common defect to occur in the forming of thermoplastics [22]. A study conducted by Rozant et al. [22] investigated the drapability of dry textile fabrics for stampable thermoplastic pre-forms. The study clearly defines the cause of wrinkling in the component. Figure 3 depicts the occurrence of wrinkling as the yarns move during shearing. The warp and weft yarns of the weave are angled at 90° but when shearing is induced during the forming process, the angle is reduced, and the distance between the yarns get closer together. This angel (θ_{locking} or θ_c) is the “locking angle and is the smallest angle reached between two adjacent yarns before the onset of buckling” [22].

Figure 3 - The occurrence of wrinkling during the shearing of weaves [22]
clamped. On the other end, where the edges are tightly clamped and fibres not aligned correctly, false results are attained.

The uniaxial bias extension test “involves the clamping of a rectangular piece of woven material such that the warp and weft directions of the tows are oriented initially at 45° to the direction of the applied tensile force” Harrison et al. [16]. The test is simple to perform and provides reasonably repeatable results but in particular, provides the best method for determining the locking angle. The test induces a combination of pure shear and intra-ply slip. Hence it is a means to investigate both phenomenon Harrison et al. [16]. The study by Harrison et al. [16] concluded that both test methods are given acceptable results, but mainly the bias extension test is a reliable method for determining a material’s locking angle. The biggest drawback is the need to perform an extensive image analysis [16]. The study by Boisse et al. [21] corroborates with the data presented by Harrison et al. [16], however Boisse et al. [21] conducted a forming simulation making use of a dome shape which shows the correlation between double curvature and the need for the material to shear in order to get good formability of a component.

Due to the inherent difficulties of aligning the fibres with the picture frame testing, the study conducted by Chen et al. [18] established the uniaxial bias extension test as the baseline for determining intra-ply and inter-ply shearing properties of GFRTCP/CFRTP for thermoforming. The study denotes the effects of temperature and strain rate explicitly. In the case of lower temperatures in comparison to the “forming temperature”, the inter-ply shear forces increase significantly as the resin viscosity increases [18]. By holding the test temperature constant and altering the speed of the test, the strain rates between the two tests were established. The study found that a higher strain rate decreases the viscosity of the resin with the lower viscosity in the resin, the inter-ply shear force increases [18]. The Chen et al. [18] study characterised the material properties and conducted simulation studies to correlate the mechanisms. The mathematical model used a thermos-visco-elastic model.

Developing material properties is needed to understand the complexity of thermoforming mechanics effectively. An additional parameter to the two defined above is bending properties. De Bilbao et al. [23] conducted a study on the bending behaviour of reinforcements. “The bending behaviour is specific because the components are structural components and out-of-plane properties cannot be directly deduced from in-plane properties” [23]. The study validated a new test method which is a cantilever type test which determines the bending moment and curvature properties of the material [23]. The study conducted by Wang et al. [17] states the bending stiffness is essential in determining the size of wrinkles.

The investigation by Mashau, M [6], in particular, the research conducted to improve the forming process to yield fewer defect components shows the effectiveness of simulation techniques. The defects discussed previously must be omitted where at all possible during the forming process to manufacture acceptable components. Through the use of simulation, the manufacturing process can be defined and investigated in greater detail. Tool design and rework during process validation will become more efficient with less costly “trial-and-error” methods will be utilised.

1.3 Metallic Forming Process

Metallic forming processes have been used extensively in the aircraft and automotive industry and have also been well studied and understood academically. Solfronk and Sobotka [24] specifically indicated sheet metal forming as one of the most spread technologies for metallic part production and how it enables part production with different shapes as well as size variation. One of the specific drivers is the quality. Advantages of sheet metal forming are the process exhibits good quality surface finish, high accuracy of defined sizes and quite high stiffness at minimal part’s weight [24]. From experience, metallic component surface finish in comparison to the composite thermoplastic formed components can be superior as the later yields poor surface quality due to the requirement to use silicon tooling in the thermoforming process. In the case of male matched tooling, a far greater surface finish can be achieved.

With the maturity of forming finite element code to conduct advanced forming simulations, the formability prediction and optimisation algorithms substantially reduce the time and material wasted during the “trial-and-error” period which can be expensive experimental studies [26]. The study conducted by Solfronk and Sobotka [24] concluded that results compared between the simulation results of Pam-stamp [8] and the measurements from the formed components are agreeable. The study conducted further denotes the software enables the user to optimise tooling surfaces, proper parameter selection, the dimensional stability of stamping, compliance of thickness tolerances, the appearance of areas with minimal deformation, and critical zones that will be susceptible to wrinkling and fracture defects. The most significant advantage of the use of simulation is the cost benefits. The study by Yershov et al. [26] highlighted specifically “the ability to significantly conserve material by reducing wastage, shortening the time required for component finishing and lower labour costs”. A limitation is the development of localised necking due to strain reaching a critical limit and eventually failing [27].
Similar defects are experienced in composite thermoforming is seen in metallic forming, in particular, wrinkling and fracture. Other defects include tearing, spring back and other geometric and surface defects as denoted by Kadkhodayan and Moayyedian [28]. Wrinkles in thermoformed components are not recoverable and must be dealt with in the pre-forming design phase. Wrinkling can be treated as a recoverable defect, contrary to fracture. "Wrinkling occurs when the compressive stresses go beyond a certain value during forming" [28]. Prevention of defects is essential to ensure dimensional accuracy and acceptable aesthetics [29]. In the case of wrinkling, the clamping and holding tools can "iron" out the wrinkles but only if used correctly. Wrinkling is seen as acceptable if it lies outside the trimmed zone, out-of-plane.

Defects can be prevented with the correct procedure and knowledge of how to use the simulation tools correctly, in particular, the use of Forming Limit Diagrams (FLD). Kumar et al. [25] stated "FLD is used during the design stage of any new sheet metal component for tooling shape & optimising variables. In the sheet metal industry and studies, it is widely used and considered as one of the important tools to determine the formability of sheet metals. Every sheet metal has its forming limit diagram which determines its formability, strain limit and forming regions". Two things can be taken from this statement: one is that metal forming has a traditional means to determine the formability of a component. The second is that extensive testing is required to establish the Forming Limit Curve (FLC) for the FLD and the established curve is only applicable to a particular material and sheet thickness. A standard test method has been established to determine FLD’s: ASTM E 2218-2 [30] and ISO 12004-2.

The sheet metal forming process selected for this study is fluid cell forming and is a variant of the sheet hydroforming process. The press ram is oil and a flexible rubber diaphragm, which replaces the solid punch. Under the oil pressure, the rubber diaphragm conforms to the shape of the tool and holds the blank over the die cavity [31]. Thus a single rigid die tool is required and can be more cost-effective compared to a typical stamp forming tool and die sets.

The chosen sheet material cannot be pressed in the "as delivered" condition, which is denoted as the T3 temper condition. T3 temper is solution heat treated, cold worked and naturally aged to a suitable stable condition as received from the supplier. Solution treatment is achieved by heating to a temperature of 495°C and holding long enough to allow constituents to enter into solid solution and cooling rapidly enough to hold the constituents in solution [32]. From the heat treatment process specification ABP 3-1119 [33], the AA2024 clad sheet is processed to W temper condition by heating in a furnace for 23m30s±30s at 495±5°C, quenching in water which is no warmer than 40°C for 3m±1m within a delay after exiting the furnace of 12s.

After heat treatment and quenching, the sheet is in W temper condition, which is an unstable temper which naturally ages at room temperature after solution heat treatment. The material naturally ages from W temper condition to T42 temper condition after being cold worked by press forming [32]. The formability of the sheet significantly improves in W temper condition but the time to press after heat solution heat treatment is limited.

2 METALLIC SHEET FORMING CASE STUDY

The component used for the study is an aircraft skin panel that is manufactured by press forming process from 2024-T42 clad sheet material. The material is delivered in T3 temper condition from the supplier. The sheet is heated solution treated to W temper condition after which it is pressed formed and left to naturally ages to the T42 temper condition. Figure 4 depicts the wingtip panel component.

![Figure 4 - Schematic of an aircraft skin panel](image)

The component does not meet dimensional requirements using the male matched tooling process and must be manually adjusted to final form. The case study will investigate the manufacture of the component using the fluid cell press. Also, the ESI Group Pam-stamp forming simulation software is used to conceptualise the press tool. Even though the Pam-stamp material database is well populated, there are limited aircraft grade aluminium alloy properties in published literature. Material characterisation of the 2024-W temper condition was conducted to ensure accurate results are attained from the forming simulations.

2.1 Forming Process Conceptualisation Cycle

The forming process conceptualisation cycle is depicted in Figure 5. The process cycle is a means to effectively take the conceptual design of the component blank and tools from a CAD model to final realised component with blanks and tools that can reliably manufacture the component. The key to this process is the inclusion of forming simulation which aids in optimising and verifies the blank and tooling concepts without a costly trial and error
2.2 Material Characterisation

Forming simulation tools have been adopted into the automotive industry to a far higher degree than the aerospace industry judging by some materials available in the ESI Group Pam-stamp material property database. The 2024 aluminium alloy clad sheet in 2mm thickness in the W temper condition is not available in the database, and material characterisation testing had to be conducted. In collaboration with ESI Group and the Technical University of Liberec in the Czech Republic, the material characterisation was conducted to attain the following:

- A forming limit curve of 2mm 2024 aluminium alloy clad sheet that has been heat solution treated to –W temper condition.
- Material stress-strain curve based on the Vegter-Lite plasticity law
- Isotropic hardening curves based on the Krupkowsky law
- Kinematic hardening curves based on the Yoshida law
- Variability in Young’s modulus which changes as the material gets work hardened considerably during the forming process.
- Variable friction curves dependant on pressure and velocity.

2.3 Die and Blank Design Conceptualisation

In total 15 simulation concepts were conducted before a final concept was chosen. As the forming process used for this study is the fluid cell, hydroforming process, a bathtub shaped die was opted for as it is a standard die design for this process [32]. Initial concepts were aimed at near net shaped blanks which yielded poor results. An overlapping blank sheet concept was attempted throughout the study. The shape ensures the edges of the blank hang over the sides of the die. This results in the blank’s edges becoming constrained due to the friction forces between the blank and die. The blank continues to form into the die cavity, and due to the added forces at its edges, in-plane stretching in the blank is successfully achieved.

In-plane stretching is essential to ensure the blank will have reduced spring back. Insufficient stretching results in the blank returning to its initial flat state. The extent of in-plane stretching that can be achieved is assessed by mean of a forming limit diagram (FLD). In metallic forming, an FLD is used to determine the degree of formability a tooling concept can achieve. Also, it will give a clear indication where fracture and wrinkling can occur. Design changes with further simulation studies can be conducted before a final tooling concept is manufactured.

Figure 6 (a) depicts the FLD zone by the quality of the final state of the forming concept, and it clearly shows that a sufficient amount of in-plane stretching has been achieved with this concept. Figure 6 (b) is the FLD diagram for the aluminium alloy 2024-W 2mm thick clad sheet. It depicts the blank is not susceptible to fracture.
The result is achieved by a two-stage forming concept. The first stage creates a pre-form where the overhang flanges of the blank drape over the edge of the die. The preform is then fitted, and roller wedges are used to restrain the blank so that sufficient in-plane stretching will occur. The first and second stage with roller wedges is depicted in Figure 7 and Figure 8 respectively.

After forming, the component will be trimmed and then inspected. Location tags are incorporated to aid the locating of the component for trimming. Piercing holes in the die are used to create the position of the holes in the location tags, as seen in Figure 8. The location tags and final distortion of the component are depicted in Figure 9. The component deviates from final from by 7.035mm. This amount is deemed acceptable as the component will be flattened during the assembly process as the edges are easier to hold in place during riveting. The chosen concept was chosen based on the final distortion and overall shape. The final validation is the next phase of the case study to be completed.

3 CONCLUSIONS

The manufacture of aircraft panels using a forming process is an established and extensively researched topic. This study shows the degree of manufacturability in both composite and metallic materials is associated with a component’s geometric complexity.
The literature reviewed for this study shows the material selection phase of component design lacks the effective use of simulation studies. This is not to be confused with simulation studies related to the validation of a concept. In concept validation, the component’s material, forming die sets and the manufacturing process have been defined. Validation simulation studies give confidence in the tool, and blank design concepts before tool proofing trials are conducted.

Material selection simulations are feasibility-oriented studies where multiple concepts and material types are investigated, and the outputs are then compared against one another. The most appropriate material to manufacture the component, based on the conceptualised blank and tooling, is then used for final concept design where a validation study is then conducted.

Traditional material selection methods and processes are extensively publicised. With the incorporation of material selection simulations and a workflow to assess and compare the outputs, the concept validation process will become less dependent on “trial-and-error” methods.

The outputs from the metallic Pam-stamp case study gave insight into the component’s manufacturability. A forming limit diagram is a useful tool as it gives a visual output of areas where defects can arise. It also gives areas where successful in-plane stretching can be achieved. To successfully form the ILP, sufficient in-plane stretching was required to reduce the component’s spring back and loss of form back to a nearly flat sheet. Further work must be conducted on the composite process and finally defining the holistic process for the evaluation model for material selection of formed aircraft components.
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Abstract
Growing numbers of variants raise complexity in manufacturing systems and require higher flexibility. Especially in assembly systems, full automation is not always economical in high-variant production scenarios. Manual assembly plays an important role, since human flexibility is a key benefit when quick changes in the product portfolio have to be performed. Digital technologies create potentials for data analytics to increase transparency and productivity. In order to increase flexibility, productivity and transparency in manual assembly systems, cognitive assistance systems can be introduced. They assist assembly workers by providing, processing and collecting information to support manual tasks such as picking, joining or documentation. Currently, there is a lot of research on new technologies to improve human-machine-interaction and to provide targeted training for employees. However, employee acceptance as well as the profitability of new technologies are key factors that need to be investigated when cognitive assistance systems are introduced. Although assembly systems can benefit from these technologies, several companies are not yet making use of cognitive assistance systems. This paper presents a modular framework for cognitive assistance systems in manual assembly. A cognitive assistance system is modeled and described by its components, technologies and capabilities. This enables the design of an application-specific assistance system using a component and technology database. Since there are several ways to exchange relevant information between the assistance system, assembly workers, workplace and IT-systems, a modular framework is introduced. This framework defines six types of information flow and its needed capabilities. This framework can be used to enable a needs-based introduction process of cognitive assistance systems. An application of the framework is shown at the Learning Factory for Cyber-Physical Production Systems in Augsburg, Germany.
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1 INTRODUCTION
Trends such as mass customization and personalization of products increase complexity in manufacturing systems [1]. Therefore manufacturing systems need to be flexible, changeable and reconfigurable [2]. Especially in assembly scenarios with small lot sizes and short product lifecycles, full automation is often not economical because of its high reconfiguration effort. Instead, repetitive tasks should be performed by automated systems and often changing tasks by manual workers because of high human flexibility and human’s capability to learn new tasks in a short period of time [3]. In manual assembly systems, physical and cognitive assistance system can be used to support manual tasks [1, 3]. Cognitive assistance systems support the workers by perceiving tasks and making decisions [1]. Studies show that rising complexity increases errors in manual assembly and cognitive assistance can reduce the number of errors [4]. In addition to their impact on quality, assistance systems can also increase productivity in manual assembly [5]. This is achieved by directly providing all relevant information, which decreases time used for searching information in documents or by asking coworkers. In addition to current technologies such as worker information systems [6], several new technologies, e.g. augmented reality [7] are currently being developed in research. This increases the variety of software and hardware technologies that can be used to support manual assembly workers. These growing amounts of options to support manual work in assembly makes it necessary to develop a systematic approach to introduce cognitive assistance systems in manual assembly systems. This approach should match the requirements of manual assembly workers with the assistance capabilities of available technologies.

2 LITERATURE REVIEW
2.1 Cognitive assistance systems and current trends
Several terms are used to describe different approaches of applying digital support to manual
assembly systems. The term ‘Worker information systems’ (WIS) [6] is often used for systems that provide the worker with information such as working instructions. However, a large benefit of digital support lies in bidirectional information flow that creates the possibility to document information about the assembly process. In addition to ‘cognitive assistance systems’, the term ‘digital assistance systems’ [8] is also often used for similar purposes. Current research on cognitive assistance systems includes the automatic generation of information from CAD databases [9] and qualification-based assistance [10]. Furthermore, new technologies for human-machine interaction such as projections [11] or motion tracking [12] are currently being developed for assistance systems in manual assembly.

2.2 Complexity evaluation and planning of cognitive assistance systems

In order to plan a needs-based cognitive assistance system, it is necessary to analyze the complexity of the supported assembly tasks. Approaches to evaluate the assembly complexity exist that use detailed geometrical information of the assembly parts [13]. These concepts can be applied during the design phase of a product to decrease complexity by evaluating different design concepts. In order to plan a cognitive assistance system, not only geometrical information, but also further complexity drivers have to be considered. Zeltzer et al. [14] have identified 11 complexity drivers that characterize the objective and perceived complexity at mixed model assembly workstations. Claeyts et al. [15] are evaluating the need for cognitive support by extrinsic factors, such as operational and product complexity as well as intrinsic factors of the operator, such as his or her experience. Hold et al. [8] are structuring assembly tasks using MTM to evaluate the complexity caused by product, workstation and operator. Zäh et al. [16] are measuring complexity of manual assembly operations by using a temporal, a cognitive and a knowledge-based factor.

The aggregation of different complexity drivers using one of the presented models is necessary to identify the workstations with the highest need for support in order to decide where to introduce a cognitive assistance system first. However, the aggregated evaluation of different complexity drivers cannot be used to design the manner of support of a cognitive assistance system since different complexity drivers result in different needs and therefore require different support technologies. A scenario with often replaced workers and standardized products might have the same overall complexity index value than a scenario with ‘lot size one’ assembly and experienced workers, but the form of support is different in both cases. It is therefore necessary to evaluate different complexity drivers individually and to derive their particular needed support from the assistance system in order to introduce a needs-based assistance system.

3 MODULAR FRAMEWORK FOR COGNITIVE ASSISTANCE SYSTEMS

3.1 Cognitive assistance system structure model

In order to model a cognitive assistance system, it can be described by its components, technologies and capabilities [17, 18]. Figure 1 shows a UML diagram of the developed cognitive assistance system model.

The elements of an assistance system are modeled as components that can be purchased and are either hardware or software components. The entirety of components creates the assistance system. A component is described by its technologies with their own technology readiness level. Furthermore, a technology offers capabilities for the assistance system. Capabilities and technologies can only exist if there is a technology or component that provides them. However, components can also exist without being applied in an assistance system. As an example, a regular computer display component consists of display technology and therefore has the capability of providing information, whereas a touchscreen also consists of input technology to receive information from the worker. The priority of a capability can be classified by its required and optional boolean value. Depending on the requirements, a technology and component database can then be used to create use-case specific solutions for a cognitive assistance system.
3.2 Information flow model and cognitive assistance functions

Components and technologies of the cognitive assistance system structure model are created by hardware and software developers and can also be used for different purposes in addition to cognitive assistance systems. Often new technologies arise from the aerospace, military or gaming industries. The capabilities in this model are introduced especially for cognitive assistance systems in assembly to characterize the flow of information going in and out of a cognitive assistance system.

Figure 2 shows the developed information flow framework for cognitive assistance systems that displays the three objects that a cognitive assistance system exchanges information with [17].

![Information flow framework for cognitive assistance systems](image)

- **Assembly Worker**
  - worker input
  - worker information
- **Cognitive Assistance System**
  - sending order data
  - receiving order data
  - monitoring workstation
- **IT Systems**
  - receiving order data
  - affecting workstation
- **Workstation**

**Figure 2 - Information flow framework for cognitive assistance systems**

The cognitive assistance system exchanges information with the assembly worker by providing information or receiving input from the worker. Information is also exchanged with higher-level IT systems that manage order-specific information. Furthermore, a cognitive assistance system also exchanges information consisting of product, needed materials as well as tools required for the assembly with the workstation.

Since the information flow with those three objects is bidirectional, six groups of information flow capabilities can be defined.

- **Worker information**: Providing the assembly worker with information
- **Worker input**: Receiving information by manual worker input
- **Sending order data**: Sending information to higher-level IT systems
- **Receiving order data**: Receiving order-specific information from higher-level IT systems
- **Affecting workstation**: Sending information to intelligent tools or products
- **Monitoring workstation**: Monitoring the product or intelligent tools

In order to make use of an assistance system, it is always necessary to have input as well as output information flow. In order to make a needs-based selection, the term ‘assistance function’ is introduced. Assistance function is a set of input and output information flows that supports the worker in a specific way and is similar to a user story in software development. As an example, the assistance function ‘providing the assembly worker with variant-specific information’ consists of the information flows of worker information and receiving order data.

3.3 Approach for the definition of capabilities

In order to connect the cognitive assistance system structure model and the information flow framework, a more detailed description of the capabilities is necessary. Capabilities are used to describe the functionality of technologies and are a subgroup of the six information flow groups. Figure 3 shows the approach that was used to define these capabilities.

**Figure 3 - Approach for the definition of capabilities of cognitive assistance systems**

In the first step, 21 different implementations of assistance systems were collected from literature and site visits. The objective of this collection was to select a diverse set of cognitive assistance systems in order to create a higher significance of the results. Subsequently, steps 2 to 4 were performed for each implementation individually. In step 2, every assistance system was depicted by its cognitive assistance functions. The analyzed implementations consisted of between two and six different cognitive assistance functions. In step 3, every assistance function was then mapped with the information flow model to assign which of the six types of information in- and outputs were used by the assistance system. In step 4, every information flow was described in detail. In step 5, the information flows of all of the implementations were grouped by the six information flows.
flow types and identical information flows were clustered. This approach resulted in 18 different capabilities in the six information flow groups:

Worker Information:

- **Provision of order-specific information:** Providing the assembly worker with information such as variant-specific parts (1)
- **Assembly process description:** Providing the assembly worker with a general description of the assembly task (2)
- **Alert:** Providing the assembly worker with information about an assembly error that was made or recent changes of a product (3)

Worker input:

- **Binary documentation:** Input of simple information, e.g. to acknowledge specific quality features (4)
- **Textual documentation:** Input of complex information, such as serial numbers or reports (5)
- **Worker identification:** Manual identification of the worker, e.g. by using login information or a smartcard (6)
- **Stress recognition:** Using sensor information to evaluate the current stress level of an employee (7)

Sending order data:

- **Order information request:** Sending information, such as order numbers, to higher-level IT systems (8)
- **Order-specific documentation:** Sending order documentation to higher-level IT systems (9)
- **Checking production status:** Sending information about the current status of the assembly workstation in order to supervise the current status of the assembly system (10)

Receiving order data:

- **Receiving order-specific information:** Receiving of variant- or order-specific information that is needed to complete the assembly process correctly (11)
- **Receiving process parameters:** Receiving information to be transmitted to intelligent tools, e.g. maximum torque (12)

Affecting workstation:

- **Writing on intelligent products:** Writing order-specific information on data carriers implemented on product or workpiece carrier, e.g. by sending information via RFID (13)
- **Providing process parameters:** Transmission of information to intelligent tools, e.g. maximum torque (14)

Monitoring workstation:

- **Product identification:** Unique identification of the product at the workstation, e.g. by scanning a barcode (15)
- **Detection of joining task:** Monitoring of the product to detect the completion of correctly or wrongly performed joining tasks (16)
- **Detection of picking tasks:** Monitoring of materials at the workstation that are picked by the assembly worker for a specific order (17)
- **Monitoring process parameters:** Transmitting of information from intelligent tools, e.g. torque curve (18)

4 APPLICATION OF THE FRAMEWORK

4.1 Introduction process for cognitive assistance systems

The cognitive assistance system structure model, the information flow framework and the cognitive assistance system capabilities form the modular framework for cognitive assistance system, which is used for the introduction process for cognitive assistance systems shown in Figure 4.

<table>
<thead>
<tr>
<th>1</th>
<th>Needs assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Conception of assistance functions</td>
</tr>
<tr>
<td>3</td>
<td>Preselection of technologies</td>
</tr>
<tr>
<td>4</td>
<td>Generation of alternative assistance systems</td>
</tr>
<tr>
<td>5</td>
<td>Economical system evaluation</td>
</tr>
</tbody>
</table>

**Figure 4 - Introduction process for cognitive assistance systems**

In the first step of this process, the need for support is assessed by evaluating various complexity drivers at the assembly workstation. In the second step, the information flow framework is used to create a needs-based definition of assistance functions that shall be introduced by the assistance system. In this phase, the priority of an assistance system is defined as **required** or **optional**. In the third phase, a preselection of technologies and components is made by testing different technologies with the actual assembly workers to include them in the introduction process and to avoid the implementation of technologies that are not accepted by the workers because of little process reliability. In the fourth phase, the combinations of the optional assistance functions result in multiple alternative assistance systems with different assistance functions and therefore different capabilities. In this phase, an algorithm should be used to create a set of components with minimal costs. Costs can be minimized here since the
functionality is defined by the assistance functions and the acceptance is ensured by the preselection of technologies in the prior phase. Finally, in the fifth phase, an economical evaluation is performed using quantitative and qualitative factors in order to make a decision for one of the alternative assistance systems that shall be introduced.

4.2 Use case

The framework and the introduction process have been applied at a high-variant gearbox assembly scenario in the learning factory [19] for cyber-physical production systems. The needs assessment and conception phase have resulted in three required and two optional assistance functions (AF) as shown in Table 1:

<table>
<thead>
<tr>
<th>AF</th>
<th>Description</th>
<th>Type</th>
<th>Capabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Provision of order-specific information</td>
<td>Required</td>
<td>(1), (17)</td>
</tr>
<tr>
<td>B</td>
<td>Confirmation of defined quality features</td>
<td>Required</td>
<td>(4), (9)</td>
</tr>
<tr>
<td>C</td>
<td>Identification of product at start of assembly</td>
<td>Required</td>
<td>(8), (15)</td>
</tr>
<tr>
<td>D</td>
<td>Alert in case of picking errors</td>
<td>Optional</td>
<td>(3), (17)</td>
</tr>
<tr>
<td>E</td>
<td>Qualification level based instructions</td>
<td>Optional</td>
<td>(2), (6)</td>
</tr>
</tbody>
</table>

Table 1 - Alternative cognitive assistance functions

Since two assistance functions are optional, four combinations are possible that result in the generation of alternative assistance systems as shown in Table 2.

<table>
<thead>
<tr>
<th>Solution ID</th>
<th>Assistance functions</th>
<th>Selected components</th>
<th>Investment in EUR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A,B,C</td>
<td>#3, #14</td>
<td>13,550</td>
</tr>
<tr>
<td>2</td>
<td>A,B,C,D</td>
<td>#3, #14, #16</td>
<td>15,050</td>
</tr>
<tr>
<td>3</td>
<td>A,B,C,E</td>
<td>#3, #10</td>
<td>13,650</td>
</tr>
<tr>
<td>4</td>
<td>A,B,C,D,E</td>
<td>#3, #10, #16</td>
<td>15,150</td>
</tr>
</tbody>
</table>

Table 2 - Alternative cognitive assistance systems in the application of the framework

The component database consisted of 16 different components from which four different components (#3, #10, #14, #16) were found among the solutions as shown in the third column of Table 2. The results show that the additional cost for the assistance function D, which creates an alert when a picking error is performed, should be performed in order to make a selection between solution 3 and 4.

5 SUMMARY

In order to increase productivity and reduce assembly errors with cognitive assistance systems in manual assembly, several new technologies are currently being developed in research. When introducing an assistance system, it is necessary to select technologies and components according to the requirements of the assembly workers and involve them in the introduction process to ensure acceptance. A model was therefore developed that describes assistance systems by its components, technologies and capabilities. An information flow model was introduced to describe assistance functions when the concept for an assistance system is created. There are 18 capabilities that have been identified to prepare a detailed description of assistance functions and connect them with the technology and component database. The application of this method showed that alternative assistance systems can be generated using a component database and that this approach helps to identify the focus of an economic evaluation by analyzing the additional costs of the optional assistance functions.
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Abstract

Employees face a daily challenge to fulfil high quality and productivity goals, with numerous product variations to be produced. In this context, dynamic and individual worker information systems can provide support. In order to give consideration to the increasing importance of these systems, this article will first offer a definition of this type of assistance system, as well as an overview of existing approaches. Building on the key literature in the field and on expert interviews, we perform a problem-based analysis. This is to identify potential points of improvement within manual assembly that can be addressed by implementing a dynamic and individual worker information system. After clustering the potentials, we deduce requirements for the dynamic and individual information system. Based on a system-theoretical approach, we design a conceptual worker information system. Considering an information system as a black box, the requirements are formulated as system functions. To enable the system functions, we derive types of necessary system elements and relations such as models, views, and a framework of rules.

Keywords

Worker information system, worker assistance, operator instructions

1 INTRODUCTION

In today's turbulent market environment, manufacturing firms face fierce global competition. Many firms react by offering mass customized products or even order-based production. Hence, a adaptive production system, with employees playing a central role, is rendered indispensable. Employees have a high degree of mobility and flexiblity for the execution of assembly work, as well as the ability to adapt to new tasks and situations.\(^1\), \(^2\)

At the same time, employees are challenged to meet high quality and productivity goals \(^3\). In this context, worker information systems can provide support and enable high-variance manual assembly \(^1\). Through interpretation of the information presented, the workers are enabled to generate the required knowledge for fulfilling the assembly task. Apart from the evident necessity of worker information systems, an advancement towards dynamic and individual information systems is likely to increase efficiency when informing workers about their tasks, and to reduce rework or assembly errors \(^4\) - by for instance encompassing increased awareness of product changes, or information tailored for the individual worker.

2 DEFINITION OF DYNAMIC AND INDIVIDUAL WORKER INFORMATION SYSTEMS

In order to provide an understanding of worker information system capabilities, we will first offer a characterisation in form of a definition.

Assistance systems are utilised in various fields, such as medical technology and care, and production industries. There are thus varying aims of assistance systems, resulting in numerous different classifications of assistance systems, or use cases of assisting humans in their actions. While Sheridan focuses on the man-machine-interaction with levels of automation \(^5\), Karafillides & Weidner develop a periodic system serving as a more holistic approach \(^6\). Biniok presents a concept of sociotechnical assistance-ensembles \(^7\), taking into account the social dimension of technical developments. For the use case of manual assembly, a classification as shown in Bengler et al. \(^8\) seems appropriate. They distinguish three types of assistance according to the human sequence of action: perception, decision, and execution.

Execution or handling assistance is usually perceived to be the "classical" type of assistance, starting from simple manipulators to complex robotic systems. A system for decision assistance could for instance consist of an intelligent tool providing preventive maintenance notes. Simple instructions as well as augmented reality systems can be classified as perception assistance since they let the worker know.
which task to perform. Consequently, worker information systems are a subclass of worker assistance systems. Of course all types of assistance can be combined within one system. This could be a camera-based worker-monitoring system giving hints whenever the worker does not correctly assemble. These cognitive assistance systems, combining perception and decision, are often called worker guidance systems, and significantly differ from worker information systems through the feedback-loop. Worker information systems “only” inform workers on an explicit and rule-based way through presenting task related information [9] (based on [10]). The information provided is consequently called worker information. Associated with a dynamically changing production system, dynamic information shall be understood as information depending on the product or the production processes, for example by highlighting product changes within the information presented. Individual information is depending on the individual worker, for instance by leveling the degree of information shown according to the qualification of the worker. [9]

3 LITERATURE REVIEW
3.1 Existing Approaches

Within the existing literature on worker information systems, especially aspects of dynamic and individual information, have been examined. As mentioned above, information systems play an important role in production systems with a high product variety. Therefore, this review is focused on manual, customer-oriented series assembly. Furthermore, flowing assembly environments are examined, since prevailing conditions such as tact dependence and restricted time lead to additional demands regarding information presentation. Due to these circumstances, the use of (camera-based) worker guidance systems is often not suitable. Moreover, the review focuses on workplaces and assembly instructions rather than organizational, cross-worker information.

Many projects focus on knowledge-intense tasks such as maintenance or operating machines. Within APPsist [11], an information system architecture for provision of AI-based knowledge services was developed. Associated with this project, Breitkopf (né Kreggenfeld) has published a dissertation about adaptive assistance [12]. Based on an individual competence profile, he has generated an assistance process. The project Facts4Workers [13] has a similar focus as APPsist and presents a concept for the inclusion of knowledge work on the shop floor.

The next listed projects put an emphasis on interactive process guidance in manual assembly, mostly at workbenches. Within ACIPE [14], Bannat [15] and Wiesbeck [4] develop concepts for generating adaptive assembly instructions based on the monitored assembly process and recorded human state of cognition. Connected through the project motionEAP, Korn [16] and Bächler et al. [17] are also working on adaptive guidance. Korn presents a camera-based context-sensitive information system for work-benches. Bächler et al. develop an individual step-by-step instruction, also based on observed assembly failures and assembly time. Based on the analysis of worker movements, Weisner [18] (project AIM) puts more attention on the ergonomic aspects and individual assembly training. Ahnelt & Bader [19] developed a mobile assembly assistant called Plant@Hand which is able to assume the current most likely work situation, and present context-sensitive step-by-step instructions. Within SmartF-IT, Kerber & Lessel [20] focus on adaptive gamification-instructions by utilising individual repetitiveness and failure-frequency.

Lang [10] has published a very fundamental dissertation on worker information systems, but did not work on the development towards dynamisation and individualisation. In contrast, Merkel et al. [21] present an approach to the application-specific design of assistance systems that can encompass dynamic and individual worker information systems.

3.2 Research Demand

Industrial need

Outputs of systems already implemented by the industry tend to be too monotonous and thus fail to attract attention [4] (e.g. the information presented is very static so that worker does not pay sufficient attention to it). These systems do usually not account for the individual information needs, arising from the specific expertise and abilities of the individual employee. The consistent presentation of processual guidance is obviously very inefficient for skilled workers who are already familiar with the repetitive phases of the process. Additionally, dynamic information depending on the production situation, such as quality issues, is rarely given. But both are crucial for increasing efficiency, respectively productivity, and for avoiding mistakes. Besides, they form a foundation of competitiveness in the production of customised goods (see introduction). Therefore, the aim of this research project is to present suitable worker information by developing a dynamic and individual worker information system.

Research gap

The literature review shows that increasing dynamism and individualisation of worker information is currently not sufficiently covered in the literature, especially the combination of both tends to be neglected. This gap particularly pertains to our focus area, that is series assembly, flowing assembly, and assembly instructions.

Ideas and concepts for individual worker guidance are available and show the importance of this research. However, they need to be transferred to worker information systems suitable for workplaces
at assembly lines, which have different requirements and options than workbenches.

As the research does not offer a holistic solution for the industrial need, the design of this dynamic and individual worker information system starts with a requirement analysis presented in the next section.

4 PROBLEM-BASED ANALYSIS OF REQUIREMENTS

4.1 Approach

In order to design dynamic and individual information, a problem-based requirements analysis was conducted.

Firstly, we identified potentials for increasing efficiency and decreasing errors that can be addressed by an information system. The identification is based on four sources: expert workshops, a worker survey, work internship, associated literature.

We have conducted three expert workshops in total, one with four foreman from MAN Truck and Bus AG, another one with eight experts from MAN production planning, and a third one with two production planners from Kramer Werke GmbH. Furthermore, we have used 32 semi-structured interviews with MAN workers who are most affected by worker information systems. Additionally, the first author has worked at several assembly stations at MAN for twelve days, in order to gather additional points of improvement (also called "potentials"). We have further completed and confirmed the final collection of potentials by using relevant literature in the field of worker information systems.

The case study partner is the production plant of MAN in Munich where trucks for long-distance transport, distribution transport, or use on a construction site are produced. The production system is characterized by a manual assembly line. Kramer has a similar work environment producing (tele) wheel loaders and telescopic handlers.

Secondly, by clustering the potentials, eight requirements for the dynamic and individual worker information system could be deduced.

4.2 Results

In the following, the potentials identified and the resulting requirements are presented together.

1.) If the information presented fits all product variants, it is usually not rich in detail and not sufficiently specific for assembling without any prior additional knowledge. On the other hand, the amount of information tends to be very vast if all variants are explained in detail. Therefore, information adjusted to the specific assembly order is required. Because this kind of information is fundamentally different from static information, this requirement needs to be mentioned here even though it is already taken into account in some existing information systems.

2.) Due to a large amount of routine tasks for some high runner products, a second problem is that product or process changes are prone to be overlooked. The dynamic information system shall be able to draw attention to changes or exceptional cases.

3.) Improvements and avoidance of mistakes are rather difficult to achieve if the workers are not informed about the tasks most prone to errors. Therefore, preventive information considering past assembly quality needs to be given to draw attention to processes prone to failure.

4.) Especially foremen desire a possibility to give additional information to their workers, for example if an exhibition product is assembled. Consequently, providing an option for comments regarding products or processes is a fourth requirement.

The first four requirements are related to dynamic information. The requirements number 2 and 3 could also be specified as individual information. However, in relation to significant difficulties regarding anonymous data acquisition about who built which assembly order at which point in time, we have found that the added benefit is not sufficiently high. One could say that the information connected to requirements 2, 3 and 4 are already available to the workers. But it is often only presented in weekly meetings and not directly at the workstation connected to a specific assembly order, and therefore tends to be forgotten. The following requirements are related to individual worker information.

5.) For example for very difficult or tact time exceeding variants, an additional worker can support the main responsible worker, and the assembly task is shared. In this case, information is usually not split between the workers involved, and each role needs to search for his/her information. Therefore, the fifth requirement is to split the information between roles in multiple worker cases.

6.) For each role, the given information is usually not adjusted to the qualification level of the worker. But young and inexperienced workers have different information needs than experienced ones. This results in presenting too much or too little information for many workers. Experience levels are often assessed by foremen or team leaders and matched to a company internal qualification level. However, these assessments are in most cases not used for information systems. Consequently, a qualification specific information adjustment is required.

7.) Due to a huge range of variants, it can sometimes take several days or weeks to train new workers. The information system shall be able to support the teaching process, in addition to the previously mentioned qualification adjustment. Processes mastered can be checked, difficult ones can be
marked, and an overall learning progress could be calculated.

8.) The last requirement addresses a similar problem. Workers can lose track of which assembly processes are identical on which products, and how familiar they should be with upcoming assembly orders. To help the workers, individual transparency over variants of working procedures shall be available.

5  SYSTEM DESIGN
After analysing the requirements, a dynamic and individual worker information system needs to be developed.

To design the system conceptually, a system theoretical approach can be used. It describes a system from three different perspectives - Ropohl names a hierarchical view, a functional view, and a structural view [22]. Using this abstraction level, we arrive at a generic concept of a worker information system also suitable for production systems similar to the ones of our case study partners.

From a hierarchical perspective, a worker information system is connected to super- and subsystems [22]. A supersystem can be a general employee information system that the worker information system is embedded in. Some kinds of Manufacturing Execution Systems (MES) can be understood as subsystems since they give input information. This perspective might be suitable to describe the information systems technical architecture. Since this is not the main focus of this research project, it is not detailed further.

The next two sections present a system design using the functional and the structural view. Figure 1 provides an overview.

5.1 System functions
Understanding the information system as a black box [22], as the functional view suggests, we transfer the requirements from section 4.2 into system functions. Following the eight requirements, eight system functions are defined.

Dynamic system functions
1. Assembly order specific information adjustment
2. Drawing attention to changes
3. Drawing attention to mistakes
4. Commenting products or processes

Individual system functions
5. Role-specific information split
6. Qualification-specific information adjustment
7. Teaching process support
8. Individual transparency of working procedures variants

All functions follow the same functional pattern. At first, the system input (temporally changeable parameter values) needs to be recorded. The second part-step is to compose the information depending on the parameter values. Finally, the output (dynamic and individual worker information) will be presented.

5.2 System elements and relations
The structural view describes the system by its internal system elements and their relations (the network of relations is called system structure). Their
interaction enables the system functions [22]. According to the functional pattern, three types of elements are considered: data model, set of rules, and view elements.

The data models record the parameter values of inputs, which the presented information shall depend on, and include the worker information itself and its changes. For example, inter alia, a product model storing product type and changes, and an instruction model including texts and pictures to describe the assembly task, would be necessary for function 2: drawing attention to changes. The set of rules is necessary to compose the right information. One rule could be that a product change should be displayed 10 times or for one week. View elements present the information. To draw attention to an aspect, a view for the instruction as well as a view element, such as a flashing box around the product change, need to be implemented.

The data models are related to and updated by the contextual situation, or more specifically by the product and process (for dynamic information) and the worker (for individual information). After every update of the data model, the set of rules analyses the parameter value changes and determines the necessary views. The views read the data models to display the composed worker information.

6 CONCLUSIONS AND OUTLOOK

The industrial need and the literature review demonstrate that a holistic concept for a dynamic and individual worker information system, suitable for customer-oriented flowing series assembly, needs to be developed.

Therefore, at first a profound problem-based requirements analysis was conducted to specify dynamization and individualization. We furthermore develop a theoretical system concept of functions and elements. Since we use a high-level abstraction process, we are able to derive a solution also suitable for firms with work environments similar to the case study partners.

Building upon the eight requirements, figures 2 and 3 provide an overview of the required system functions and necessary system elements. The figures also demonstrate that we aim at creating a modular system. Depending on the specific needs of a workstation, different functions can be selected and implemented.

The research will be continued as follows: Based on our literature reviews and studies, we are currently working on further specifying necessary data models, set of rules, and view elements. At the same time we are implementing a prototype of a dynamic and individual worker information system.

An evaluation in cooperation with the industry partner MAN will be the final step to challenge the system capabilities regarding the requirements. Utilizing this case study, our deductive approach to developing the system elements can be validated. At the same time, we can investigate whether the system helps achieve an efficient information process and reduce rework needs.

![Figure 2 - Required system functions and necessary system elements for dynamic worker information](image1)

![Figure 3 - Required system functions and necessary system elements for individual worker information](image2)
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Abstract
Modal response data for a symmetric workpiece in an Automated Flexible Fixture for a flexible manufacturing environment can be used to develop a chatter reduction control system. The purpose of this research is to investigate the relationship between the fixturing and vibration of a work piece, as a mechanism to reduce vibration and hence chatter from occurring during machining. This paper addresses the mechanics of machine chatter and focuses on the simulation and physical testing results of the modal response of a symmetric workpiece. Simulations of the modal analysis showed a strong correlation between fixturing position as well as part geometry, and modal response. Both the fixturing position and geometry influenced the intensity of resonance frequencies, revealing trends that indicated certain fixturing positions yielded a more favourable response than others for different geometric features of a part. The experimental testing validated the simulation results, revealing the same trends in the relationship between fixturing position and modal response. The physical testing results showed less resolution than the simulations, due to a higher level of dampening in the system than expected, that left some trends in the geometry-modal relationship unvalidated. Overall it was concluded that fixturing has a strong effect on vibration and could be used to optimize machining processes.
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1 INTRODUCTION
Present day manufacturing is extremely competitive, with innovations in technologies driven by the customers’ needs. One such consumer need is that of individualism and ultimately customization of consumer products. Current industry drives such as Factories of the Future, the Internet of Things and Industry 4.0 aim to develop the technologies necessary to accelerate current manufacturing practices towards those that are more efficient, reconfigurable and autonomous, and ultimately enable mass customization to be realized.

The Factories of the Future focuses specifically on developing Flexible Manufacturing System (FMS) technologies. One of the outcomes of Factories of the Future initiative is the design and implementation of intelligent, reconfigurable jig and fixture systems to accommodate the increase in part type, size and geometry of a FMS environment. In order to make mass customization economically viable, conditions that limit performance must be eliminated. One such condition, chatter, is the most problematic and limiting factor in machining [1]. Fixturing is a major contributor to the performance of both the individual machining system and the overall manufacturing process [2], with as much as 40% of all parts rejected in manufacturing processes being connected to poor fixture design [3]. There is a strong link between fixturing and chatter, where in practice some instances of chatter may be eliminated by reworking the fixture to hold the part more securely [4]. Thus the optimization of work-holding for the FMS is of utmost importance.

This research focuses on establishing the relationship between fixturing and chatter as the basis for introducing a layer of intelligence to a proposed Automated Flexible Fixture (AFF). This layer of intelligence will be in the form of a control system that, in conjunction with embedded sensors, will monitor vibrations in the AFF system to detect the presence of chatter, and actively adjust the fixturing setup for a specific part if necessary until the vibrations are reduced to the point that chatter is eliminated. The relationship between fixturing and chatter will be investigated through modelling of the modal characteristics of parts clamped by the AFF in different fixturing setups.

2 CAUSES OF CHATTER IN MACHINING
An understanding of the relationship between vibration and chatter must be established before analysing the correlation between fixturing and chatter for the AFF. This section will give a brief outline on the fundamentals on vibration and their effect on machining.
2.1 Vibration and chatter
Chatter is a self-exciting vibration, characterized by the loud and distinctive noise emitted, that occurs during machining. Chatter causes the end mill tool piece to produce an uneven cut that appears as periodic grooves or waves on the machined surface. There are 3 main types of vibration involved in the creation of chatter, those being; free vibration, forced vibration and self-exciting vibration.

Free vibration is the frequency that a body will naturally tend to vibrate at when it is acted upon by an external excitation force [1]. It is also known as the resonant or harmonic frequency of a system. A body will have a range of natural frequencies that it will tend to vibrate at depending on the intensity of the excitation force. This is known as the harmonics of the system, with each harmonic corresponding to the number of modes of vibration at that frequency. The natural frequency of a part is determined by its material properties, mass and geometry.

The material properties of interest are Poisson's Ratio and Young's Modulus, with Poisson's Ratio determining the variation ratio of different mode types and Young's Modulus being directly proportional to the natural frequency. The relationship between mass and natural frequency is inversely proportional i.e. as mass increases the natural frequency decreases [4]. A change in geometry of a part can change its natural frequency by changing the stiffness of the part, where natural frequency is directly proportional to stiffness.

Forced vibration occurs due to a periodic force being applied continuously to a system. In a machining environment forced vibrations are induced in the part and fixture system by imbalances in the machine tool or the cutting forces of the tools themselves.

When the forced vibrations occur at a frequency that equals any one of the harmonic frequencies of the system, then self-excited vibration occurs. This causes excessive vibration, also known as resonance, in the system because the input pulses coincide with the peak pulses of the system, causing the system vibration to amplify. Thus when self-excited vibration occurs during machining, due to the cutting parameters matching the resonant frequencies of either the part-fixture system or the cutting-tool-machine system, it is known as chatter.

2.2 Chatter and fixturing
Present manufacturing technologies have focused on chatter reduction through cutting tool technologies whereby end mills and chucks etc. have been redesigned to increase their stiffness, and on selecting machining parameters that provide a suitable material removal rate whereby chatter does not occur. In a FMS that utilizes AFF’s to accommodate mass customization, the fixturing system may play a far greater role in the resonance of the system and the generation of chatter, as the AFF may be unable to match the clamping forces of a conventional fixture [5]. In a conventional fixturing system where part is clamped with a very large force, the stiffness of the part exceeds the stiffness of the cutting tool and thus the machining parameters must be adjusted to avoid chatter induced by the tool vibration. In an environment such as the AFF where the cutting tool stiffness exceeds the fixture-part system stiffness, the effect of the fixture on the resonance of the part may be the limiting factor on machining.

3 THE AUTOMATED FLEXIBLE FIXTURE
The AFF was designed by a postgraduate student, Andrew Illedge [6], as a platform to facilitate the increase in part type in a reconfigurable manufacturing environment that supports mass customization, over a conventional manufacturing system. The AFF is a modular, automated fixturing device capable of accommodating a wide variety of part geometry, within a certain size, for machining processes, and reconfiguring itself for different production cycles.

The AFF design, shown below in Figure 1, consists of three main components: a central bed with locating pins that the part sits on, and two clamping arms on either side of the bed supported by three-degree of freedom linear actuators. The clamping arms have added degree of rotational freedom allowing the clamping forces to be applied downwards towards the bed. The actuation is achieved by a lead screw stepper motor system allowing for the precise positioning of the clamping arms. The central bed comprises of two degrees of rotational freedom, the first allowing it to tilt towards either clamping arm, and the second allowing it to rotate the part about the vertical axis. Both clamping arms have a pin matrix field at their end that moulds around the clamped part and transfers the clamping force to the part.

Figure 1 – CAD representation of the Automated Flexible Fixture
4 MODAL SIMULATIONS

The purpose of the simulations was to determine the effect that fixturing position has on the natural frequency of a part, for differing part geometries. Several constraints were imposed on the research in order to keep the research bounded in a large and diverse problem space. These constraints were that only parts with an overall cubic geometry were considered, the starting billet size was set and kept constant for all parts analysed, machining was restricted to the top surface of the part, the circumference of the part along its sides walls was reserved for fixturing, and the material chosen for all parts was Aluminium 6080. The modal analysis was performed using the SolidWorks simulation package.

This paper focuses on a work piece, illustrated in Figure 2, that is symmetric about two axes and whose geometric features consist of two rectangular bores at its centre, with four holes cut at each corner of the part.

The surfaces for fixturing were limited to the circumference of the part on its side faces. The AFF clamping arms will move in horizontally to hold the part, with the both arms being in line with each other on either side of the part, with the clamping surface of the arms parallel to the side wall surface. Figure 3 shows two examples of fixturing setups. The green arrows represent the clamping surface where the pin matrix will press against the part to fix it in place. There are 6 unique fixturing setups chosen, each correlating by name to the position of the clamping arms relative to the side walls of the part. The positions of the clamping arms for the fixturing setups are either along the length or breadth of the part, at the centre or the side of the parts side wall surface. Figure 3 shows the length-centre clamping setup on top, and the length-side clamping setup on the bottom.

Each stage of machining for the part is modelled separately to investigate the effect of geometry on the natural frequency of the part. The order of machining operations follows a logical, industry standard approach whereby the larger areas of material removal are machined first, and the holes are bored last, following a natural tool path progression. Figure 4 shows all 6 operations of machining in their order of machining. The first stage is the raw billet shown at the top left of Figure 4. Each other operation is ordered from left to right, top to bottom and are named as operation 1 to operation 6 consecutively.
5 SIMULATION RESULTS

Due to the large size of the simulation data, the results contained in this section are limited to the first three modes of vibration. The first three modes for each fixturing scenario for the raw billet and operations 1, 2, and 6 are shown in Table 1. The first trend is that for the first mode of vibration the highest frequency is achieved by the length-centre fixturing setup, for all machining operations. For the second and third modes the highest frequency is achieved mainly by the breadth-centre fixturing setup with a few exceptions. Thus when examining operation 2, the best fixturing setup is dependent on the relevant mode; for mode 1 it is the length-centre fixture, for mode 2 it is the breadth-centre fixture, and for mode 3 it is the length-side fixture setup.

<table>
<thead>
<tr>
<th>Part 1</th>
<th>Mode 1 (Hz)</th>
<th>Mode 2 (Hz)</th>
<th>Mode 3 (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Billet</td>
<td>8166</td>
<td>12454</td>
<td>15260</td>
</tr>
<tr>
<td></td>
<td>7618</td>
<td>11109</td>
<td>13232</td>
</tr>
<tr>
<td></td>
<td>10586</td>
<td>12217</td>
<td>12391</td>
</tr>
<tr>
<td></td>
<td>6925</td>
<td>10035</td>
<td>13022</td>
</tr>
<tr>
<td>Op. 1</td>
<td>8231</td>
<td>11505</td>
<td>13589</td>
</tr>
<tr>
<td></td>
<td>7389</td>
<td>9670</td>
<td>12635</td>
</tr>
<tr>
<td></td>
<td>10283</td>
<td>10508</td>
<td>11187</td>
</tr>
<tr>
<td></td>
<td>6048</td>
<td>9368</td>
<td>12740</td>
</tr>
<tr>
<td>Op. 2</td>
<td>8150</td>
<td>10159</td>
<td>12413</td>
</tr>
<tr>
<td></td>
<td>6972</td>
<td>8509</td>
<td>11677</td>
</tr>
<tr>
<td></td>
<td>9616</td>
<td>9753</td>
<td>10527</td>
</tr>
<tr>
<td></td>
<td>5469</td>
<td>8530</td>
<td>12430</td>
</tr>
<tr>
<td>Op. 6</td>
<td>8009</td>
<td>9971</td>
<td>12607</td>
</tr>
<tr>
<td></td>
<td>6913</td>
<td>8711</td>
<td>11212</td>
</tr>
<tr>
<td></td>
<td>9954</td>
<td>9990</td>
<td>10740</td>
</tr>
<tr>
<td></td>
<td>5609</td>
<td>8683</td>
<td>12541</td>
</tr>
</tbody>
</table>

Table 1 - Modal Frequencies for Part 1 for all Fixturing Setups

To have a clearer representation of the effect of material removal a graph of frequency versus machining operation for both length-centre and breadth-side fixturing have been plotted. The graph below in Figure 5 plots the first mode of vibration of part 1 against the stages of machining for the length-centre fixture setup. Point 0 on the x-axis refers to operation 0 which is the uncut billet. Point 1 through to 6 on the x-axis refers to operation 1 to operation 6 consecutively. The trend shows that as material is removed by operations 1 and 2 the natural frequency decreases. As material is removed for the holes in operations 3 to 6, the natural frequency increases.

Figure 5 - Graph of frequency vs machining operation for length-centre fixturing
The graph in Figure 6 plots the first mode of vibration of part 1 against the stages of machining for the breadth-centre fixture setup. As in the graph in figure 5, point 0 on the x-axis refers to operation 0, followed by operations 1 through 6 consecutively. The trend from the graph reveals that as material is removed by operation 1 the natural frequency increases, whereas for operation 2 and the holes in operations 3 to 6, material removal resulted in a decrease in natural frequency.

The general trends for vibrational response are that the harmonic response of a part is directly proportional to its stiffness, and inversely proportional to its mass. Thus by increasing the stiffness of a part or decreasing its mass, the natural frequency of the part will increase, which in turn may decrease the threshold at which chatter occurs.

Hence for the graph in Figure 5, showing the first modal response of the stages of machining for length-centre fixture of part 1, the effect of material removal on mass and stiffness can be used to explain the trends of the curve. If the effect of mass reduction is greater than the decrease in stiffness of the part then the material removal will increase the natural frequency of the system. The effect of machining operations 3 to 6 in increasing the natural frequency can be attributed to this, as the material removal for the circumferential holes may be sufficient to increase the resonant frequency, but does not reduce the stiffness of the part significantly enough to decrease the resonance.

For operations 1 and 2, the central countersunk slot, the decrease in natural frequency can be attributed to the decrease in stiffness of the part being greater than the effect of reducing its mass. For the graph in Figure 6, where the part is clamped with the breadth-centre setup, the trend is opposite to that in Figure 5, and similar observations can be made regarding the effect of stiffness and mass on the resonance. This has implications for machining sequence, where dependant on the fixturing setup, the order of machining operations has an effect on the natural frequency of the system. In the case shown in Figure 5, the effect of cutting the holes last could result in a worse vibrational response, during their machining, than if they were done first.

The position of the fixture surface relative to the areas on the part where the modal peaks would natural appear may also have an effect on the frequency response. If the fixture surface was positioned at the peak of a mode it would dampen the vibration of the part to a greater degree than if it was near an anti-node. This may also play a role in the characteristics seen in the simulations.

6 EXPERIMENTAL TESTING RESULTS

The physical testing was performed to validate the trends discovered from the simulation results and to determine the actual dampening of the system. Three test pieces were machined for part 1, those being the first two operations, op.1 and op.2, and the last operation op.6. The AFF clamping arms were equipped with a load cell on each to enable a repeatable clamping force to be applied for all fixturing setups. The clamping force was kept constant at 200N exerted by the clamping arms. Testing was done by striking the fixtured part by an impact hammer, and measuring the response with an accelerometer.

The acceleration data was transposed to the frequency domain and plotted in graph form. The graph in Figure 7 shows the modal range of operation 1 for breadth-centre fixturing. The first amplitude corresponds to the impact of the hammer and is the first modal harmonic, the second and third amplitudes are the second and third harmonics respectively. The hammer impact did not have sufficient energy to reveal any higher order harmonics.
The graph in Figure 8 plots the frequency domain for the knock test of part 1 operation 1 for length-side fixturing. The First mode occurs at 40Hz, the second at 85Hz and the third at 120Hz. After the third mode there is not the expected diminishing of vibration energy, but rather a continuance of frequency data. This may be attributed to the cantilevered characteristic of the length-side fixturing setup allowing the part to continue to resonate at a lower amplitude.

The Graphs in Figure 7 and 8 show a large amount of noise and interference in the frequency response. This can be attributed to the fixture itself, which due to its complexity and certain imperfections in fittings, may have inputted noise to the signal. The direction of the fixturing arms and thus clamping forces may have allowed some movement between the bed and the part, which would result in systematic errors in the measured signal.

The data in Table 2 shows that the breadth-centre fixturing setup produced the highest modal frequencies for all 3 operations and all 3 modes. In the breadth-centre fixturing setup the arms are positioned along the shortest side of the part, against the centre of the side face surface. This fixture setup is the one that would most logically be assumed the best approach, as it would place the greatest volume of material between the arms and thus would be assumed to be the stiffest. The correlation between the volume of material held between the clamping arms and the modal frequencies of each operation holds true for all four clamping setups.

When comparing the simulation results to the experimental testing data the most striking differences are the magnitudes of the natural frequencies. The Simulation modal frequencies are far higher than those recorded in the physical testing. This is because of the characteristics assumed for the fixture surface in the frequency simulations. Because the dampening characteristics of the AFF system were unknown the fixture surfaces were simulated with fixed geometry constraints. These constraints did not include any dampening effects, and revealed the highest modal frequency for the workpiece that is possible for the differing fixture setups. Because the actual AFF has a high degree of dampening the experimental results revealed far lower natural frequencies.

The effects of geometry in relation to fixturing setup that were discovered through the simulation results are not observable in the experimental testing results. This can be attributed to the low clamping forces, due to load cells constraints, the stiffness of the system was insufficient to reveal those trends, and the effects of mass reduction on the parts resonance dominated the system. The only exception to the increase in natural frequencies for all operations and fixturing setups is the length-side fixture setup which mainly produced a decrease in natural frequency for all modes and had the lowest frequency response.

There are several possible strategies for how a theoretical chatter reduction control system might approach optimizing fixturing. The First is to determine the fixturing setup that would provide the best average response over all machining operations. The second strategy would involve adjusting the fixturing setup for each operation to provide the best response for that specific operation.

Table 2 shows all the modal data for part 1 for each operation under each fixturing position. It is clear that the breadth-centre fixturing setup gives the best harmonic response, with the highest frequency for each operation and mode occurring for this setup. The least favourable setup is the length-side setup, which has the lowest harmonic frequencies of all the fixture setups.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breadth</td>
<td>Op. 1</td>
<td>85</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>Op. 2</td>
<td>110</td>
<td>240</td>
</tr>
<tr>
<td></td>
<td>Op. 6</td>
<td>100</td>
<td>220</td>
</tr>
<tr>
<td>Breadth-Side</td>
<td>Op. 1</td>
<td>60</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>Op. 2</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>Op. 6</td>
<td>100</td>
<td>210</td>
</tr>
<tr>
<td>Length-Centre</td>
<td>Op. 1</td>
<td>48</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>Op. 2</td>
<td>60</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>Op. 6</td>
<td>70</td>
<td>140</td>
</tr>
<tr>
<td>Length-Side</td>
<td>Op. 1</td>
<td>40</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>Op. 2</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>Op. 6</td>
<td>25</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 2 - Natural Frequencies for each Fixturing Scenario for Part 1
7 CONCLUSION
This research focused on establishing the relationship between fixturing and chatter as the basis for introducing a layer of intelligence to a proposed AFF. The relationship between fixturing and chatter was investigated through modelling of the modal characteristics of parts clamped by the AFF in different fixturing setups. The simulation results revealed a significant difference in frequency response for differing fixture setups. The experimental testing of the frequency response was unable to validate all the simulation results, because of the stiffness limitations of the AFF, but corroborated the general trends of the frequency response, demonstrating that fixturing has a significant effect on the resonance of a part.

Future work will involve measuring the frequency response during machining to corroborate the relationships between fixturing, natural frequency and machining quality discussed in this research. The frequency response from the machining tests will then be used in the development of an autonomous chatter control system, utilizing fixturing strategies to minimize vibration in the system, allowing for higher rates of chatter free machining, and improving the efficiency of a flexible manufacturing system.
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Abstract
The 21st Century: An era where emojis and hashtags find their way into every sentence, where taking selfies, live-tweeting and mining bitcoin are the norm, and where Insta-culture dictates what we say and do. This is the era into which the digital native was born. With so many changes in every aspect of our lives, how is it that one of the most influential aspects, our education, has remained unchanged? Our education system not only fails to appeal to today’s students, but more importantly, it fails to equip them with the skills required in the 21st Century. It is thus of no surprise that industries feel graduates entering the workplace lack skills in critical thinking, problem solving and self-directed learning. AI, machine learning and big data: Tools and mechanisms we so eagerly incorporate to create smart factories yet are hesitant to use elsewhere. Gamification and games have shown great results in education and training; with most research suggesting a stronger focus on personalization and adaptation. When combined with analytics and machine learning, the potential of games is yet to be realized. A real-time adaptive game would not only always present an appropriate degree of challenge for the individual but would allow for a shift in focus from the recitation of facts, to the application of information filtered to solve the particular problem at hand. South Africa, a country faced with a severe skills gap, could benefit greatly from games. If used correctly, they may just offer a desperately needed contribution toward equipping both current and future employees with the skills needed to survive in the 21st Century. This paper explores the feasibility of using such games for enhanced knowledge dissemination and the upskilling of the workforce.
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1 INTRODUCTION
In South Africa, the overall unemployment rate is 26.7%, whilst youth (aged 15-34) unemployment reached 38.2% in the first quarter of 2018. The more frightening figure is the number of youths that are not in employment, education or training (NEET). The current NEET rate is 34.2%, implying that a third of the country’s youth is entirely disengaged with the labour market. [1]

These figures suggest that “South African young people face extreme difficulties engaging with the labour market”, which is, in part, a result of “lack of experience” [1]. The unemployment rate of youth is high across all education levels, with the unemployment rate of graduates at 33.5%.

This problem is not exclusive to South Africa. Experts across industries state that graduates lack the skills required in the field [2], whilst some argue that today’s youth are simply unemployable due to the mismatch of skills required in industry and those possessed by graduates [3]. Technological advances have changed nearly every aspect of our lives [4, 5], yet education has to a large degree remained the same, and is ineffective in preparing individuals for the dynamic workplace of the 21st century [3, 6, 7].

Furthermore, Heikkila [8] highlights that with the introduction of smart technologies, Industry 4.0 and the data explosion across industries “half of the jobs today won’t exist tomorrow and … half of the jobs tomorrow don’t exist yet today”. The question for 21st century learning is thus: “How do we educate the unemployable for a future that does not yet exist?” [9, p. 5]. This paper explores the shortcomings of current education and training systems and proposes the use of adaptive games as an alternate approach that appeals to today’s youth and aims to better equip them with the skills required in the 21st century.

2 LEARNING
2.1 Bloom’s Taxonomy
One of the most recognisable taxonomies in education is that of Benjamin Bloom [10]. Bloom’s Taxonomy, developed in 1956, defines six levels of cognition each with increasing complexity. Krathwohl later revised the taxonomy for easier application in educational design and introduced a second dimension to learning [10, p. 215]. The cognitive levels of the revised taxonomy are depicted in Figure 1.
The second dimension categorises knowledge into factual, conceptual, procedural and metacognitive knowledge. Table 1 defines a two-dimension matrix of learning as per the Krathwohl’s revised taxonomy [10], with the cell darkness indicating the complexity of learning. The deepest and most complex learning is achieved where the metacognitive dimension and creation dimension meet.

![Revised Taxonomy cognitive levels](image)

**Figure 1 – Revised Taxonomy cognitive levels adapted from [10]**

A learning environment in which awareness of how concepts interact is evoked (metacognitive knowledge dimension) and where learners are encouraged to formulate their own ideas based on the concepts (cognitive creation dimension) is thus an environment conducive of the deepest and most complex form of learning.

<table>
<thead>
<tr>
<th>Knowledge Dimension</th>
<th>Remember</th>
<th>Understand</th>
<th>Apply</th>
<th>Analyse</th>
<th>Evaluate</th>
<th>Create</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conceptual</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Procedural</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metacognitive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1 - Classification of learning [10, p. 216]**

The relevance of Bloom’s Taxonomy in today’s digital era has created some debates. An effective learning environment should not only induce metacognitive knowledge creation but should also take into consideration the type of student it aims to teach.

### 2.2 The digital era

The digital native, first defined by Prensky in 2001, refers to today’s youth that are native in the digital language [11]. Prensky argues that “today’s students think and process information fundamentally differently” [11, p. 1]. Whilst all generations differ slightly from previous ones, he believes that as opposed to incremental changes, the digital native has resulted from a “singularity – an event which changes things so fundamentally that there is absolutely no going back” [11, p. 1]. Technology has been introduced into almost every aspect of our everyday lives.

Greenfield’s neurological studies [12] support Prensky’s notion, showing that technologies have changed both the behaviour and way of thinking of the digital native. The digital native, who has grown up using technology and does not know life without it, has been “hardwired” to think digitally [13, p. 464]. In contrast, the digital immigrant who was “not born into the digital world but [has] adopted many or most aspects of the new technology” [11, pp. 1-2], has been “rewired” in part towards the use of technology [13].

Whilst Prensky [11, pp. 2-4] defines the characteristics of the digital native, Autry and Berge [13] provide contrasting characteristics of the digital immigrant. Where the digital native prefers receiving and processing multiple fast, graphic information simultaneously in a social environment that rewards frequently and provides instant gratification, the digital immigrant prefers processing slow consistent information in a sequential manner. The strong contrasts between the digital native and digital immigrant are summarised in Figure 2.

![Digital native vs digital immigrant](image)

**Figure 2 – Digital native vs digital immigrant [9, p. 19]**

Prensky argues that “[o]ur students have changed radically [and …] are no longer the people our educational system was designed to teach” [11, p. 1]. Whilst there is some criticism of the relevance of the digital native, it is also important to consider the new demands of industry. The 21st century, with all its innovations and technological advancements, demands what has been termed ‘21st century skills’.

### 2.3 21st Century learning

The amount of data in the world has grown exponentially and is, as depicted in Figure 3, expected to continue on this path. “Data has become critical to all aspects of human life” [14, p. 2]. With so much data available at the click of a button, the ability to interpret them and apply them correctly has become far more important than the data themselves [3]. Romero et al. [7, p. 151] define 21st century skills as ‘meta skills’, including skills such as problem solving, non-linear thinking, social skills, creativity and the ability to learn in its definition.
Wagner [15, p. 14] defines a list of what he terms skills in which previously only the elite were proficient yet are now required for survival. These skills, termed the “seven survival skills for the 21st century”, are depicted in Figure 4.

![Figure 4 – 21st Century survival skills constructed from [15, p. 16] in [9, p. 21]](image)

However important for survival, current education systems fail to equip today’s students with these 21st century skills [7]. In the following section, the various shortcomings of current education are discussed.

### 2.4 Shortcomings of current education

Not only does current education not appeal to the characteristics of the digital native, the summative assessments used are largely ineffective [16, 17]. They do not allow for rework and neglect the actual learning process. Students are not able to learn from mistakes, nor are they given the opportunity to reflect and construct their own thoughts and applications. Current education furthermore does not equip students with the skills required to excel in the 21st century as discussed above [18]. It focuses on the “3 R’s – Reading, wRiting and aRithmetic” [7, p. 149], where it should instead teach students what the internet cannot provide, namely logical and creative thinking, and how to interpret and make sense of the large amounts of data and information [3]. Traditional learning theories, which were developed before the introduction of technology, are grounded in the belief that knowledge is a destination. In contrast, Siemens [4] argues that learning is not simply the consumption of content, nor is knowledge an attainable state. Many experts support the extension of education to “connectivism”, a learning theory that focuses on interpretation, internalisation and construction rather than consumption [4, 5, 19], and the "navigation through the ocean of knowledge" [5]. In South Africa specifically, but many other countries too, access to education poses a problem [20]. Not only is there insufficient space, but the ever-increasing cost of quality education makes it difficult to provide fair access to quality education for all. Finally, current education follows a ‘one size fits all’ approach, where all students follow identical course structures and are expected to progress at an identical pace, where it should rather consider individualism and personalised engagement [21, 22, 23]. This is especially important in an African context, where a large diversity of culture, educational backgrounds, literacy levels and language render a ‘one size fits all’ education ineffective [24].

These various problems could, at least in part, be addressed by technology [9, pp. 19-24]. The following section considers educational technology (EdTech) in South Africa.

### 2.5 EdTech

EdTech, or the incorporation of Information Communication Technology (ICT) into education holds the promise of increasing educational efficiencies, address educational shortcomings, provide more active learning, increase motivation and engagement, and, in turn, improve learning outcomes [25, 26, 27, 28]. In an analysis of the Global Information Technology Report [29], which benchmarks and reports on the ICT readiness and usage of countries, it is suggested that the implementation of technology, more specifically on mobile platforms, is a feasible option for expanding the access to quality higher education to a larger portion of the South African population [9, pp. 24-27].

To date however, ICT has, to a large extent, failed [30], with a prominent reason therefore being the incorrect application of technology [27]. Figure 5 depicts a continuum of ICT integration complexity [27, pp. 73-75]. In the emerging state, technology is purchased and the possibilities of its application in teaching explored. The applying stage refers to instances where technology is slowly incorporated yet curricula is still dominated by traditional lectures. In the infusing stage, technology is embedded throughout the curricula and finally, in the transforming stage, it is used to entirely rethink and transform the curricula into an innovative learning environment. In most instances where technology is incorporated into education, it is used to simply replace current content with digital content and make processes more efficient yet fails to actually rethink or transform the processes themselves [30, 31].
One form of EdTech that is grounded in the premise of transforming learning, is games.

3 GAMES FOR ENHANCED LEARNING

Educational games (edugames) hold the potential to transform current education and address the shortcomings of current education. Games are inherently motivating and engaging and naturally appeal to the youth of today. By providing continuous, real-time feedback, edugames allow players to reflect and reconstruct and apply ideas.

Games furthermore emphasize problem solving and intrinsically motivate students to make sense of, and form connections between information in order to succeed in the game [22, p. 170]. They thus offer not only a fun and engaging learning environment, but one in which awareness of interaction of concepts, and the construction of ideas is evoked, thus corresponding to the highest two-dimensional classification of learning as per Error! Reference source not found.. To assess the feasibility thereof in practice, a prototype is developed.

4 SIGHT: A TESTED PROTOTYPE

To increase the long-term transfer of skills, a game was designed and developed to enhance a seminar on shop floor management.

4.1 Game design

The target audience of the seminar, and thus the game, ranges from professional and managerial staff to shop floor employees [32, p. 46]. Since this target audience includes a great diversity in skills, education levels, and professions, as well as the possibility of large cultural and age differences, the game should include as many different motivators as possible.

4.1.1 Design motivators

The Uses and Gratifications (U&G) theory suggests that any player’s motivation for playing a game and being engaged by it, can be described by one or more of seven motivations, namely control, social interaction, challenge, competition, diversion, fantasu and interest.

Since the social interaction motivator appeals to almost every person in some way, it is selected as a design element. Many of today’s shop floor employees are digital natives, and control is one of the main characteristics of the digital native. Thus it is included in the game design. Furthermore, the challenge, competition and diversion motivators are known as directional motivators [33], thus providing internal momentum and motivation to pursue a goal. These motivators will therefore appeal to the intrinsic motivation of the attendees, and are also selected. Table 2 provides an overview of how each motivator is incorporated into the game’s design.

<table>
<thead>
<tr>
<th>Target motivator</th>
<th>Representation in the design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>The player is able to customise his/her game through the purchasing of items in the game store, as well as choosing his/her own avatar</td>
</tr>
<tr>
<td></td>
<td>The player has the choice to make use of the MKO (use the help function) as required</td>
</tr>
<tr>
<td></td>
<td>The player has the choice to answer selected shop floor questions to receive game points</td>
</tr>
<tr>
<td>Challenge</td>
<td>The levels increase in difficulty, introducing the player to a new concept as soon as one is mastered</td>
</tr>
<tr>
<td>Competition</td>
<td>Players compete against one another during the seminar, with the possibility to add a leaderboard where players can compare their scores against others</td>
</tr>
<tr>
<td>Diversion</td>
<td>The designed game provides an entirely abstract environment from the production and factory setup the players are accustomed to</td>
</tr>
<tr>
<td></td>
<td>The game provides a new and abstract method of training as opposed to the traditional learning factory seminar</td>
</tr>
<tr>
<td>Social interaction</td>
<td>Players can discuss the game during gameplay, as well as take part in the feedback session on the day 2 of the seminar</td>
</tr>
</tbody>
</table>

Table 2 - Motivators incorporated into the game design

4.1.2 Game contents

The seminar for which the game is designed covers 6 shop floor management theories and concepts, namely key performance indicators, transparency, visualisation, customer-orientation and waste elimination. These concepts are thus translated into game concepts.

4.1.3 High level design

Each level in the game is designed to relate to a shop floor management concept. For each core concept, a game mechanic is included in the design which best suits and portrays the concept. The levels and shop floor concepts are ordered in such a manner, that it is logical from a gameplay perspective where each level is more difficult than the previous. Table 3 provides an excerpt of the translation of theoretical concepts to game mechanics and game level design.
<table>
<thead>
<tr>
<th>Shop floor management concept</th>
<th>Corresponding game mechanic/element in level</th>
<th>Description of game level</th>
</tr>
</thead>
</table>
| Customer-orientation         | Level goal                                    | • Player is given no clear goal of which coins or how many thereof to collect  
|                               |                                               | • Multiple types of coins lead to confusion, since not all types must be collected |
| Visualisation (Visual working aids, andon boards) | Visual item basket | • Player must deliver a large amount of varying coins, losing track of what has already been collected  
|                               |                                               | • The addition of a visual display of the player’s basket aids in the successful completion |
|                               | Visual lighting on gates                      | • Some coins are blocked off by walls of which only some will act as gates and open  
|                               |                                               | • The addition of a visual colour display on the walls signals to the player which walls are gates that will open |

Table 3 - Excerpt of game level derivation from core shop floor management concepts

4.1.4 Detailed design

In the detailed design stage of the game, each screen and level was sketched, after which wireframes and later, mockups, were created for each. Parameters and rules were deduced for each level of the game, and in turn, translated into mathematical equations used in the development, with an excerpt depicted in Error! Reference source not found..

<table>
<thead>
<tr>
<th>Rules and equations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level 1</strong></td>
</tr>
<tr>
<td><code>numCoins ≥ \( \sum_{i}(goalCoins_{i,1}) \)</code></td>
</tr>
<tr>
<td><code>goalCoins_{i,1} = exist</code></td>
</tr>
<tr>
<td><code>For each goalCoins_{i,1, j} ∑_{j}(adjacentWall_{i, j}) ≤ 3</code></td>
</tr>
<tr>
<td><code>toTime_{i} ≥ goalTime_{i}</code></td>
</tr>
</tbody>
</table>
| • Must at least be the coins I need to collect  
| • Must be at least 1 access point (pathway could still be blocked)  
| • Must at least be able to follow shortest path and collect goalCoins |

Table 4 - Excerpt of rules and equations for each level’s design

4.2 Game development

In South Africa, poor broadband and high costs limit online gaming, whilst mobile gaming holds a bright future. A study in 2013 showed that despite the high poverty rate, over 75% of South Africans classified into the low-income group and aged 15 years or more, own a mobile phone [34]. To best serve the purpose of the seminar, as well as allow participants the flexibility to play anywhere, anytime, the game was developed to be played on both computers and mobile devices. The game was developed using the Unity 3D game engine [35]. For initial testing, a prototype of the first four levels was developed.

When launched, the game begins with a start screen as shown in Figure 6 (a). The player is able to select an avatar and is given an explanation of the game and its controls. In each level, the player finds himself / herself in a 3D maze filled with coins. The playing field of Level 1 is depicted in Figure 6 (b). Throughout each level, the shop floor concept is intrinsically portrayed through the level objective and lesson. In addition, theoretical knowledge is conveyed through question boxes, which the player can break to answer questions for bonus points as shown in Figure 6 (c). As shown in Figure 6 (d), after successful completion of a level, the player is given feedback relating the level objective and lesson to the relevant shop floor management concept.

A player scores points in the form of coins by completing each level. Bonus points can be gained by correctly answering theoretical questions, whilst coins are spent to receive additional help in a level as shown in Figure 7 (a). The player can spend these coins in the game store by purchasing items relating to the shop floor concepts (such as level aims and WIP baskets), items to customise their game (such as environment skins), and finally bonus items to double points or get additional time on the clock. The store is depicted in Figure 7 (b).
4.3 Implementation and results

The developed game was validated in 3 parts, namely by industry experts, a group of university lecturers as well as a group of university students.

4.3.1 Industry validation

The industry validation included a test group at a Cape Town-based steel manufacturing company as well as a group of experts in shop floor management and gaming. 8 Employees from the steel company were given the opportunity to test and play the game themselves. 4 Industry experts were also asked to play the game and provide feedback. The focus of this validation was to assess the general acceptance and support.

4.3.2 Lecturer validation

To assess the acceptance of games as a teaching and training tool, 4 lecturers from 2 universities were asked to play the game and provide feedback regarding the educational support of games.

4.3.3 Student validation

Finally, a group of 10 university students were used to assess the actual learning spectrum of the implementation by means of an experiment. All students received the same pre-test, after which 5 students were randomly selected to play the game whilst the remaining 5 (the control group) received theoretical notes and a lecture relating to shop floor management. All students were then asked to complete a post-test to allow the analysis of the results.

4.3.4 Results

An unexpected yet positive outcome of the industry testing was that the attendees from the steel company, although not instructed to do so, opted to play the game in groups. Unintentionally, the game led to teamwork amongst players, an element often sought out in education. Their general feedback was also positive, with all participants agreeing that games can enhance the learning process of traditional seminars and can have a sustainable long-term effect on learning.

The responses given by the 4 industry experts were predominantly positive. All agreed that games can provide a valuable training tool for employees and that they can have a sustainable long-term effect on learning. Most believed that games can effectively enhance learning and would promote the use thereof in their own industries. Only 1 expert said he would not promote the use of games in his industry, however explained that his industry is predominantly based on programming and that this would be difficult to teach via a game.

The ratings provided by educators and students were positive. All educators and students felt that games can enhance the learning process and have a sustainable long-term effect on learning. All students also felt that playing games would be more engaging that a lecture alone.

Using the pre-test and post-test scores of the students, the effectiveness of the game was assessed. The scores of students who played the game increased significantly more than those of the control group, with the average increase in scores being 174.6% and 47.8% respectively.

4.4 Main findings and recommendations

An interesting finding that was visible in the different validation groups, is that people differ in strategies and motivations during gameplay. These differences were very prominent in the validation and were first observed at the steel company. Some participants who realised that the question boxes were not crucial to complete the level, ignored all question boxes and focussed only on collecting the coins required to get to the next level. Other participants were not as motivated to reach the next level, but were instead motivated by answering the questions in the question boxes correctly, and would spend all
their time running to get to the next box, ignoring all coins on the playing field.

In the experimental validation with the students, the largest improvements were made by students with a low prior knowledge on shop floor management, suggesting that games can indeed increase the transfer of skills even in participants who already have a knowledge of the topic, but especially in participants new to the topics. The various stages of the validation suggest that industry employees and managers support the concept of gamification, lecturers strongly believe that it can improve the learning experience, and students themselves enjoy playing games.

The most influential finding was established when participants were asked to state their favourite aspect of the game, as well as provide suggestions for improvement. Not only did participants follow different strategies, but they listed entirely different aspects as their favourite. Whilst some favoured the suspense of figuring out what the level objective was, others were more interested in the question boxes, whilst others yet enjoyed the interaction between players. Their suggestions for improving the game also varied greatly, with some suggesting more theoretical questions and introducing difficulty levels into the questions, others wanting the option of multi-player and others suggesting the addition of more randomness to a level when attempted multiple times to increase uncertainty and suspense.

From these responses, it became evident that people differ greatly and thus also respond differently even when presented with the same game and the same pedagogical content. To be truly effective, these differences should be catered for in an edugame.

5 A FRAMEWORK FOR ADAPTIVE GAMES

A framework for the design and development of personalised and adaptive edugames was developed based on the relevant theories of adaptivity, the concepts of analytics and AI, as well as the lessons learnt and recommendations of previously-implemented edugames and case studies [9]. The framework is developed with the intention of creating edugames that may enhance learning, teaching and assessment.

5.1 High level framework

The framework for personalised, adaptive edugames consists of the following 5 stages performed in an iterative process [9, p. 95]:

- initialisation: The pedagogical, assessment and adaptivity requirements are defined and the game is designed;
- development: The game is developed and tested, with any feedback fed back into the design;
- gameplay: The game’s implementation includes 3 dynamic events namely the assessment of learning, the assessment for learning and the adaptation of content, with any feedback fed back into the design;
- adjustment period: All participants (students and educators) are given sufficient time to adjust to the game and its application; and
- post implementation: The edugame’s effectiveness is assessed and feedback fed back into the design of the next iteration of the framework.

Figure 9 depicts the high-level framework.

Figure 9 - A generic high-level framework for the development of personalised, adaptive edugames

[9, p. 95]

5.2 Framework application

Each stage of the framework is expanded and dealt with in detail, explaining the steps included, as well as who should be involved and specific inputs required for each step [9, pp. 95-108]. Figure 10 depicts the detail of Stage 1, namely the personalised game design.

Figure 10 – Stage 1 (personalised game design) in the development of personalised, adaptive edugames [9, p. 96]

Furthermore, a checklist is provided for each stage of the framework to ensure correct interpretation of the framework [9, pp. 199-205]. As shown in the checklist excerpt in Figure 11, each step is broken down into sub-steps or questions, along with specific aspects to consider and the parties responsible for the step.
6 CONCLUSIONS

To assess the practicality and feasibility of using adaptive edugames for enhanced learning, teaching and assessment, the developed framework is to be validated by various experts, before applying the framework to design and develop an adaptive edugame. This adaptive edugame will be developed for and tested in the Industrial Engineering faculty at Stellenbosch University.

It is the hope of the authors, that adaptive edugames may just provide a desperately needed contribution toward addressing educational shortcomings and equipping both current and future employees with the skills needed to survive in the 21st Century and prepare them for the future which does not yet exist.
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Abstract
The global demand for individualized products leading to decreasing production batch sizes requires innovative approaches how to organize production and logistics systems in a dynamic manner. Current material flow systems mainly rely on predefined system structures and processes, which result in a huge increase of complexity and effort for system and process changes to realize an optimized production and material provision of individualized products. Autonomous production and logistics entities in combination with intelligent products or logistic load carriers following the vision of the “Internet of Things” offer a promising solution for mastering this complexity based on autonomous, decentralized and target size-optimized decision making and structure formation without the need for predefined processes and central decision-making bodies. Customer orders are going to prioritize themselves and communicate directly with the required production and logistics resources. Bins containing the required materials are going to communicate with the conveyors or workers of the respective intralogistics system organizing and controlling the material flow to the autonomously selected workstation. A current research project is the development of a collaborative tugger train combing the potential of automation and human-robot collaboration in intralogistics. This tugger train is going to be integrated into a self-organized intralogistics scenario involving individualized customer orders (low to high batch sizes). To classify the application of self-organization within intralogistics systems, a criteria catalogue has been developed. The application of this criteria catalogue will be demonstrated on the example of a self-organization scenario involving the collaborative tugger train and an intelligent bin system.
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1 INTRODUCTION
Manufacturing companies are confronted with the increasing international competitive pressure, decreasing batch sizes due to a growing demand for individualized products and the requirement for the shortest possible delivery time [1]. Future logistics systems must enhance to adapt flexibly to the changing requirements of material flow in order to enable the factories of the future to produce personalized products in small batch sizes down to lot size one under the performance and cost conditions of today’s mass production [2, 3]. The potential of evolutionary flexibilization of machine technology and production organization has already been largely exhausted. Through the networking, direct communication and collaboration of humans, machines and products aimed for in Industrie 4.0 the efficient production of individualized products will be supported through the concept of self-organization [4]. The market demand for economical production of individualized products at the cost conditions of mass production not only requires a changeable design of the factory environment, but also new methods how the production including the logistic processes are organized, planned and controlled [3].

As each product in this customized production differs from previous products in terms of the required production processes as well as the required components and its flow through the factory, real-time configuration, control and decision-making within these flexible factory environments becomes a key challenge. For the organization, planning and control of flexible material flow systems within networked production environments, new methods and systems based on self-organized or autonomously controlled systems as well as the theory of the Internet of Things offer promising solutions. The approach of self-organized factory environments has been researched for a long time, e.g. in context with Fractal Factory structures [5]. In recent years, the topic has become increasingly important due to increasing market requirements on the one hand and the now available technical possibilities in the area of networking, decentralized information processing at the field level and the development of cyber-physical systems on the other [6]. According to Ten Hompel [3] and Günthner [7] this results in a configuration and regulation of the material flow at every point of the material flow system in order to keep pace with the increased flexibility requirements of production. Self-organized, autonomously controlled decentralized material flow control systems will distribute the required decision-making and control processes to intelligent logistical units [7]. Machines and objects like intelligent
products will jointly decide which tools and machines are to be used and with which conveying means components and (semi-finished) products are moving to the next production step. [8]

This paradigm shift requires profound organizational and control changes for companies, which may involve investments in new or adapted hardware and software components as well as product adaptations [9]. This required development in the direction of self-organized production systems will be evolutionary, since the investments in existing factories must first have paid off from the companies’ point of view and a company-specific roadmap has to be developed for this transition [10].

2 SELF-ORGANIZATION

The theory of self-organized systems in combination with autonomous cooperation and control of logistic objects is seen as the answer for logistic systems to cope with complexity and dynamics [11]. A major aim of self-organization in logistics is to achieve changeable logistics systems. Nopper [12] describes the changeability of intralogistics systems as the “… capability of a material flow system […] to adapt to the requirements of the environment beyond the limits of the system's design. In order to do so, the system must be expandable or adaptable. The requirements for material flow systems can be described along the dimensions of conveyed goods, layout and throughput.”

2.1 Differentiation of self-management, self-organization and autonomous cooperation and control

Following Windt [11] the terms "self-organization" and "self-management" are to be distinguished as concretizations of the term "autonomous control". Even though the concepts of “autonomous cooperation”, “self-organization” and “self-management” describe a system’s ability to create order based on its own resources, there are differences regarding the form and degree of this ability [13]. Self-management as the broadest concept describes the fully autonomous development of a system involving the formulation of objectives and plans, the decision on its own organization forms and required resources [14]. Self-organization as an element of management outlines the manner how a system creates its own structure and processes by using its own abilities [15]. Self-organization is a long-established approach for human organizations and companies, for example investigated by Probst [16] in social systems and Warnecke [5] in context with the concept of Fractal Factories. Autonomous cooperation only refers to the freedom degree of system elements. So based on the current situation, the system elements are able to choose among given alternatives predefined by external entities like the company management [17].

The following definition of autonomous cooperation and control has been developed by the Cooperative Research Centre (CRC) 637 “Autonomous Cooperating Logistic Processes – A paradigm Shift and its Limitations” at the University of Bremen [13]: “Autonomous Control describes processes of decentralized decision-making in heterarchical structures. It presumes interacting elements in non-deterministic systems, which possess the capability and possibility to render decisions. The objective of autonomous control is the achievement of increased robustness and positive emergence of the total system due to distributed and flexible coping with dynamics and complexity.” According to Ten Hompel [18], the Internet of Things emerges within the framework of the self-organization and autonomous control of intelligent logistical objects. Within this Internet of Things logistical objects move independently through intralogistics networks like data packages in the Internet of Data. Ten Hompel [19] suggests to use the term “autonomous control”, which was marked by the CRC 637, for logistics networks which has been mainly investigated within the CRC 637 and the terms “Internet of Things” and “self-organization" for intralogistics applications.

Regarding the characteristic features of self-organization and autonomous control, it can be observed that in the approach of self-organization, the characteristics at the management and organizational system level are more pronounced, whereas for autonomous control, the characteristics are more relevant for the execution system. In addition, the approach of autonomous control is more oriented towards the individual (logistical) object, while the approach of self-organization covers the system as a whole. In addition the approach of autonomous control is a more technology-oriented approach, e.g. in the discussion about Industrie 4.0 and the Internet of Things, since this approach is often associated with the use of new technologies whereas the approach of self-organization is more human focused. [11, 18, 20]

2.2 Characteristics of self-organized systems

Major characteristics that can be found in numerous self-organization approaches and definitions are the characteristics of complexity, dynamics, non-determinism, autonomy, redundancy, interaction and emergence. [13, 21, 22]

In addition, the considered systems are dynamic, complex systems no matter what type of system is involved in which discipline, since they are all based on the existence of numerous interrelationships between the system elements themselves and between the system and its environment [21, 23]. In the following, the major characteristics of self-organization in general will be discussed to set the theoretical base for self-organized intralogistics systems:

1. Complexity: A system is generally called a complex system, if its detailed description is hardly possible due to the variety of elements
and relations, even if all information and interactions would be known [24, 25]. The key difference between complicated and complex systems is the dynamics in the system. Complicated systems can consist of a large number of elements and connections, but these are subject to little movement or dynamics. Complex systems are characterized by a high dynamic that is present between the elements and can be described by the rate of change of the system over time. [24, 26]

2. **Dynamics**: Dynamics refers to the change of a system state or individual variables in a system in the time dimension. The intensity of the dynamics of the system processes depends in particular on the dynamics of the environment and the openness of the system to the environment. [27]

3. **Non-determinism**: A system is called non-deterministic if its behavior cannot be predicted over a longer period of time, although precise information about the states and rules of the system is available [13, 14]. The property of non-determinism should enable the system and its elements to deal more efficiently with complexity, dynamics and uncertainty in processes. [13, 28]

4. **Autonomy**: A major intrinsic feature of self-organized systems is the autonomy of the system in the sense that the relationships and interactions that unite the system only include the system itself and do not require further systems in the sense of a self-reference and operational coherence. This includes the self-design, control and development of the system, which is performed in a constant cycle of cause and effect. However, this does not lead to complete independence from other systems. No system that is part of a larger system can be completely independent or autonomous. It can only be autonomous with regard to certain criteria, as it can still be exposed to significant external influences or the environment, to which the system reacts using corresponding external signals. Thus, the concept of self-organization focuses on the active role of the system with its self-initiated actions, the design and influencing of system and environment as well as the formation and preservation of functional boundaries and identity. [16]

5. **Redundancy**: In a self-organized system, no distinction is made between the (active) organizing, designing or controlling components of the system and the (passive) components that are organized, designed or controlled. These capabilities are distributed across the system without the need for a hierarchy (heterarchy principle) and the potentials and mechanisms of system design and control are a characteristic of the system itself. The elements of the system take over the design and control of the system, which have most of the information. This redundancy in the system means that several system components can be able to do the same (design and control). This redundancy of the functions also allows internal flexibility in the system. [16]

6. **Interaction and emergence**: The development of a self-organized structure in a system is based on the interaction of different system elements, which exchange information, substances, knowledge or energy with each other [21, 29]. Through the interaction of system elements new qualitative properties are formed within the system, which are called emergences [21] or synergetics [30]. These are based on the synergy effects of the elements in interaction with each other and cannot be related to individual system elements [21, 30]. The synergetics illustrates that the interaction of system elements makes the overall system more powerful than the mere sum of its subsystems [30].

7. **Autonomous order formation**: Through a higher degree of autonomy in the logistic system and its (intelligent) units a positive emergence and autonomous order formation can be achieved. In natural systems, completely autonomous order formation is generally possible, whereas in socio-technical systems, such as companies and logistics systems, autonomous control and self-organization can only take place to a limited extent following [21]. A major reason for this is that the origin and the system design of natural systems lie in the overall context of nature, which is generally self-organized. The creation and design of companies, in contrast, is a deliberately planned and artificially created existence by man, and thus externally organized [24].

With regard to intralogistics, it can be assumed that the optimal degree of self-organization in a complex logistics system in terms of achieving defined logistical goals does not correspond to the maximum degree of self-organization [31]. In this context, a combination of external and self-organization or the self-organization of selected functions or organizations within logistics systems, which are, however, subject to defined framework conditions or logistics values, is therefore regarded as appropriate [21]. So the determination of the feasible degree of self-organization to counter complexity and to achieve defined (logistic) goals is of crucial importance.

3. **RESEARCH METHODOLOGY**

To investigate the potential of intralogistics systems in the context of self-organization the research methodology of a reasoning cycle starting with the hypothesis formulation, deduction of predictions, testing and observation of predictions and induction/feedback into the initial hypothesis was applied (also see figure 1). The main hypothesis to
be proven is that self-organization applied, enables intralogistics systems to react more flexible and agile to changing system requirements.

In order to do so a criteria catalogue was developed based on which the current degree of self-organization for intralogistics systems and the potentials for an increase can be determined. The catalogue was derived on the characteristics for self-organized systems with autonomous control according to Böse [33]. In addition, a generic model for intralogistics was developed which can be used to map different scenarios. Out of this generic model, scenarios were derived and then classified in the criteria catalogue developed.

4 RESULTS
4.1 Criteria catalogue
The criteria involves organizational as well as planning and control functions of intralogistics systems. To each criterion, different properties are assigned to cover the variety from conventional centralized controlled, external organized systems to autonomous controlled and self-organized systems. In order to operationalize the determination of the degree of self-organization a fulfilment value, which reaches from 0 (conventional external organized system) to 3 (entirely self-organized system), is allocated to every property of a criterion. To assess the degree of self-organization of a specific intralogistics system, all fulfillment values of the properties can be added up to the total fulfilment value. This total fulfilment value can be used to set the considered intralogistics system in relation to a completely self-organized system and so the degree of self-organization can be determined. The major criteria categories for the classification of the logistics systems are “decision making and organization”, “information processing” and “decision execution”. Within the category “decision making and organization” criteria such as the time behavior of the objective system, organizational structure as well as the change capability of the organization and role of the human worker are assessed. The category “information processing” covers aspects as the location of data storage and processing. The third category of “decision execution” covers amongst others the system’s identification and measuring ability and flexibility.

4.2 Generic model
Following Böse [33] and Ropohl [34] the required system layers for a generic model of intralogistics are the decision, information and execution system level (also see figure 2). The decision system provides the decision-making ability. As mentioned before, in self-organized systems the decision-making functions are transferred to heterarchically organized logistic objects. The decision-making system also involves planning and control tasks enabling the system to develop and adapt in an autonomous, target-oriented manner. The information storing and processing ability on the information-processing layer forms the basis for the decision-making of the logistic objects interacting and exchanging information with each other. The decision execution layer deals with the decision execution ability of the logistic objects building up the intralogistics system consisting of sources, sinks and relations. These three layers set the basis for self-organization of intralogistics systems.

4.3 Collaborative tugger train scenario
The following application scenario has been defined from the generic intralogistics model for a "Collaborative tugger train 4.0" and was classified in the criteria catalogue to visualize the existing degree of self-organization and thereby determine starting points for further enhancement. The aim of the collaborative tugger train 4.0 is to investigate the potentials of automation and human-robot collaboration for tugger train systems within changeable factory environments. The trailers of the tugger train are towed by an autonomous mobile
robot platform with an articulated robot on top of the platform to manipulate small load carriers (see figure 3). The robot platform of the tugger train system is capable to drive autonomously through changing factory environments and to handle bins by using different sensor systems. So in contrast to conventional tugger train systems no human worker is required to drive the tugger train and to load and unload the small load carriers.

The tugger train is bidding on the transportation order of the intelligent bin by communicating the required transportation time to the intelligent bin. Besides the tugger train, also other transport systems of the intralogistics system, like roller conveyors or handcarts with a certain degree of intelligence, might bid on this transport in accordance with their target systems. The intelligent bin then compares all the bids coming from the transport systems and selects the most favorable transport. So an autonomous controlled material replenishment process can be initiated in a decentralized manner through a direct communication between the intelligent bin and available transport systems. The most relevant logistical objects as the transport systems and intelligent bins within the investigated system are uniquely identifiable and locatable leading to an overall medium degree of self-organization and autonomous control based on a scenario-specific total fulfillment value of 20 out of 42 with potential to increase. The maximum total fulfillment value of 42 represents in this case the maximum degree of self-organization for each criteria considered.

Based on the developed generic model described above a material provision scenario for an assembly environment has been developed. This scenario involves the collaborative tugger train system in combination with an intelligent bin system and other manual, semi-automated and automated conveyor systems to investigate the planning, design and control as well as the potential of self-organized intralogistics systems. The transport strategy for the tugger train is going to involve methods for flexible route planning, departure time determination, vehicle scheduling and order scheduling also considering previous research done by e.g. [36, 37].

Figure 4 shows an extract of the mapping of the scenario in the criteria catalogue (Initial scenario marked blue). The decision making and organization emergence are to be done in a decentralized manner based on the local target systems of the intelligent logistical objects. In this specific scenario, the intelligent bin might have the prioritized target to be transported as fast as possible from the source (supermarket storage) to the sink (workstation). The collaborative tugger in this scenario strives for maximum utilization of transport capacity. Therefore, the tugger train is bidding on the transportation order of the intelligent bin by communicating the required transportation time to the intelligent bin. Besides the tugger train, also other transport systems of the intralogistics system, like roller conveyors or handcarts with a certain degree of intelligence, might bid on this transport in accordance with their target systems. The intelligent bin then compares all the bids coming from the transport systems and selects the most favorable transport. So an autonomous controlled material replenishment process can be initiated in a decentralized manner through a direct communication between the intelligent bin and available transport systems. The most relevant logistical objects as the transport systems and intelligent bins within the investigated system are uniquely identifiable and locatable leading to an overall medium degree of self-organization and autonomous control based on a scenario-specific total fulfillment value of 20 out of 42 with potential to increase. The maximum total fulfillment value of 42 represents in this case the maximum degree of self-organization for each criteria considered.

**Figure 3** - Collaborative tugger train

**Figure 4** - Self-organized tugger train scenario mapped in catalogue of criteria (cf. [33, 38])

To increase the degree of self-organization of the tugger train system among other things the capabilities of all logistic objects (bins, tugger train, etc.) have to be further increased in the field of decentralized, intrinsic decision making,
decentralized data storage and processing as well as identification and localization capabilities (Potential marked green in figure 4). Also a more active integration of the human worker, e.g. in the sense of a higher integration and responsibility for the intralogistics system, offers potential to increase the level of self-organization. By doing this, the target-oriented, autonomous organization of the intralogistics system involving the tugger train system and other intelligent logistic objects can be further improved.

5 CONCLUSION AND OUTLOOK

One of the next steps will be the implementation of the developed scenario to investigate the intralogistics system behavior in combination with changing production system requirements. First will be the implementation of the described collaborative tugger train scenario with a medium level of self-organization in the ESB Logistics Learning Factory at Reutlingen University. In line with the selected research method of the reasoning cycle the hypothesis that self-organization enables intralogistics systems to react more flexible and agile to changing system requirements will be tested. Based on the observations of this testing, a scenario with a higher degree of self-organization is going to be defined by applying the developed generic intralogistics model and classifying of the developed scenario in the criteria catalogue. Then the results of these scenarios are going to be compared with each other with respect to the logistic goal achievement and fulfillment of the hypothesis. Further scenarios with different intralogistics infrastructure will be defined, implemented and analyzed in context of self-organization and autonomous control in order to develop a method for the autonomous control of changeable, hybrid logistics systems in the end.
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Abstract
Diagnostic laboratories today are faced with immense pressures to consistently improve in a continuously changing environment. External factors such as new legislations, technological advances and consolidation requirements, as well as internal pressures to improve the bottom line whilst improving quality, are forcing laboratories to do more with less. Some of the biggest performance improvements can be made by improving the laboratory processes. The nature of the industry is however a silo approach, with different areas in the laboratory being acutely aware of their own requirements, but oblivious to those of others and of the laboratory value chain. LTS Health, a global leader in laboratory performance improvement, has developed courses for training staff to understand their processes holistically, to identify improvement opportunities and lead improvement projects. A commonly-experienced shortfall of such courses, other than the cost of removing a whole team from the lab, is the difficulty of visualizing processes. This is especially true in the African market, where language barriers and the lack of some fundamental educational concepts make it difficult to convey understanding through standard process maps. Virtual reality and game-based learning could provide potential enhancements by offering a visual and realistic picture of the laboratory as well as increased immersion and interaction. Furthermore, it would provide the opportunity of completing the training remotely. Beyond its use in training, virtual reality could be utilized in facility design. The increasing pressure to consolidate often brings with it the difficulties in conceptualizing the new laboratory effectively prior to consolidation. A virtual design could offer laboratories the opportunity to experience their new facility prior to development, ensuring implementation of the best possible solution. This paper presents LTS Health’s most recent developments in digital training as case studies for how technology can facilitate training, facility design and process improvement in the digital age.
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1 INTRODUCTION
Diagnostics, an industry currently valued at $62 billion and expected to reach a value of $87 billion by 2024 \([1]\), plays a critical role in the medical environment. With 60-70% of medical decisions based on the results of diagnostic tests \([2]\), diagnostics improves patient care, and contributes to consumer safety and the reduction of healthcare spending \([3]\).

Continuous change in both the external and internal environments places pressure on stakeholders in the health care value chain to consistently reduce costs whilst improving quality \([2, 4, 5]\). Considering the influence of, and reliance on their results, diagnostics laboratories are ever-more forced to do more with less.

1.1 Industry Pressures
One of the most obvious pressures is inflicted by the economic environment. Drastic cuts can be seen in government research funding as well as in overall health budgets. Furthermore, a heightened sensitivity to macroeconomic changes is realised due to a significant revenue stream being industrial end markets, such as food testing, who themselves are sensitive to macroeconomic changes. Whilst these economic pressures can be expected to lead to better resource use and increased effectiveness in the long term, the short-term impact thereof is the pressure to cut costs \([4, 6]\).

In addition, legislative changes place laboratories under further pressure to remain compliant whilst improving the bottom line \([4]\).

Across industries, the increasingly rapid rate of technological and digital advancements is seen as one of the biggest challenges facing organisations \([7]\). The pace of innovation required to stay ahead increases with the rate of advancements. Most organisations however struggle to keep up, resulting in what is termed Martec’s Law, in which “[t]echnology changes exponentially (fast) yet organisations change logarithmically (slow)” creating an ever-increasing gap \([8]\).

These pressures, along with globalisation, consolidation requirements and the introduction of a
new workforce, are resulting in various trends in the diagnostics industry.

1.2 Resulting Trends in Industry

With the constant pressure to do more with less, a clear trend toward automation can be seen in laboratories with new technologies offering faster, cheaper and in some cases, more accurate testing [4].

A technological advancement that completely disrupted the laboratory industry and attempted to overturn Martec’s Law, was the Edison by Theranos [9]. Although it was later found that the technology did not work, and test results had been falsified, “Theranos struck a chord that needed to be played” [9]. Change is inevitable within the laboratory environment [10], making it “an area that's ripe for disruption” [9].

Another clear trend is that of consolidation, with the main drivers being a shortage of resources, the potential for multi-functional economies of scale as well as competitive aspects in the diagnostics industry [4]. Consolidation, when implemented effectively, has shown to produce significant bottom line savings, without compromising on quality [11]. With the constant pressure to do more with less, many established laboratories look toward consolidation and acquisitions to solidify their market positions.

Furthermore, nearly half of laboratory professionals will retire within the next decade, with a new younger workforce taking their place [5]. A clear need has been identified to equip the upcoming young workforce with the skills required to manage laboratories effectively in an ever-changing environment.

Since “change is inevitable for laboratories to stay abreast […] and adapt to new customer needs” [10], LTS Health aims to prepare laboratory staff for the dynamic fast-paced laboratory environment and help alleviate the skills gap through a variety of training courses. The foundations on which these courses are built, are the 8 Principles of Laboratory Performance.

2 8 PRINCIPLES OF LABORATORY PERFORMANCE

The 8 Principles of Laboratory Performance present “a new philosophy based in diagnostics, that allow[s] laboratories to be innovative through certainty” [12].

Figure 1 depicts the 8 Principles which aim to assist laboratories to “minimize risk [and] maximise impact” [12] by focusing on:

- structuring the organisation for decision-making and certainty;
- empowering the organisation to make the right decisions; and
- creating and sustaining an innovative environment to ensure success.

Following these principles, a laboratory is most efficient and effective when [12]:

- it strives for a bottom line impact;
- its staff understand the business;
- information is shared across boundaries;
- business cases are presented honestly based on facts;
- decisions are made with certainty;
- accuracy is emphasised;
- strategies and tasks are prioritised based on expected results and anticipated requirements; and
- knowledge is shared.

To empower laboratories to implement and sustain these principles and innovation, LTS Health offers laboratory professionals the Power of Process range of courses.

3 THE POWER OF PROCESS

“The performance of individuals is only as good as the process will allow it to be” [13]. In many cases, the root cause of many process-related problems is the lack of process understanding [13, 14]. A process cannot be effectively controlled nor improved if it is not understood.

The Power of Process range of courses aims to equip laboratory professionals with an understanding of laboratory processes and lab performance, and ultimately, the tools and methodologies to plan and implement improvement initiatives.

The range consists of three courses, the Pioneer, Champion and Master. The Champion and Master courses are completed sequentially and are aimed at performance improvement teams within the laboratory, to enhance their understanding of processes and their ability to control and improve them.
A strategic problem often experienced in process improvement and management is a lack of buy-in from staff [13]. An important goal of performance improvement should thus always be to create a “process understanding mindset” for the laboratory and all its individual staff [14].

The Pioneer course is a short-course developed to provide the remaining laboratory staff, those not participating in the Champion and Master courses or not directly involved in the performance improvement teams, with a high-level overview of the laboratory processes and the importance of performance improvement.

All three courses are delivered in a practical, interactive setting, utilising case studies to reinforce theory and develop the muscle memory needed to implement the skills in the workplace post-course.

Whilst these courses have been successful in equipping laboratory professional with a much-needed skill set, and have a high client satisfaction rate, they are ultimately limited in reach and impact.

4  LIMITATIONS OF CONVENTIONAL TRAINING

A commonly experienced downside of conventional courses is the cost, both in monetary and productivity terms. These training initiatives are expensive, and require a whole team to be removed from the laboratory to attend the training [5]. Many experts are looking towards technology-based solutions and eLearning as a means of providing lower cost, scalable learning solutions. In many instances however, technology is simply used to present the same content in a different medium, rather than to enhance or transform the learning experience.

Specifically in performance improvement, there is the additional difficulty of visualising and understanding processes [13, 14, 15]. This is especially true in the African market, where language barriers and the lack of some fundamental educational concepts makes it difficult to convey understanding.

Although process maps offer a standard means for visualising processes [13], they are limited to providing a static level of detail [15]. Technology offers the ability to enhance and surpass conventional training methods.

LTS Health plans to address these limitations and enhance its learning offerings through the addition of technology. These planned enhancements are discussed in the following sections.

5  TECHNOLOGY-BASED ENHANCEMENTS

LTS Health is currently looking at incorporating a spectrum of technologies to enhance its learning proposition, including game-based learning, virtual reality, augmented reality and tangible user interfaces.

5.1  Game-based learning

Specifically for the Pioneer short-course, which is aimed at providing a high-level overview rather than practical implementation skills, a technology-based solution offers the opportunity to increase the reach of the course by enabling participation without having to remove teams from the laboratory.

Game-based learning, the use of games with an educational objective, seeks to enhance training by deepening the learning experience [16]. Games inherently apply many principles of good pedagogy as listed in Table 1.

<table>
<thead>
<tr>
<th>Pedagogical principle</th>
<th>Application in games</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individualisation</td>
<td>Games adapt to the level of the individual</td>
</tr>
<tr>
<td>Feedback</td>
<td>Games provide immediate and contextualised feedback</td>
</tr>
<tr>
<td>Active learning</td>
<td>Games provide an active environment which leads to discovery</td>
</tr>
<tr>
<td>Motivation</td>
<td>Games engage users for hours of engagement in pursuit of a goal</td>
</tr>
<tr>
<td>Social</td>
<td>Games can be played with others (e.g. multiplayer games) or involve communities of users interested in the same game</td>
</tr>
<tr>
<td>Scaffolding</td>
<td>Games are built with multiple levels; players cannot move to a higher level until competence is displayed at the current level</td>
</tr>
<tr>
<td>Transfer</td>
<td>Games allow users to transfer information from an existing context to a novel one</td>
</tr>
<tr>
<td>Assessment</td>
<td>Games allow users to evaluate their skill and compare themselves to others</td>
</tr>
</tbody>
</table>

Table 1 - Parallels between good pedagogy and game environments [17, p. 14]

Since the short-course aims to provide an overall understanding of performance improvement in the laboratory and the importance thereof, an interactive game holds great potential.

For the Champion and Master courses, virtual reality could surpass the potential of standard process maps by offering a visual and realistic picture of what is happening in the laboratory.

5.2  Virtual reality

Virtual reality (VR) is an alternate world filled with computer-generated images creating an immersive
environment [18]. The user is usually brought into contact with this environment through VR glasses or goggles, fibre-optic data gloves and/or data suits.

VR holds the potential to transform the way educational content is presented. By immersing students/trainees in the environment they are learning about, VR motivates them to fully understand the concepts, and requires less cognitive load to process the information [19]. It can furthermore be expected to increase motivation, by creating an interactive, immersive and multi-sensory learning environment [20].

Furthermore, VR would provide the opportunity of completing the training remotely, without having to remove the staff from the laboratory.

Virtual environments can be created so as to give the user the feeling of experiencing a real environment, with the ability to create various scenarios for testing, without all the real costs and resources involved.

By overlaying the virtual lab with a process simulator, it would be possible for students to experience the lab in VR, with tests and samples flowing through the laboratory in real-time. VR would thus enable the accurate representation of the complexities of processes in a comprehensible manner [15]. Figure 2 depicts a realistic VR laboratory environment.

![Figure 2 – Virtual lab app](image)

By placing the responsibility of obtaining the information required to identify and ultimately solve the problem(s) in the virtual lab in the students’ hands, self-directed learning is emphasised and a deeper learning experience can be achieved.

Considering the virtual case study holistically, the technologies offer both advantages, but also one significant disadvantage. One of the main advantages of VR is that it isolates the user, allowing him/her to concentrate in the virtual environment. However, this isolation also removes the social aspect of learning in a group [20, p. 64]. Much of the current courses’ successes lie in the emphasis on interaction, collaboration and group work during the course. To maintain this emphasis even with the virtual case study, the tangible user interface could be used.

5.4 Tangible user interface

A tangible user interface (TUI) is an interface which makes the interaction and manipulation of objects in the digital world possible through the physical world [24]. As depicted in Figure 4, small objects with specific tags underneath them are placed on the TUI. The TUI is able to recognise the identity and orientation of the object and position it accordingly in the digital environment.
To incorporate group learning and collaboration, a TUI will be used in the case study for the to-be design of the improved laboratory. Students will be able to collaborate and move the objects around on the TUI, and experience the design changes in the virtual laboratory immediately. With the simulation overlay, they will furthermore be able to experience the effects of their design on the laboratory workflow, throughput and bottom line in real-time.

In the following section, the planned developments for LTS Health courses are described.

6 DEVELOPMENTS FOR LEARNING

The Pioneer short-course is focussed on teaching the importance of the 8 Principles of Laboratory Performance (Section 2). LTS Health has designed a game in which the analogy of human cells is used. Just as viruses continuously evolve at a rapid pace (analogous to the ever-changing laboratory environment), cells must adapt and evolve in order to stay alive (analogous to the laboratory). The player’s aim in the game is to adapt and evolve the human cells in order to fight off viruses, with each level of the game increasing in complexity and corresponding to one of the 8 principles. At the end of the game, the lessons learnt in the game, and the 8 principles themselves, are related back to laboratory environment for deepened understanding.

The game’s development is currently underway and is expected to enhance engagement and understanding of the principles in the laboratory staff by providing a fun, interactive learning environment.

A VR-based case study will be implemented for the Champion and Master courses, with the planned development phases depicted in Figure 5.

The first phase of planned development is a VR-based case study for enhanced realism, immersion and resulting understanding of the laboratory processes. Rather than provide students/trainees with required information regarding the case in a linear fashion (information push), AR will be used to augment the case study. By providing interactive touchpoints, the VR-based case study will allow the student to request information on resources, areas or events in the process (information pull), leading to stronger self-directed learning and enhanced understanding.

In the second phase, a process and simulation overlay will be integrated into the case study, increasing realism and immersion for the student. Case studies can be adapted to represent client-specific laboratory layouts, demand patterns and resource schedules, such that students can interact with a case study based on their own laboratory environment.

In the third phase, a TUI will be introduced. Not only would this offer increased levels of customisability, with the ability to realistically and easily model client-specific layouts, but it also introduces real-time scenario and to-be modelling. Ideally, students can collaborate in designing the to-be process, moving objects around on the interface and seeing the implications of their designs on laboratory efficiency and effectiveness for given demand in real time.

<table>
<thead>
<tr>
<th>PHASE 1: VIRTUAL CASE STUDY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual lab for immersion &amp; deeper understanding</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PHASE 2: PROCESS &amp; SIMULATION OVERLAY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased realism</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PHASE 3: TANGIBLE USER INTERFACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customisability</td>
</tr>
</tbody>
</table>

Figure 5 - Planned phases of development

Whilst the potential in training is clear, these planned developments may have additional applications.

7 POTENTIAL BEYOND TRAINING

Beyond its use in training, virtual reality could be utilised in facility design. The increasing pressure to consolidate often brings with it the difficulties of conceptualising the new laboratory effectively prior to consolidation. A virtual design could offer laboratories the opportunity to experience their new facility prior to development at a lower cost [25, 26], ensuring that the best possible solution is implemented from the start, as well as improved communication and shorter feedback loops with clients [27]. With the addition of the TUI, virtual designs could be easily modelled and updated in real-time simply by moving the objects on the interface.

8 CONCLUSION

The digital era has brought with it a plethora of new challenges and pressures. Everything needs to be cheaper, faster and of higher quality. The diagnostics environment is no exception.

LTS Health, a global leader in laboratory performance improvement, has developed courses for training laboratory staff to prepare them for today’s fast-paced laboratory environment. LTS
Health plans to further enhance its learning offerings in the digital era, through the inclusion of technology. A game has been designed for the Power of Process Pioneer course, with development currently underway. A VR-based case study for the Power of Process Champion and Master courses is planned, with planned extensions to include process simulation and a TUI for process design.

This planned approach not only holds the potential of increased realism, engagement and self-directed learning, but may provide an innovative enhancement to overcome barriers faced in traditional training. It provides a visual and more realistic means of interpreting processes and offers the opportunity of completing training remotely, without leaving the laboratory for extended periods of time. Ultimately, it aims to equip laboratory professionals with the skills needed to manage the ever-changing laboratory and in turn, assist in addressing the emerging skills gap in diagnostics.
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Abstract
Eye tracking is a measurement technique for determining the orientation and viewing direction of an individual’s eyes. It allows for an evaluation of the individual’s gaze and other related information. There is a wide variety of application areas for eye tracking, however the usage in engineering industry is still limited. This paper presents a case study for the use of eye tracking in a testing station for electrical circuit breakers. The case study aims to evaluate the measurement and analysis possible with the Tobii wearable eye tracking system. From the case study, possibilities, limitations and considerations for eye tracking in industrial settings are identified and discussed. The paper concludes that while eye tracking can be used to effectively capture and visualize insightful information, it faces major challenges related to subjectivity in analysis and labour intensiveness.
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1 INTRODUCTION
Eye tracking is a measurement technique for determining the orientation and viewing direction of an individual’s eyes. Gaze direction, focus point and any information related to where the subject’s visual attention is placed can be measured.

Modern eye trackers are mostly video based and use corneal reflections to determine the orientation of the eye-ball [1] [2]. Infrared is typically used to generate the light reflection of the cornea, which is then measured relative to the pupil centre [3]. The detection process is completely invisible to the wearer and the light source does not interfere with the person’s sight. Analysis software processes the raw data to determine various events such as fixation, saccades and focus points. The data can be exported as video with depicted gaze movements overlaid or as a dataset. [1]

The system is calibrated by keeping the wearer’s head stationary and having them switch their gaze between specified fixed points. The calibration software builds an accurate geometric model of the wearer’s eye and the relative position of the measuring equipment. [1] [2]

There is a wide variety of application areas for eye tracking. Duchowski [3] lists some of the main fields of interest:

• Neuroscience and psychology – vision during reading, visual search, perception of art as well as vision in natural and virtual environments are common psychological investigations of vision.
• Marketing and advertising – eye tracking is mostly used for the evaluation of advertising effectiveness, but there are many opportunities within marketing. One example is the improvement of advertising materials through analysing advertisement placement. In this context, eye tracking has been extensively used with online applications, e.g. to investigate the effects of customer reviews and product image placement on an online social commerce platform [4].
• Computer Science – eye tracking is used for interactive applications, either as an input device or as a display system.

Eye tracking has also been used extensively on drivers [5] and pilots [6] [7]. These studies have aimed to extract information on the situational awareness, cognitive processes, performance indicators and the effect of experience, from the gathered eye tracking data.

Recently, there has been some exploration into the application of eye tracking in the manufacturing industry. Various engineering sectors, such manufacturing, value the monitoring of the safety, speed and quality of manual labour. The analysis of eye movements can give access to visual, cognitive and attentional aspects of human performance. [3]

One of the world leaders in eye tracking equipment, Tobii, used their eye tracking glasses for a case study to increase efficiency, and improve training and safety within a metal foundry [8]. Niemann et al [9] performed a case study to improve the final quality
control process of a paint shop within a transporter production line, and Yousefi et al [10] tested if users’ satisfaction of construction design is related to their visual attention. Lušić et al [11] investigated the impact of productivity and added value within a manual assembly. For other interesting examples and further reading on this topic, the reader is referred to [12].

Despite the potential value, the usage of eye tracking in industrial environments is still rare. This paper presents a discussion on the possibilities and limitations of eye tracking in industrial environments, based on the experience obtained from an industry-inspired case study. The experience obtained from the study is used to identify important quantitative and qualitative aspects that must be considered for future studies.

Section 2 presents the case study with a discussion of the experimental setup and procedure, and some results from the analysis. This provides a platform for a discussion of the possibilities and limitations of eye tracking in industrial environments, and considerations for future studies, which follows in section 3. The paper concludes with section 4.

2 CASE STUDY: INSPECTION OF ELECTRICAL CIRCUIT BREAKERS

A South African circuit breaker manufacturer incorporates an electrical test station in its production line. At this electrical test station, a worker places circuit breakers into a rack of automatic test devices and removes them again upon test completion. The worker activity at the electrical test station is used as a case study.

The case study aimed to analyse the eye tracking data from a worker at the station to obtain information related to worker performance (specifically, speed and accuracy). The electrical test station was replicated in a laboratory environment, which was used for conducting the eye tracking experiments.

For the analysis, the implications of following different detection strategies was investigated. Two participants were instructed to adopt different detection strategies; Participant 1 (P1) performed a continuous circular scanning path strategy (shifting focus between the testing devices in a clockwise direction), and Participant 2 (P2) focussed on a central point between the devices. The difference in detection strategy is clear in the gaze plots shown in Figure 2.

2.1 Experimental Set-Up

The test rack consists of a panel, shown in Figure 1, which is mounted to a frame. The panel holds a 2x4 array of testing devices, where each device simulates the testing of a circuit breaker. Next to each testing device are red and green LEDs that indicate the test status (idle/empty or busy) and result (pass or fail).

The LEDs are controlled by a Raspberry Pi running a Python script. The Python script simulates the execution of every testing device, switching the LEDs to indicate the simulated status and results. The simulated tests are set to execute for 30 ± 10 seconds (randomly varied), where after a test result is also randomly generated. At this stage, a pass result is then indicated by the green LED and a fail result by the red LED – the worker then removes the circuit breaker from the device and places it in “successful” and “unsuccessful” bins. During the test process (i.e. when a circuit breaker is placed in the slot of the testing device), both LEDs are switched on to indicate that the device is busy performing a test. If a testing device does not have a circuit breaker inserted, both LEDs are off to indicate the idle state.

![Figure 1 - Testing rack setup](image)

The gaze point data of a worker during the testing activity is captured by a wearable eye tracking system – specifically, the Tobii 1 glasses. The analysis is performed using the associated software, Tobii Studio 3.2.1. Along with capturing the gaze information from eye movement, the eye tracking glasses also record the field of vision of the participant with a forward-facing scene camera and sound using a built-in microphone.

2.2 Experimental procedure

Before conducting the experiment, the participants were fitted with the eye tracking glasses and performed a standard calibration procedure [2]. After calibration, they were instructed to stand in front of the panel at a distance of 1.5m – this distance was used to ensure that the entire test rack fits within the field of view of the participant for the duration of the experiment.

The experiment was then started – the simulated testing process was started with a circuit breaker placed in all testing devices (i.e. all testing devices start the process simultaneously, at the start of the experiment). The participants were instructed to detect the result of each testing device on the panel, as they are indicated by the switching of the LEDs,
and then immediately communicate the test result verbally. The completion of testing at all the testing devices is referred to here as a single test run. The experiment was conducted for 30 minutes of successive test runs.

All the participants were given music to listen to over ear-phones during the recordings in order to avoid distraction from the relays that switch the lights on and off.

To simplify the study and to adapt it to the limitations of the eye tracking glasses (as discussed further in section 3), the circuit breakers remained in the testing rack throughout the experiment. When inspecting the eye tracking recordings for the activity of inserting and removing circuit breakers from the testing devices, it was observed that resulting the head movement was detrimental to the data quality and made further analysis impossible.

2.3 Analysis

The analysis only considers data captured from two participants and is not the focus of this paper. Instead, an analytical approach is described for demonstrative purposes – providing a platform for the discussion in section 3.

The data captured from the experiments was analysed using the Tobii Studio software. The software presents the captured data as a video of the field of vision (obtained from the scene camera), overlaid with the corresponding gaze points of the participant. The sound recording, obtained from the microphone, is also synchronised with the video.

The analysis of the recordings is aimed at obtaining two measures:

- The reaction time of the participant, i.e. the time between when the testing device indicates a result and when the participant’s gaze focusses on the device’s LEDs.
- The accuracy of the participant in identifying and communicating the result of a test device.

The analysis of reaction time starts with the manual insertion of events in the captured data recording, in Tobii Studio. From inspection of the recording, an event is inserted at the moment of time that a testing device finishes a test (i.e. when the result is indicted by switching the LEDs). Areas of interest are then defined within the video recording, which is done using functionality provided by the software. The software then detects when the gaze point of the participant enters these areas of interest – this detection is then automatically recorded as an event. The timestamps of the aforementioned events are exported to Microsoft Excel, where the reaction times are calculated.

To determine the accuracy of the participants in identifying and communicating test results, the audio recording of the participant vocalizing the observed result is compared to the video recording. The analyst compares these sources for the entirety of the experiment recording.

2.4 Preliminary results and observations

After analysing the recorded data, it was found that the average reaction time of P1 decreases within the first 30 minutes. In contrast, there is a slight increase of the reaction times calculated for P2.

In analysing the accuracy of detection, it was found that P1 misinterpreted 4 results (two of which was immediately corrected) and P2 incurred eleven misinterpretations (of which all but one were corrected immediately). These misinterpretations occurred when either the corrected station is recognized but the verbal confirmation of the result was incorrect, or when the result was correctly communicated but the testing devices was wrongly identified.

In the data used to calculate reaction time, a high number of outliers were observed – specifically for P1, who followed the circular scanning strategy (as is shown in Figure 2(a)). The outliers of significantly longer reaction times occurred when the a testing device generated a result right after the participant shifted their focus to the next device – the result was then only noticed when the full scan path was completed. Alternatively, when a testing device generated a result just as the participant shifted focus to it, resulting in significantly shorter reaction times. It was also found that the participants were occasionally confused with the order of the inspection when two stations finished testing nearly simultaneously. The time to notice the result of the second station was then significantly higher compared to the station which was recognized first.
Figure 2 - Gaze plots for participants (a) P1 and (b) P2.

Considering the presented results and the discussion on data outliers above, it is clear that the study is not conclusive. In this context, the following observations are offered:

- Training/familiarization and fatigue may have an effect on reaction time. The reaction time of P1 improved over the duration of the experiment, while that of P2 deteriorated – further experiments are needed to establish the circumstances where these factors come into play.
- There are several factors that contribute to outliers in the data: scanning strategy, area of interest placement, randomization of testing time, etc. This indicates that the experiment must be further refined to reduce these outliers and produce more reliable data.
- While verbal confirmation of a detected test result indicates that the participant identified the result correctly, it does not ensure that the participant would place the tested circuit breaker in the correct output bin (i.e. the “successful” or “unsuccessful” bin). The experiment should thus be extended to include the removal activity.

3 POSSIBILITIES AND LIMITATIONS OF THE EYE TRACKING GLASSES AND SOFTWARE

The following section identifies some possibilities, limitations and considerations for future studies on the use of eye tracking in industrial settings, based on the observations and experience obtained from the case study of section 2.

3.1 Possibilities

While the presented case study uncovered several challenges, it also illustrated the possibilities for using eye tracking in industrial settings. It is evident that eye tracking can extract interesting information regarding the behaviour of workers when performing their activities. While the study focussed on investigating the effect of scanning strategy on worker performance, it could easily be adapted to explore the effects of lighting, workspace configuration, worker fatigue and many other aspects.

In conducting the case study, the authors identified two factors that should encourage further exploration with eye tracking systems: the ease of use and the functions to informatively represent data.

3.1.1 Ease of use

After reading through the manuals, the use of the Tobii glasses and software is simple and intuitive. It is easy to insert events in the recordings, which enables some automatic analysis. The extracted timestamps can then be exported to an Excel file, so that further computational analysis can be performed.

3.1.2 Data representation

The software is able to visualize the recorded data, e.g. providing functions for generating heat maps and gaze plots.

Gaze plots, which overlay the gaze point data on the recorded field of view, are especially useful to visualize the scan paths of participants (as demonstrated in Figure 2). With this, the actual path can be compared to anticipated (or instructed) gaze paths, which can be useful to improve the procedures of visual inspections.

Heat maps represent the number and position of gaze fixations in the field of view, over the recorded time [13]. Figure 3(a) illustrates that P1 keeps the gaze fixed at unfinished stations approximately for the same duration before continuing the scan path. Figure 3(b) clearly reflects the central focus point scanning strategy of P2.

This data representation can provide clear and intuitive visualizations, which should facilitate better communication and improve understanding.
3.2 Limitations

The experience from conducting the case study has led to the identification of several limitations to the use of eye tracking in industrial settings. The following sections elaborate on some of the most important limitations.

3.2.1 Calibration issues

The calibration of the glasses proved to be cumbersome and unreliable. The glasses must be calibrated every time they are put on again and the process requires the aid of an assistant (i.e., the participant struggles to perform the calibration on his/her own). The calibration process requires the participant to focus their gaze on several points with specified coordinates. It was found that the lower left focus point was often not detected during this procedure, requiring the calibration to be re-done. Changing the light conditions, as well as the background, did not solve this problem. It was found that the calibration could be improved by instructing the participant to open their eyes as wide as possible during the procedure.

3.2.2 Restriction on head movement

In the early stages of the case study, the insertion and removal of circuit breakers was included in the experiment. However, the analysis showed that the fast head movements made the recordings almost unusable, since the pupils would not be tracked accurately during movement.

3.2.3 Field of view

The scene camera, which records the field of view, was observed to have a slight downward-angling orientation. Initially, this offset led to recordings where the desired field of view was not captured. To ensure that the camera recorded the desired area, it was necessary to continuously monitor the recording via the display of the controller of the Tobii glasses. The participants could then immediately be instructed to correct their pose so that the desired field of view would be recorded.

3.2.4 Labour intensiveness

All the recordings needed to be analysed manually and carefully watched multiple times to insert events and observe abnormalities in the recording, and verify the results of the analysis. For every 30 minute recording used in the case study, 6-7 hours of analysis was required.

3.2.5 Subjectivity and lack of benchmarks

As the events have to be put in manually, the analysis depends on the analyst – this inherent subjectivity may affect the results as every human has a different perception. The same problem influences the identification of special occurrences (or abnormalities) in the recording. The detection and interpretation of these occurrences are then also subjective. The possible inconsistency can be negated by employing only one analyst for an entire case study, but it does not facilitate a reliable comparison between case studies.

The procedure of the analysis, as well as the results, are very case specific and a unique approach must be developed for every new case. In general, eye tracking research suffers from a lack of standardizations for the reporting of key figures. It is thus challenging to evaluate the quality, reliability and repeatability of results [2].

3.3 Considerations for future studies

As mentioned, the case study had to be adapted to accommodate the limitations of the eye tracking system. As already mentioned in section 3.2.2, the head movements had to be restricted, so that the eyes can get tracked properly. In addition, the participants needed to stand a certain distance away from the testing panel in order to record the whole array of stations. The time consuming manual analysis meant that the recordings were limited to 30 minutes.

In general, the two most important aspects to consider for future eye tracking studies are related to the nature of the study and the capabilities of the technology.

3.3.1 Suitability of study

The paper has already highlighted the adjustments that were made to the case study to allow for a sensible analysis. The limitations of the eye tracking
system to be used should thus be considered when proposing of selecting a case study.

It is suggested that the suitability of studies be evaluated according to the following aspects:

- Limited head movement is required.
- The position of the participant should allow the area/object of interest to fit into the scene camera’s field of view.
- Studies should have a narrow scope to enable an effective analysis.
- Experiments should be short and focussed.
- The objectives and key measures of the analysis should be well defined to reduce analyst subjectivity.

3.3.2 Eye tracking technology
The Tobii glasses 1 system is quite dated and newer technology offer some improvements and additional functionality. For example, the Tobii glasses 2 system includes a high-resolution scene camera, an additional eye tracking camera and built-in accelerometer-gyrooscope sensor. The recording device can also stream the recording data over a wireless network, and the software includes some new functionality. However, new systems require a substantial capital investment. The requirements and specifications of the study should be carefully considered when selecting the eye tracking system to use.

4 CONCLUSION
Despite the potential benefits, like the evaluation of person’s performance while completing a task, the usage of eye tracking in industrial environments are still rare. Therefore, this paper documents a case study of the inspection of electrical circuit breakers and points out the possibilities and limitations of the used eye tracking technology. The case study shows that the eye tracker is very easy to use, the software provides informative visualization of the recorded data and the analysis results are easily exported to common data formats. However, several limitations were identified – the labour intensiveness and subjectivity of the analysis are especially significant. The paper also suggests that the suitability of the experiments and the choice of eye tracking technology be considered in future studies of eye tracking in industrial settings.
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Let’s Put the V in Smart Factory: Empowering Employees to Shape a Safety Culture for Industry 4.0

C. Digmayer¹, E.-M. Jakobs¹
¹Chair of Textlinguistics and Technical Communication, Human-Computer Interaction Center, RWTH Aachen University

Abstract
Industry 4.0 is the concept for the smart factory of the future: Digitalization will not only revolutionize the way in which industrial work is carried but also entail new types of risks that are to date difficult to predict. Current transformation approaches towards Industry 4.0 lack concepts that offer employees an active role in the transformation process – especially with regard to risk management. This paper presents a study investigating the potential of empowering employees in shaping a safety culture for Industry 4.0 for small and medium enterprises. The present work builds on the business transformation approach by [1] which suggests that transformations towards Industry 4.0 can only be successful if employees are integrated in the change process with top-down and bottom-up approaches. The study combines expert interviews with insights from industrial process modelling methods. In a metalworking company, a partly digitalized production process chain was examined. The focus was on perceived risks in the context of the production chain and the potential and willingness of workers to improve the safety and security of their work. The results indicate a high reflectiveness as well as a high willingness to contribute to transformation processes. The participants name a broad range of need for action. A highly ranked risk area concerns information flows. The participants emphasize the need for means that enhance information flows horizontally (e.g., along the production process) as well as vertically (e.g., between the management and the workers) and suggest various measures to improve both, safety in production processes and information flows.
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1 INTRODUCTION
Digitalization rapidly changes the modern industrial world. Industry 4.0 has been intensely discussed in Germany as future concept for modern factories. Similar concepts are known in other countries (such as ‘Industrie du futur’ or ‘Smart Factory’). A vast body of literature focuses on Industry 4.0 and the underlying change process. However, concepts for safety cultures in Industry 4.0 have so far been addressed only marginally. The existing research about safety and safety cultures mainly relates to the situation before Industry 4.0. As the transition towards Industry 4.0 revolutionizes technological production concepts (cyber-physical systems) and assigns novel tasks to employees, the main challenge is to establish a safety culture for Industry 4.0 following the basic assumption that transformation processes and Industry 4.0 will only succeed if the people are taken along [1]. In this context, the role of the employee will change significantly towards a decision-maker responsible for one’s own work.

The interdisciplinary research project SiTra4.0 (“Nachhaltige Sicherheitskultur als Transformationsansatz für Industrie 4.0 in KMU”) addresses this issue by developing a transformation approach for the establishment of a preventive, participatively acquired and lived safety culture concept as a decisive success factor for the implementation of Industry 4.0 in small and medium enterprises (SME). The approach is to develop behavior-influencing means of communication and participation that allow SME to initiate a transformation of the corporate culture with regard to aspects such as value structures, perceived safety or informal behavior. Substantial sub goals are the development of methods that enable SME to monitor and improve the current status of ‘lived’ safety cultures as basis for the development of a safety culture 4.0, e.g. by empowering employees in taking an active part in the transformation process towards Industry 4.0.

This paper focuses on the following research questions:

1. Are employees willing to contribute to the development of a safety culture?

2. Are employees capable of reflecting their work environment and thus able contribute to the development of a safety culture?

Selected results of a study investigating the willingness and potential of employees to shape their work environments for a digitalized industry are presented in this paper. The results exemplify how the systematic integration of top-down (means initiated by the management) and bottom-up (means
of employee empowerment) approaches foster the establishment of safety cultures in Industry 4.0.

2 THEORETICAL BACKGROUND

2.1 Occupational safety in Industry 4.0

Various publications examine consequences of industry 4.0. A large body of research addresses the question which potential risks will emerge in Industry 4.0. Several risks are suggested to be consequence of the interconnection of systems and machines [2,3], the increasing use of digital systems [4,5] or issues of managing vastly increasing amounts of digital data that needs to be integrated and analyzed in industrial production process [6,7].

The transition towards a digitalized industry imposes significant changes on the interplay between humans and machines [8] resulting in novel demands on the way how work is carried out in safe and secure ways [9], it requires a rethinking of the current understanding of occupational safety (e.g. safety as the absence of undesirable events and consequences [10]) and related concepts such as health protection. It has to be considered that occupational safety is only one facet embedded in a complex framework of mutually influential effects in socio-technical systems such as RAMSS - reliability, availability, maintenance, safety and security [11].

Consequence of the progressing digitalization are novel challenges for occupational safety and health protection that especially hinder SME at economizing digitally. What is missing are transformation approaches that combine technological changes with forms of responsible self-organization by employees in the everyday professional life that consider the various degrees of ‘digital maturity’ in industrial domains.

2.2 Safety cultures

‘Safety cultures’ comprise as attitudes and behaviors towards safety aspects in organizations as part of the corporate culture [12]. The concept of safety cultures is regarded as key element for the further development of the ‘classical’ understanding of occupational safety and health protection. Future concepts for safety need to consider which type of safety culture is required that fits the various demands of Industry 4.0.

Existing definitions conceptualize safety culture as ongoing social process, as result of interaction and mutual negotiation processes [13,14] or as manageable characteristic of companies with various gradations [15,16]. Safety cultures have been object of numerous investigations. However, few studies examine whether safety-culture concepts are adaptable in the transformation towards Industry 4.0.

Scientific publications addressing industrial transformation processes emphasize the meaning of change for releasing the full potential of technological innovations in enterprises [17]. Organizational change is a controlled process to increase the competitiveness of enterprises. Transformation approaches stress the significance of the employee and its potential to successfully initiate change in organizations [1]. Safety has to date been a less considered topic in this field.

In this paper, safety culture is conceptualized as approach that merges top-down and bottom-up processes. Bottom-up processes include empowerment approaches which offer employees ‘[…] the ability to identify and express needs, establish goals or expectations and a plan of action to achieve them, identify resources, make rational choices from various alternative courses of action, take appropriate steps to pursue objectives, evaluate short-and long-term results (including reassessing plans and expectations and taking necessary detours), and persist in the pursuit of those goals.” [18].

Essential for the consolidation of an organizational safety culture is its linguistic representation, e.g., in documentation) as well as its negotiation in discourses. Informal communication plays an important role in managing operational processes, e.g., behavioral patterns adhering to safety demands [19]. However, few studies address communicative and behavioral aspects for Industry 4.0 and related transformations processes.

Of major importance are options for actions as experienced by the employees [20]: Safety is not only a result from knowledge and insights, (apparent) rational behavior and high transparency [13] but also consequence of intuitive understanding and perceived involvement in decision-making processes. Employees need to participate actively in developing, discussing and ratifying safety concepts [21]. Employee empowerment presupposes self-responsibility, a common way of handling occupational stress, uncertainty and errors. Required are room for novel ideas and solutions as well as ‘shared language’ for both, known and new issues. Thus, safety results from the constellation of ‘want to, can do, allowed to’ [22].

According to [13], organizational (safety) cultures manifest on three layers: the layer of artifacts (observable behavior), the layer of expressed values, and the layer of basic assumptions. The third layer represents a safety culture’s core for the influence on behavior: Basic assumptions are implicit and direct the behavior of employees, the results of such behavioral patterns become observable on layers one and two.

[13] recommend that processes of mutually understanding safety in an organization should focus on developing a shared language first to make implicit standpoints explicit. Secondly, standpoints need to be covered linguistically and transferred into documents. To achieve this, novel multi-dimensional
strategies and methods are required that combine the qualitative with quantitative means of analyzing safety cultures and consider technological changes over time.

3 METHODOLOGICAL DESIGN

3.1 Use case

The study was conducted with an industrial partner - a metal manufacturing SME currently implementing Industry 4.0 principles. For the study, a partly automatized and digitalized process was selected as use case (production of a particular structural element used in ventilation systems) that comprises 11 steps and 7 departments.

3.2 Methodology

The study used a combination of methods: participatory observation, document analysis, and interviews with employees. This paper focuses on outcomes of the interviews that included a ‘worker’s journey’ adapting methods of industrial process modelling to survey the current state of production chains.

Data collection: An interview guideline was developed. It contains four parts addressing the following topics: expertise and tasks of the interviewees, perceived information flows and perceived level of information, perceived problems (in the production chain, in their daily work, at the interfaces between steps of the production chain), willingness to contribute to a safety culture. 10 interviews were conducted with representatives from the departments involved in the process chain (8 male, 2 female; age: 29 to 63 years, ☕️ 45.6 years; experience in the company ranges from 7 to 38 years, ☕️ 22.4 years). The interviews took on average one hour and were audio recorded with the agreement of the interviewees. Interviewees were shown a flowchart of the process chain and asked to situate themselves and their tasks within the chart.

Data preparation: The audio files were transcribed and anonymized. The anonymized transcripts were converted into MAXQDA format.

Data analysis: The MAXQDA files were analyzed qualitatively (content analysis).

4 RESULTS AND DISCUSSION

In the following, selected results are presented and illustrated by comments of the interviewees. The abbreviations are to be read as follows: Interview number_department of the interviewee.

4.1 Willingness to contribute to transformation processes

The results indicate that the interviewees are highly motivated to contribute to improvements of the existing safety culture. The reasons for employee engagement differ and include extrinsic (e.g., to adapt their work place to changing conditions and requirements, and by doing so to create a safe and well-functioning work environment) as well as intrinsic motives (e.g., to contribute to the company’s future and thereby safeguard jobs). Another outcome is a general interest in co-creation: The interviewees state that they would like both, to contribute own ideas as well to reflect and comment on the ideas of other colleagues. However, they expect to be involved actively (by superiors and the management) and that their potential contributions are valued (perceived interest, listening, and appreciation). Thus, willingness is not enough – the company must be able and interested to respond to contributions and to sustain this motivation over time. Motivation is easily lost – especially if employees get the feeling that their ideas are ignored or do not lead to results:

I1_manufacturing: Recommendations for improvement are a fine thing, but someone needs to be interested in them. It is no use for me to repeat the same thing for five years: I want this and that to change. But these things are not changed in five years and put aside.

Others report missing feedback. They don’t know whether or not, how, and why their ideas are put into practice and what is the outcome of the idea realization. Other reasons for frustration and resulting des-interest to contribute arise due to perceived inaccessibility of decision makers (the worker is not able to discuss his idea with superiors or managers) or if an idea is prevented by others (e.g., superiors):

I2_manufacturing: Several proposals were handed in from other departments: These things need to be improved. But they told us that it is not paying off or that things are carried out in a different way in this department. In the end, nothing changed.

For safety cultures it is especially important to make employees feel like being listened to and taken seriously. As studies show, changes in behavior are expectable if they are initialized by the employees themselves and if the employees are motivated by the management to act on their own responsibility [23].

I5_assembly: We contribute if we are asked to do so. At the moment, we work overtime to move our company forward. We really like to do that. Not for us. We work for our company.

4.2 The potential to contribute to transformation processes

The results indicate that the majority of workers has high potential to make a difference in the development of a safety culture for Industry 4.0. Their comments addressing work safety indicate a high level of reflection and sensitiveness regarding changing work environments and their consequences as well as the ability to create solutions for a new safety culture. Their understanding of safety exceeds ‘traditional’
concepts of occupational safety and health protection and comprises aspects such as the handling of data as well as the quality of information and communication flows. They are able to describe gaps between intended corporate safety issues and actual behavior patterns as well as organizational roles and regulations.

The interviewees address different safety areas, e.g. the quality of work instructions (Which instructions fit current requirements, which ones need to be improved?). In the following example, an interviewee recommends informing workers systematically about customer complaints and by doing so to help them to avoid errors:

\[ \text{I3 assembly: Regarding customer complaints it is necessary to tell us which problems have occurred so far and to which things we need to pay attention to so that such errors do not happen again.} \]

Other interviewees reflect on how work is organized and what can be improved:

\[ \text{I2 manufacturing: There are some things that need to be changed. For instance regarding the arrangement of storage areas. Nothing is regulated to 100 percent and often things are handled differently from necessity. It does not run the way it should. To improve this, the production department should be informed about the planned sequence of components – which components need to be taken out first, which ones second, and so on. This requires clear arrangements between the departments.} \]

Other interviewees reflect on boundary conditions influencing how work is carried out (e.g. weather conditions, order situation). Others relate to the collaboration of departments and the need for a better inter-divisional communication:

\[ \text{I6 work preparation: There are several possibilities to improve communications in our company. We have the necessary tools such as e-mail or instant messengers. We should use them to speed up the communication between departments. For instance, if there are postponements, changes to components, production stops or shortened cycle times which could lead to potential problems.} \]

The broader understanding of the interviewees regarding safety goes beyond their tasks, roles, and areas of responsibility. The ability to reflect on the work environment at large scale has high potential for the implementation of a safety culture – especially with regard to the improvement of information flows, which has been a frequently discussed problem area in the interviews.

### 4.3 Information flows as subject of safety cultures

Many participants emphasize the need for means that enhance information flows horizontally (e.g., along the production process) as well as vertically (e.g., between the management and the workers).

#### 4.3.1 Horizontal information flows

Horizontal information flows span along production chains and address the organization of work. Several interviewees state a high interest in improving the existing management and quality of information flows. The interviewees emphasize that this aspect is highly relevant for the quality and outcome of their daily work, e.g., in terms of speed and safety.

\[ \text{I1 manufacturing: Relevant information in adequate quality need to be communicated along the production chain. From the beginning to the end. It does not suffice if the work preparation of one department just communicates with the work preparation of the other department – every worker needs to get such information.} \]

One often mentioned shortcoming of the horizontal information flow is a perceived low level of information. Often the options to influence the efficiency of one’s own work are perceived to be decreased by missing forecasts and missing follow-up information.

\[ \text{I1 manufacturing: My problem is that I do not have an overview over the incoming orders for the next days. Thus, I frequently produce small quantities of components. Always one piece, one piece, one piece. I need to retool the machine for each piece which also entails a higher amount of paperwork.} \]

The workers expect to be informed about errors in the production chain to get a better understanding of the current state of work organization. Missing follow-up information leave workers in uncertainty whether errors occurred in the following steps of the production chains leading to reclamations and changes in production schedules.

The interviewees not only reflect on weak points of horizontal information flows but also on means to change the current situation. Such means include actions initiated by the management (top-down) and actions initiated by the employees (bottom-up). From a top-down perspective, the management should initialize efforts to gather information in just one ‘single point of truth’. From a bottom-up perspective, employees should commit to use one location for all information flows and discontinue alternate communication practices (e.g., passing handwritten information to colleagues). Studies show that the design and implementation of highly accepted information platforms require a deeper understanding of the work tasks, use situation and user requirements [24] as well as the willingness of employees to contribute to the design of an information platform and its functions. The interviewees have a clear understanding of how such a system should be designed:

\[ \text{I8 sales: A system should offer the possibility to collect the information for all of our products and store attachments. For instance: A link to the technical drawing. Who created the product description? When has the description been created? How does the} \]
parts list look like? How does the drawing of previous versions look like? How is the processing time for this product organized? How is it packaged, how does it look like once it is packaged? Which issues can occur in the production process?

A main function of the information and communication platform is to provide particular information for steps in production chains and related roles. Die interviewees demand one system as central storage location where they can find all relevant digital data for their work (instead of various dispersed information ‘silos’). The digitalization is perceived as chance for gathering work-related information:

I3assembly: Work places should be digitalized. I would like to have a work place with a display or a tablet which allows me to click on an order and receive all relevant information: What do I need to take care of, how do I need to package components, which reclamations occurred so far.

4.3.2 Vertical information flows

Vertical information flows connect the management and employees. They comprise different topics, e.g., the development of the company. Again, most of the interviewees show a high interest in improving vertical information flows in terms of an ongoing dialog and a stronger organizational listening.

I4manufacturing: Several colleagues wish that experienced employees are being listened to about what went wrong in the past and that they are not just told: ‘Go to work!’

The employees want to be informed about ongoing processes and the company as a whole, e.g., decision-making processes about future developments of the company.

I8work preparation: Who has been hired, who is leaving, what is the company currently doing, which things work well, which ones do not, etc. We do not need such information every month, but at least every half year. And the information should not be published by anyone – this needs to be done by the management and should not be delegated.

The interviewees propose a combination of bottom-up and top-down approaches to address this issue: From a bottom-up perspective, employees should request innovation workshops in which representatives of different departments and the management work on previously defined tasks (e.g., safety innovations) and by doing so develop a shared understanding of important topics. From a top-down perspective, representatives of the management should act as mediator and decision-maker to ensure that workshop results are put into practice.

I8sales: Negotiations in such workshops will often not succeed unless someone from the management is involved and decides: We solve this problem in this particular way. Decision. We do it like this. Even if you do not agree, three other people think it is a good idea and we do it like this.

4.4 Implications for the development of a safety culture 4.0

Employee empowerment can be put into practice because employees are both willing and able to contribute to transformation processes. Willingness to contribute is the foundation for developing and establishing an adequate safety culture for Industry 4.0. In the case study, comments on ignored willingness indicate that bottom-up approaches are alleged but not ‘lived’ throughout the company. To develop an empowerment approach, emotional factors need to be considered such as identifying with one’s own work (pride/nourishment) and with one’s own company by fostering a perceived high level of information.

As the examples show, isolated attempts to solve safety issues emerging by the progressing industrial digitalization fall short – the development of a safety culture 4.0 requires top-down and bottom-up approaches to interlock systematically.

Of major importance are measures at the layer of communication and interaction that control and foster such efforts. Executives are expected to create an environment that fosters and supports the creation and discussion of shared values, e.g., values regarding safety. Codes of conduct need to be defined and communicated in adequate formats. The foundation for putting the vision of a safety culture 4.0 into practice needs to be laid (e.g., by providing spaces for co-creation activities). Employees need to actively facilitate safe attitudes and behaviors as well as to contribute to transformation processes.

The combination of expert interviews and worker’s journey methods of industrial process modelling seems to be a promising approach to identify gaps between intended corporate safety issues and actual behavior patterns as well as shortages in information flows providing valuable insights for possible integrated top-down and bottom-up approaches that can be applied in transformation processes.

5 CONCLUSIONS

The transition towards an Industry 4.0 goes hand in hand with a changing understanding of safety: The range of familiar issues of work safety is extended by the progressing digitalization leading to novel problems that go beyond the traditional understanding of occupational safety and health protection. Such issues require carefully designed empowerment solutions that consider top-down and bottom-up approaches as identified in the present study.

However, there is need for further research, e.g., studies investigating other companies, production chains, and industries. Open questions relate to the influence of factors such as the given industry, the corporate culture, the level of digital maturity or the size of the company. Value creation chains of other
domains and related process chains, roles, tasks, and work contexts need to be investigated. Insights may be gained by examining role-specific value creation chains [25]. Further research should consider the question how changing safety conditions in an Industry 4.0 impact professional communication as well as documentation requirements and formats and which consequences result for the education and training of employees, e.g., with regard to human-machine learning (see [8]).
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Abstract
One major step to improve assembling and manufacturing in the age of digitalization could be the implementation of human-robot collaboration (HRC) in industrial workplaces. While there are obvious benefits in using robots, there are several barriers for companies employing robots: On the one hand, safety regulations are the key show stopper for the investment from the employers’ point of view, especially when robots physically collaborate with human workers and do not just replace a machine tool, installed in a safety cage. On the other hand, workers’ acceptance is crucial for a successful implementation of HRC in the company. In our study, we therefore examined the main influencing factors for HRC acceptance from the employees’ point of view. In a two-step procedure, we first gained qualitative results in expert interviews with industrial workers. The results helped to identify the diverse and individual acceptance factors for HRC. In a second approach, we applied a quantitative questionnaire study, adapting the Technology-Acceptance Model (TAM3) on HRC for (1) validating the qualitative results and (2) compare participants with and without an industrial background. Results showed that there are three key anxieties from the employees’ point of view: 1st being injured by the robot, 2nd losing the job, 3rd robot anxiety. Addressing the workers’ usage intention for the implementation of HRC, we furthermore gained two key factors fostering HRC acceptance: improved output quality from the industrial workers’ perspective and, as a generic outcome for all participants, the enhanced enjoyment when collaborating with a robot.
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1 INTRODUCTION
With autonomous robots as one of nine technologies transforming industrial production to Industry 4.0 [1], making their way into spaces shared with human workers and the disappearance of safety fences – once separating workers from manufacturing robots – the efficient collaboration between humans and robots becomes vital [2]. However, in order to exploit the individual strengths of humans and robots and form hybrid teams that provide added value for all parties involved, new challenges must be solved. On the one hand, safety regulations (DIN EN ISO 10218-1&2) are one of the key show stoppers for the investment from the employers’ point of view. This is especially true when working spaces overlap and the robot does not just overtake a task and work autonomously towards task completion. On the other hand, workers’ acceptance – and the go from the works committee – is crucial for a successful implementation of HRC in the company. In this study, we focused on the latter and examined the main factors influencing HRC acceptance from the employees’ point of view. In a first approach, we conducted a qualitative interview study with industrial workers to gain new insights into acceptance factors. In a second quantitative step, these factors were aggregated with the Technology-Acceptance Model [3], comparing four user groups concerning age, gender, robot-, and manufacturing experience.

2 REFERENCE WORK
2.1 User Diversity and Technology Acceptance
To gain insights into the adoption and usage intention of present and future technologies, the broad research field of Technology Acceptance provides manifold theories and methods, focusing on both the technology and the user himself. On the one hand, the technology itself, as the object of research, plays a crucial role. However, a technology not used by anyone is expensive and unnecessary. Therefore, it is important to understand why or why not users adopt technologies. First models, e.g., Theory of Planned Behavior (TPB) or Technology Acceptance Model (TAM), try to explain behavioral intention and actual usage were developed in the late 80s, examining the use of the new information technologies in the working context [4]. However, considering user diversity, on the one hand, the attempts to explain acceptance with a model-based approach led to several adaptations with more influencing factors. On the other hand, the use of one model for different, established, and especially new technologies, led to controversial discussions about the use of technology acceptance models [5]. As we
examine technology acceptance in the working context and could constitute the main acceptance factors in our qualitative pre-study, we considered a model-based approach using TAM3 [3] for this research study.

2.2 Challenges in Human-Robot Collaboration

From the theoretical point of view, several benefits encourage the implementation and use of robots in industrial processes: non-recurring investment (plannable maintenance but neither labor nor non-wage labor costs), 24/7 human mood independent work schedule, integration plus automation in Industry 4.0 processes, high accuracy, etc. Even though human workers are the better and cheaper alternative for processes needing intuition and flexibility, there are three key anxieties from the employees’ point of view. When workers have to collaborate with a robot, we need to address and resolve the workers’ concerns.

Although safety in human-robot collaboration was neglected by research for a long time [6], it is one of the most important aspects for HRC acceptance in the industrial sector. For one, by law, safety standards must be guaranteed by any employer, at least in high-wage countries. For another, workers’ acceptance decreases with higher safety risks and the go from the works committee and labor union is inevitable. Latest developments in collaborative robots and sensor technologies show possible solutions. However, the risks are still high and cost-benefit considerations often make HRC solutions inefficient [7]. As safety was considered an imminent factor, we did not analyze its importance for acceptance in this paper but assumed it as a basic prerequisite for our evaluation, well aware that it is a goal hard and expensive to achieve.

As a global challenge, automation in Industry 4.0 will have a deep impact on manpower markets and workplaces. While automation just changes requirements of job-profiles and creates new jobs, especially the low-skilled workers in manufacturing sectors have reasonable fears to lose their jobs. Although collaborative robots are implemented to support workers with the aim to increase production, in the long run, the fear of job loss remains [8].

Apart from existential threats influencing physical and financial conditions, the collaboration with a robot can be refused just because of the interaction itself. Robot anxiety may sound irrational and irrelevant when considering the implementation of HRC workplaces in manufacturing companies, but for the acceptance and motivation from the co-workers perspective, it can play a crucial role [9].

3 STUDY PART 1 – QUALITATIVE PRE-STUDY

3.1 Methodology

In this study, an exploratory research approach was chosen to determine relevant issues concerning the use of collaborative robots for the manufacturing industry. Since the main focus was to investigate the workers’ perspective and their primary concerns, usage conditions, and attitudes, a qualitative approach provides reliable in-depth insights [10]. Hence, guideline-based semi-structured interviews were conducted. Dependent on the participants’ answers, the guideline questions were adjusted. In total, five employees were interviewed: three workers in small and medium-sized enterprises (SME’s) and two expert interviews at a multinational control and automation company who were head of department and answered as representatives for their department.

The interview guideline was based on newspaper articles as well as literature concerning recent insights into human robot interaction, computer and robot anxiety, and the implementation of technology into the workspace, in consultation with industrial project partners. Apart from general questions about the employees’ daily work routine, questions concerning their perception of robots and machines and how those two differ from each other were included. This was done to evaluate if or how the participants’ mental models of those technical devices differ from each other. After that, a short definition of a robot was given to ensure that all participants talk about the same concept. The next interview addressed how a robot would alter the work routines and included the employees’ expectations and concerns linked to the use of a robot.

3.2 Results – Interviews

3.2.1 Factors of HRC acceptance

In general, the employees expressed mixed attitudes towards collaborative robots. Concerns were most frequently related to job loss as a consequence of increasing digitization and safety issues were expressed. However, safety regulations were perceived as a general requirement for all technologies implemented at the workplace and hence not a unique concern in case of collaborative robots. Apart from the above-mentioned major concerns, some participants also noted issues and requirements such as small relevance of robots, usability factors, perceived control, and the perceived hierarchical relationship between human and robot.

The employees expressed no difference in the perception of traditional tools for manufacturing and collaborative robots which were perceived as an additional tool with a higher degree of autonomy.

Above all, the mixed attitudes and varying requirements suggest a high impact of user factors on the acceptance of collaborative robots. Alongside this result, the interviews revealed a high diversity of employees in the manufacturing industry. Hence, for the next research part, known technology acceptance models were used to further analyze which factors are the strongest predictors of HRI acceptance.
4 STUDY PART 2 – QUANTITATIVE STUDY

4.1 Methodology

4.1.1 The survey

Based on the pre-study insights, an acceptance model that takes already existing knowledge about human-computer interaction in a workplace context into consideration was developed. In the first section, demographics such as age and gender were queried. Additionally, the first section contained work related questions (duration of occupation, vocational training, current occupation) to compare participants with and without manufacturing background. Finally, the participants’ robot related experience was surveyed. Another diversity factor was measured by a short version of the locus of control (LOC) [11]. As introduced before and as previous research [12] revealed, the factors used in TAM3 are suitable for the context of human-robot interaction. TAM3 items regarding Computer Playfulness (CPLAY), Computer Anxiety (CANX), Perceived Usefulness (PU), Job Relatedness (REL), Subjective Norm (SN), Output Quality (OUT), Computer Self-Efficacy (CSE), Perceptions of External Control (PEC), Perceived Enjoyment (ENJ), Voluntariness (VOL), Image (IMG), and Perceived Ease of Use (PEOU) [3] were measured, as was LOC, using a 6-point Likert scale (from 1=high approval values to 6=high rejection values). Other than Computer Playfulness and Computer Anxiety, all were asked after giving an HRC scenario.

The reliability of the used scales was mostly above α=.7. Only CPLAY and VOL had smaller Cronbach’s Alpha values, VOL was not considered for correlation measurements.

4.1.2 Sample description

In total, n=159 people took part in the online survey, of which n=131 where used for the statistical analysis. The survey was distributed as part of a bachelor thesis, hence most of the participants come from a university-related environment.

The respondents’ age ranged from 19 to 60 (M=30.52, SD=12.00), with a slightly higher ratio of male participants (n=97, 58.0%, n=55, 42.0%). The level of education was comparatively high with 35.1% holding a university degree, 42.0% with a higher education entrance qualification, and 18.4% with a secondary education degree. Half of the participants (52.7%) were employed and the rest were either university students (43.5%) or still in school (2.8%). 44.3% were working or had worked in production and 55.7% had no previous work experience in production. Slightly more than half of the participants (56.5%) had no experience with manufacturing robots, 32.1% rarely encountered robotic systems, 9.2% worked with robotic systems on a regular basis, and 2.3% reported to work with a robotic system on a daily basis. Concerning attitudinal variables, the participants reported above average Locus of Control (M=2.06; SD=.87) and a similarly high mean for Behavioral Intention (M = 2.16; SD=.93). Additionally, the participants’ Computer Anxiety was on average negative (M=5.37; SD=.68) (Figure 1) which means they had no fear of using computers.

![Figure 1 – Overview mean values of queried factors.](image)

Since user diversity plays an important role in the acceptance of new technologies, the participants were divided into groups (age, gender, robot experience, and manufacturing experience) for further analyses (Table 1). Two age groups were formed by performing a median split. The younger group’s age range matches the average age of German students [13].

<table>
<thead>
<tr>
<th>Factor</th>
<th>Group</th>
<th>Valid responses [%]</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>19-26</td>
<td>54.2</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>26-60</td>
<td>45.8</td>
<td>60</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>58.0</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>42.0</td>
<td>55</td>
</tr>
<tr>
<td>Robot</td>
<td>Yes</td>
<td>43.5</td>
<td>57</td>
</tr>
<tr>
<td>Experience</td>
<td>No</td>
<td>56.5</td>
<td>74</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>Yes</td>
<td>44.3</td>
<td>58</td>
</tr>
<tr>
<td>Experience</td>
<td>No</td>
<td>55.7</td>
<td>73</td>
</tr>
</tbody>
</table>

Table 1 – User diversity groups.

4.2 Results – Survey

In a first step, the whole sample was analyzed by using correlation (Spearman’s ρ) with a level of significance of α=.05. The resulting collaborative-robot acceptance model is based on TAM3 [3] and extended by the factors Locus of Control, Age, Robot Experience, Manufacturing Experience, and Gender.

Subsequently, a linear regression analysis was performed to determine which factors predominantly impact Behavioral Intention. Finally, the queried factors were analyzed with respect to user diversity by using a linear regression analysis.
4.2.1 Correlations TAM3

The final model is presented in Figure 2. Almost all of the queried factors were correlated with either PEOU or PU or both. Only Image, Computer Self Efficacy and Gender had no detectable impact on Perceived Usefulness and Perceived Ease of Use in the present sample. Overall, the three factors with the strongest influence on Perceived Usefulness were Subjective Norm (M=3.17; SD=1.23), Output Quality (M=2.55; SD=.92), and Job Relevance (M=3.42; SD=1.32). Regarding Perceived Enjoyment (M=2.21; SD=.87), Perception of External Control (M=2.51; SD=.92) and Output Quality (M=2.55; SD=.92) were the most influential factors. Computer Anxiety (M=5.37; SD=.68) and Age (M=30.52; SD=12.00) were negatively correlated with both PEOU and PU.

![Figure 2](image-url)

**Figure 2** – Collaborative-Robot Acceptance Model – derived from TAM 3 [3] – with correlation coefficients values (left/right, up/down) referring to connecting line in direct proximity (*p<.05, **p<.001).

4.2.2 Overall acceptance factors on HRC

In order to identify the factors with the strongest influence on the participants’ Behavioral Intention, a step-wise linear regression analysis was performed, with BI as the dependent variable. Since we assume that in the present case not only PU and PEOU alter BI, but BI is also directly influenced by other factors of the model, we set all remaining factors of the acceptance model (Figure 2) as independent variables.

![Figure 3](image-url)

**Figure 3** – Stepwise regression: Main influencing factors on Behavioral Intention.

As a result, two significant models were revealed. The first model could account for 56.3% (adj. R²=.563) of the variance in acceptance and the second for 63.7% (adj. R²=.637). In the first model, acceptance of the robotic system was solely based on Enjoyment (β=.754). The second model (Figure 3) also includes Output Quality (β=.336).

4.2.3 Influence of user diversity on acceptance

**Age** – The calculation resulted in three significant models for the younger group of the sample and in two significant models for the older group.
Table 2 – Stepwise regression: age-groups.

The first two models, regarding the younger participants, were based on the same factors as the models for the sample as a whole (Model 1: adj. R²=.530, Model 2: adj. R²=.592). However, the final model explained +3.8% variance and additionally included the factor Voluntariness (β=.216). All values are listed in Table 2.

The first model for the older participants was likewise based on Enjoyment and can account for 57.5% (adj. R²=.575) of the variance. The second model additionally included Perceived Usefulness.

Gender – For both genders, two significant models were revealed. While the first model only differs marginally between men (Enj β=.743, adj R²=.542) and women (Enj β=.779, adj R²=.596), the second factor in the final model is different. For men, the second model includes Output Quality and for women Perceived Usefulness. The values are listed in Table 3.

Table 3 – Stepwise regression: gender.

Robot-Experience – The linear regression analysis in regard to Robot-Experience revealed the same results as the regression for the whole sample. In Table 4, all relevant values are listed.

<table>
<thead>
<tr>
<th>Group</th>
<th>Mod.</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>Adj R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Exp.</td>
<td>1</td>
<td>Enj β=.763</td>
<td>.674</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp.</td>
<td>1</td>
<td>Enj β=.554</td>
<td>Out β=.355</td>
<td>.637</td>
<td></td>
</tr>
</tbody>
</table>

Manufacturing Experience – Regarding Manufacturing Experience, the calculation resulted for both groups in two significant models. However, in contrast to the previous results, the first factor differs between the two groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Mod.</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>Adj R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manuf.</td>
<td>1</td>
<td>Out β=.583</td>
<td>.320</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp.</td>
<td>2</td>
<td>Out β=.422</td>
<td>Enj β=.374</td>
<td>.421</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1</td>
<td>Enj β=.815</td>
<td>.657</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp.</td>
<td>2</td>
<td>Enj β=.637</td>
<td>PU β=.307</td>
<td>.716</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 – Stepwise regression: manufacturing exp. Looking at the final models, the most influential factor for participants with manufacturing experience is Output Quality (OUT β=.422, adj R²=.421), followed by Enjoyment (ENJ β=.374). Nonetheless, model two can only account for 42% of the variance. For those of the sample with no manufacturing experience, Enjoyment is the strongest predictor of BI (ENJ β=.637, adj R²=.716). This model can explain 71.6% of the variance and additionally includes Perceived Usefulness (β=.307). All results are listed in Table 5.

5 DISCUSSION

5.1 Acceptance Considerations Beyond Workplace Safety and the Fear of Job Loss

As previously reported, nearly all TAM3 constructs affect Perceived Usefulness and Perceived Ease of Use and thus also influence the Behavioural Intention. With REL, SN, and OUT as the most influential constructs for the Perceived Usefulness and ENJ, PEC and OUT for the Perceived Ease of Use. While these results are congruent to the findings of Bröhl et al. [12] concerning PU, they diverge from the earlier study in regard to PEOU. Nonetheless, a further analysis of the data revealed that two of these constructs are sufficient to explain 63.7% of the observed variance in Behavioral Intention, namely Enjoyment and Output Quality. This implies that, in case of collaborative robots, PU and PEOU are important but not the fundamental concepts modeling acceptance.

Concerning user diversity, gender and robot-experience had little to no impact on BI. As manufacturing experience and age correlated with acceptance factors (PU, PEOU), one could interpret that younger people without industrial background were compared to older industry workers. Regarding the regression analysis results, this hypothesis can be falsified.

The repeated occurrence of Enjoyment as an important factor for BI across all user groups leads to the assumption that the enjoyability of such a system fundamentally shapes its acceptance. Consequently, apart from the expected requirements in a workplace context – such as a reliable output quality and the perceived usefulness of the system – it can be crucial to develop a robotic system which users enjoy working with. The importance of Enjoyment is particularly surprising when comparing this result to the pre-study insights. In those, the employees seemed to view the robot as any other tool used for their work routines and like any other tool, the robot mainly needs to serve its function. It remains
debatable if, in case of established manufacturing tools, enjoyment likewise alters their acceptance.

5.2 Limitations, Recommendations, and Future Research

The qualitative study confirmed the main known concerns about HRC from the workers’ point of view. However, the number of participants was quite low and more interviews or focus groups might have revealed other influencing acceptance factors.

The quantitative study validated the factors revealed in the qualitative pre-study. Especially the model-based approach to explain technology acceptance was applicable as nearly all influencing factors had an impact on the traditional acceptance dimensions (perceived ease of use, usefulness, and intention to use). Regarding user diversity, the evaluation of HRC for industrial workers vs. non-experts resulted in significant differences (see 4.2.3). In contrast, the influence of robot experience did not reveal any differences which might be due to the measurement of robot experience, on the one hand, and the overall quite low expertise for HRC. After all, the use of TAM3 should include not only a scenario and the measurement of intentions to use a technology but finish the validation with a usability study. Hands-on experience is crucial to understand the actual usage of technologies and their acceptance, which has to be included in future research.

As recommendations for the implementation and acceptance of industrial HRC, our study revealed especially one generic component to be considered: enjoyment. We did not measure and therefore cannot recommend gamification for the increase of acceptance, although this could be possible. However, as our results indicate, the fun of working with a robot colleague plays a vital role for acceptance. In conclusion, our research suggests, as soon as the most urgent issues – safety regulations and the possibility of job loss – are solved, comparatively small variations in the design of a robotic systems can have a great impact on the successful implementation of HRC in industry.
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Can the Concept of Reengineering be Applied to the Human Voice?
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Abstract
We discuss a novel approach for adjusting the acoustic surroundings of the vocal folds using the concept of reengineering based on reverse engineering. In this approach, without knowing vocal tract shape, adaptation of selected acoustic parameters allows vocal capacity to be increased. In the proposed workflow, formant frequencies and bandwidth data from literature are selected. Within a vocal training procedure, an external loudspeaker placed in front of the open mouth enables transfer of the selected parameters. The participant reengineers the vocal tract by intentionally increasing the volume of the external soundwaves without using the vocal folds. This increase in intensity during adjustment at resonance frequency constitutes a decrease in acoustic damping and may help to obtain an optimised acoustic surrounding for a healthy voice production.

Keywords: Reengineering, Reverse engineering, Acoustic phonetics, Vocal training

1 INTRODUCTION
The human voice is fundamental to social interaction and self-expression. The capability of human beings to articulate a combination of vowels and consonants is the basis of all languages. Successful vocal development relies upon learning new — or re-learning previous — vocal motor abilities, yielding optimised output qualities [1, 2].

The variable shape of the vocal tract influences the output parameters of human voice. In particular, vocal articulation is related to changes in the positions of the lips, tongue, jaw, and larynx [3]. For this reason, functional dysphonia is common when the vocal folds are used with high mechanical pressure on the one hand and with low support from the acoustic properties of the vocal tract on the other [4].

The acoustic properties of the vocal tract resemble those of an open/closed tube. Well-defined resonant modes (formants) support high output values and low damage, even during prolonged use. The first two formants define which vowel is produced, while the higher formants allow a pervasive voice.

Reverse engineering [5] is commonly used to infer the functional features of existing systems and thus facilitate the development of new products with the same features. The concept is usually restricted to technical devices. In the present study, we explore whether a reengineering approach with the help of reverse engineering can be applied to stabilise vocal fold vibration and support durable voice production.

As previous studies [6,7] indicated that externally applied soundwaves induced changes in acoustic output of the participants, it may be possible to transfer selected acoustic properties without any specific knowledge of the individual vocal tract shape. We hypothesised that active adjustment of the vocal tract shape using a reengineering approach enhances the resonance of the acoustic system.

The aim of the study was thus to estimate whether the concept of reengineering might be applied in the context of vocal training.

2 THEORY
2.1 Excitation of vocal tract resonances
Fig. 2 shows some of the basic articulatory elements of the human vocal tract used for resonant amplification and vowel formation at the first and second formants. This complex system can be simplified as an open/closed tube [8, 9].

The particle velocity of the first two formants is in an idealized characterization near to zero at the bottom of the pharynx (high impedance) and high at the mouth opening (low impedance). A vibrating loudspeaker membrane placed directly in front of the mouth couples with the particle velocity anti-node and matches the natural resonance conditions.
The resulting radiation impedance of the vocal tract upon external excitation can be characterised as:

\[ Z_{VT} = R + iX \]  \hspace{1cm} \text{Eq. 1} 

With \( Z_{VT} \) being the radiation impedance, \( R \) = real part, related to conversion of acoustic energy to heat, the reactance \( X \) and \( i = \sqrt{-1} \).

\( X \) is related to the difference between the sinusoidal frequency of the speaker and the resonance frequency of the vocal tract. When the resonance frequency of the vocal tract equals the frequency of the source, the complex part of the impedance \( iX \) is no longer relevant. Equation 1 can then be simplified to

\[ Z_{VT} = R \]  \hspace{1cm} \text{Eq. 2} 

The participant in the present experiment amplified the sinusoidal soundwave by adjusting the vocal tract resonance frequency. Applying Eq. 2, the amplitude at the resonance condition \( \left(A_{max}\right) \) is directly related to a low loss factor \( (\alpha) \) within the vocal tract, which is correlated with a small bandwidth \( (Bw) \) and a high-quality factor \( (Q) \).

2.2 Reengineering of the human voice

Reengineering and reverse engineering are widely used for fast product development [13]. The approach analyses existing designs to integrate key elements of functionality into new products without full knowledge of the underlying primary structures. The concept is only common within the development of technical systems. However, we propose that the underlying idea can also be applied to human activities.

Instead of a knowledge of the geometrical shape of the vocal tract, a usage of easily available acoustic properties preferably derived from professional voices is proposed. Fig. 2 shows the resulting process flow applying reengineering to vocal enhancement.

The formant frequencies and bandwidth of the voice define the starting position of the individual vocal capacities and are compared to standard values of professional voices from literature. For example, in the case of so-called backward voices, the formant frequencies may be low and the bandwidth high. In such cases, the participant may raise the formant frequency and narrow the bandwidth via specific training with external soundwaves.

In the literature, broad data on trained voices are available [3,11]. These data include characteristics such as intelligibility, volume, and the economical use of air.

2.3 Vocal tract filter/resonator function

The vocal tract can be regarded as an acoustic filter of the primary sound source at the glottis. Its resonating aspects enhance the acoustic energy emitted at the resonance frequencies.

Fulop et al. [14], as well as Ladefoged and Fant [15], proposed a semi empirical formula to describe the vocal output in relation to formant frequencies and bandwidth.

Following this approach, the primary sound source \( S(f) \) is assumed to decay as described by Eq. 3.

\[ S(f) = g \ast 20 \ast \log_{10}(2 \ast \frac{f}{100}) \]  \hspace{1cm} \text{Eq. 3}
Where ‘g’ represents differences in phonation type and ‘f’ the frequency. In standard phonation, ‘g’ will be equal to 1.0.

The contribution of each formant to the spectrum envelope is shown in Eq. 4, where ‘f’ is the frequency, ‘F_n’ is the resonance frequency of the respective formant ‘n’, and ‘BW_n’ is the corresponding bandwidth of the formant ‘n’ [13]. The transfer function ‘H_n’ is calculated in Eq. 4:

$$H_n(f) = -10 \log_{10}(\frac{(1-f/n^2)}{(f-n^2)} + \frac{BW_n^2}{f^2})$$ Eq. 4

Finally, a correction factor (‘K_4’) for the contribution of higher formants with ‘f’ as the current frequency can be calculated as shown in Eq. 5:

$$K_4(f) = 0.54 * (\frac{f}{500})^2 + 0.00143 * (\frac{f}{800})^4$$ Eq. 5

Including these elements, the output spectre ‘L(f)’ can be expressed as follows:

$$L(f) = \sum H_n(f) + K_4(f) + S(f)$$ Eq. 6

Fig. 3 depicts the different parameters of the procedure.

**Figure 3** - Calculation procedure to simulate vocal tract transfer function based on formant frequencies and bandwidths, according to Funlop et.al. [14].

### 3 EXPERIMENTAL SECTION

#### 3.1 Acoustic measurements

The acoustic measurements were performed with a G.R.A.S. 46AF (G.R.A.S Ltd., UK) microphone connected via a preamplifier (Nexus 2690; Brüel & Kjaer, Denmark) to a Steinberg UR242 (Yamaha Inc., Japan) as an external sound card. The distance between the microphone and vocal source was 20 cm. All recordings were performed at 41.100 Hz/16 bit using the software Audacity (D. Mazzoni, Mountain View, CA, USA).

#### 3.2 Voice analysis

Fast Fourier transform (FFT) Spectra were obtained using WaveSurfer version 1.8.8.p4 software (KTH Department of Speech, Music, and Hearing, Sweden). The FFT analysis during phonation was performed at wavelength steps of 5 Hz.

#### 3.3 Resonant amplification

The sound waves of a frequency generator app (eetoolkit, Thomas Gruber), together with the inbuilt speaker of an iPhone 5s (Apple Inc., Cupertino, CA, USA) were used to excite the air column within the vocal tract. In order to apply two frequencies simultaneously, the dual frequency mode was used, with the phase difference of the two frequencies set at 180°.

The procedure to enhance the amplitude of the external signal has been described in detail in a previous work [6]. After voice analysis and recording of vowels, the soundwaves in front of the participant’s open mouth were amplified via a variation of the vocal tract shape. During this stage, the participant produced no sound from the vocal folds. The application time was less than 30 seconds, with similar relaxation times in between and the procedure repeated several times. The overall adjustment period was less than 5 min. Next, the participant was asked to sustain vowels for at least 5 seconds. The fundamental frequency of these vowels was within the range of the spoken voice.

#### 3.4 Participant

All experiments were conducted with one male participant who had a healthy voice: a non-professional with > 10 years’ choral experience, an average fundamental speech frequency of 99 Hz (44 dB), and a sound pressure maximum of 104 dB, measured using a XION Voice Analysis System (XION GmbH, Berlin, Germany).

The experiments were approved by the Ethics Committee of the Technical University of Munich in January 2017.
4 RESULTS

4.1 Calculation of the filter/resonator function

Fig. 4 shows the primary sound source and the simulated filter function, calculated using the data of the first four formants. While the primary source showed a steady decay in intensity, the spectrum of the radiated voice depended on the bandwidth of the formants.

**Figure 4**
(a) Basic spectrum at the entrance of the vocal tract. (b, c) Filtered spectra.
(b) Formant 1 to 4 frequencies/bandwidths (Hz): 620/50, 1120/100, 2580/150, and 2800/180. (c) Filtered spectrum with formant frequencies \( f_n/B_{wn} = 1.0 \).

The fundamental frequency was 126 Hz.

In addition to the bandwidth and formant position, the output level was also sensitive to the position of the formant frequencies.

4.2 Sound measurements

Fig. 5 shows the results of reengineering the vocal output parameters. To observe the spectral changes, the sound level was normalised to the intensity of the fundamental frequency. The upper plot 5 a shows the natural spectral response of the participant’s vowel ‘a’. The first formant was at 511 Hz, while the second one at 1100 Hz. Subsequently, two different interventions were carried out. One had similar frequencies compared to the natural formant frequencies (500 Hz and 1000 Hz, respectively) and one with raised formant frequencies (650 and 1300 Hz). Figs. 5b and 5c show the peaks of the higher harmonics after vocal tract shape adjustment. When the given frequencies were comparable to the formant frequencies, the harmonics were clearly enhanced.

**Figure 5**
(a) Without adjustment of the vocal tract shape, (b) with adjustment to frequencies of 500 Hz and 1000 Hz, and (c) with adjustment to frequencies of 650 Hz and 1300 Hz.

The following parameters gained the demonstrated spectra in Fig. 5:

(a) \( F1=500 \) Hz, \( BW1=300 \) Hz; \( F2=1100 \) Hz, \( BW2=250 \) Hz; \( F3=2200 \) Hz, \( BW3=2200 \) Hz; \( F4=2660 \) Hz, \( BW4=300 \) Hz

(b) \( F1=500 \) Hz, \( BW1=250 \) Hz; \( F2=1000 \) Hz, \( BW2=150 \) Hz; \( F3=2200 \) Hz, \( BW3=800 \) Hz; \( F4=2700 \) Hz, \( BW4=80 \) Hz

(c) \( F1=600 \) Hz, \( BW1=150 \) Hz; \( F2=1200 \) Hz, \( BW2=130 \) Hz; \( F3=2300 \) Hz, \( BW3=160 \) Hz; \( F4=2700 \) Hz, \( BW4=450 \) Hz

The reengineering approach to reducing the bandwidth without changing the formant frequencies is shown in Fig. 5b. Although only the first two formant frequencies were addressed, a reduction of the bandwidth was observed at all four formants. The amount of energy within the frequency range where
the human ear is most sensitive—from about 500 to 2500 Hz—was enhanced after adjustment of the vowel ‘a’. In Fig. 5c, the frequencies of the first two formants were raised. They are still within the range of the vowel ‘a’ in German pronunciation. The reduced bandwidth was conserved even at higher adjustment frequencies. However, unlike the previous case, the higher harmonics were more intense.

The calculated and simulated output of the produced sounds were similar, but not equal—the deviation being about +/- 5 dB. Larger deviations occurred in the spectrum shown in Fig. 5a at 1300 Hz and in Fig. 5c at around 880 Hz and 3000 Hz, with a singular decrease in intensity.

5 DISCUSSION

5.1 Inverse engineering and reengineering of the acoustic parameters of the vocal tract

The amplified sinusoidal frequencies used in the reengineering approach are similar to the ones of the first and second formant. While the acoustic transfer function can be calculated on the basis of given geometric data, given acoustic data may result from different geometric arrangements. Therefore, an analysis with the help of simple reverse engineering tool that stresses individual acoustic properties (Fig. 4) may be flexibly adapted by users with different vocal tract geometries.

The formant positions and corresponding bandwidths are essential to the characteristics of the individual voice. In the case of high bandwidths, as shown in Fig. 4, frequencies below the first formant show decay characteristics similar to those of the source. However, narrow bandwidths reduce damping and enable higher harmonic radiation and may lead to a more persuasive voice.

Fig. 5 shows stages of the proposed reengineering cycle (Fig. 2). Starting from a given vowel, the inverse engineering procedure starts with a comparison of formant frequency and formant bandwidth with healthy or professional voices. In the present case, the formant frequencies of 511 and 1100 Hz were rather low for the vowel ‘a’ which are in average at 639 and 1225 Hz respectively. Furthermore, the bandwidth of the first and second formants were broader than those found in the literature [12 Error! Bookmark not defined.]. In a first step, a narrowing of the formant bandwidths should enable more efficient voice production and a more clearly structured voice. Fig. 5b shows that vocal tract adjustment can lead to reduced bandwidth while maintaining the formant frequencies to about 10% of their original value.

Further optimisation may involve an induced change in the formant frequencies. For the vowel ‘a’ in men, the usual frequency of the first formant lies in the 529–674 Hz range, while that of the second formant is in the 1224–1386 Hz range [16]. Since higher formant frequencies support the radiation of higher harmonics, raising the formant frequency can lead to a more brilliant voice. However, in the present study, care was taken to remain within the formant frequency ranges of 650 Hz and 1300 Hz of the vowel ‘a’ (German pronunciation). After repeated intentional amplification of sinusoidal soundwaves, the spectral range increases (Fig. 5c). The strong intensity of the 4th harmonic at 615 Hz was close to the external sound wave used. This suggests that impedance of the vocal tract is reduced at the given adjustment frequency, as proposed in Section 2.1. Furthermore, the second format position was at 1200 Hz, which is 8% lower than the adjustment frequency.

In Fig. 5c the recorded signals of the 7th and 8th harmonics (880 and 1000 Hz) are highly damped, while any formant value chosen within the simulation would create less congruence of the overall spectrum. Since 1300 Hz is the first harmonic of 650 Hz, an anti-resonance is likely to occur between both. In the semi-empirical approach used in the present study, only resonances were included.

5.2 Resonant amplification and vocal tract shape

The proposed procedure placed no restrictions on the geometry of the vocal tract. Instead, the reengineering approach addresses changes in geometry via a transfer of acoustic data.

It should be noted that the deviations between adjustment with an open glottis compared to phonation are much smaller than those induced by a whispering voice [17]. The resonant frequencies are close to the calculated formant frequencies, but not equal. The participant adjusted the vocal tract with free breathing through the open mouth, without using the vocal folds as voice source. If the vocal folds started to oscillate, a change in the acoustic parameters would be expected. The findings might be explained with the simulation results of Takemoto et al. [8] who found the particle velocities of the first and second formant to be almost zero at the passage between the epilaryngeal tube and pharynx, which is positioned about 2 cm above the vocal folds.

The reengineering approach used in the present study did not directly address the third and fourth formants. However, we did find a reduction of these formants bandwidths as well. Although the term R (Eq. 2) is reduced within the experimental setup at the specific wavelengths used, the value is regarded to be less sensitive to frequency and may thus help to decrease at all bandwidths observed. Further work is necessary to elucidate the process further.

6 CONCLUSIONS

By applying the concept of reengineering, the vocal tract shape can be adjusted on the basis of induced output parameters.
The concept of reengineering or reverse engineering is not commonly applied to human activities. However, the underlying ideas may be used for vocal training or to maintain a healthy voice. Specifically, with only limited information about the vocal tract shape, vocal output can be optimised.

The current experiment demonstrates that externally applied frequencies can be used to alter formant position and bandwidth. However, the present experimental setup could not assess the universal validity or long-term effects on voice quality.

If confirmed in further studies, this approach could be used to transcribe selected vocal properties of professional voices to untrained voices. More work will be necessary to further evaluate the practical applications of the present study within the field of vocal training.
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Abstract
In Germany, employers are legally obliged by labor legislation to assess the conditions at workplaces that could cause harm to identify hazards and control any health risks. In the context of demographic change the emerging burden of workers' chronic diseases caused by physical workload grows in importance. Hence, by carrying out risk assessments by means of ergonomic assessment tools, the physical workload is evaluated in order to take measures of ergonomic workplace design. The Ergonomic Assessment Worksheet (EAWS) of the MTM-Association as well as Audi’s so-called Workplace Structure Analysis (APSA) are validated assessment tools, which can be used to evaluate and improve the employee’s working conditions. By help of motion capture the worker’s body postures and motions can be recorded and converted into a data stream of ergonomic influencing factors, which can be interpreted automatically based on either ergonomic assessment method, with the aim to increase both efficiency and objectivity of the ergonomic analysis. An inertial motion capturing system is currently under validation with the purpose of evaluating its potential as an ergonomic assessment tool. The present paper will give an insight into the validation process and present first results.
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1 INTRODUCTION
Competitive manufacturing is not only related to productive production systems, but also to efficient production planning processes. In order to increase both the velocity and the quality of the planning results knowledge valorization is a strategic competitive advantage. The age of digitization can help to leverage its full potential by combining existing Industrial Engineering (IE) know how with data and information on the product, the work process as well as the worker. The current conditions of overwhelming digitization represent a paradigm change and require a digital transformation process of the IE in manufacturing companies, especially in the automotive sector. Therefore, new planning methods, digital planning tools and automated evaluation routines need to be developed and implemented into the production planning process.

At AUDI AG, the IE department is responsible for designing efficient and ergonomic production processes and workplaces. To fulfill this obligation, capturing of working motions is essential in order to gather data on body postures, forces and loads for manual material handling processes as well as information about the workload on the upper limbs. This data can not only be used for the ergonomic assessment of workplaces, but also for (temporal) planning of production processes. Currently, ergonomic information and process data are gathered separately using various methods. Audi investigates the potential of motion capture to gather all relevant data from recorded working sequences by help of an inertial sensor system and force gloves with piezo pressure sensors in order to generate ergonomic (and perspective time) analyses automatically. In a comprehensive validation process firstly the hardware, the sensor network as well as the force gloves, are evaluated. Secondly, the conformity with the rules of the ergonomic assessment tools of Audi and German MTM Association are verified. The results of the validation process are presented in this publication.

2 METHODS
The following paragraph gives an overview of the methods used in the validation study, firstly the ergonomic assessment tools, and secondly the methodology of the validation process itself.

2.1 Ergonomic Assessment Tools
With the purpose of meeting labor law requirements, employers are obliged to conduct risk analyses by help of ergonomic assessment tools. In the following, chapter, the tools used in this study are introduced.

2.1.1 Ergonomic Assessment Worksheet (EAWS)
The Ergonomic Assembly Worksheet (EAWS) is a screening method to assess physical workload, which is used by major European companies of the automotive sector and was validated in the field [1]. It was developed by a consortium with partners from occupational safety and health institutes, universities
2.1.2 Arbeitsplatz-Struktur-Analyse (APSA)

At Audi the so-called Arbeitsplatz-Struktur-Analyse (Workplace-Structure-Analysis), which is the result of an in-house development, is used for the ergonomic evaluation of the industrial workplaces [3]. It was implemented in 2006 and is based on the Automotive Assembly Worksheet (AAWS) that is actually the predecessor of EAWS [4]. By help of APSA the physiological workload at a specific workstation is measured. The workload is assessed for a given working method executed according to a given production plan (quantity and production mix), depending on the respective conditions, such as workplace geometries, postures, equipment or parts. APSA considers, firstly the body posture (trunk, arm & leg posture), secondly forces (finger, hand, arm/whole body forces and awkward wrist postures) and thirdly manual material handling (carrying, repositioning, pushing/ pulling). The evaluation of the individual ergonomic criteria coalesces to an overall risk score, which is also represented by a traffic light scheme and helps firstly to identify the needs for workplace design by pointing out ergonomic deficits, and secondly to determine organizational measures (employee deployment, job rotation) [5].

2.1.3 Motion Capturing

Motion Capture (Mo-cap) in general refers to the process of recording motions of objects or people. This could be realized either with optical (e.g. marker based) or non-optical systems, such as inertial or magnetic systems for example [6]. In the context of computer-aided ergonomics [7], motion capture techniques are already applied frequently to obtain the dynamic and natural motion information for human simulation tools [8]. Apart from that, motion capturing systems can also help to record the worker’s body postures and motions, which can be evaluated automatically based on either ergonomic assessment method, with the aim to increase both efficiency and objectivity of the ergonomic analysis.

In the presented study, an inertial motion capturing system (of AXS Motionsystem Kft., Hungary) is used that was specifically developed for use in industrial environment. The sensors are robust and are neither influenced by magnetic fields caused by machinery, nor do they interfere with the technological equipment on the production floor, since they are not connect via WiFi, but hard-wired. AXS’ motion capturing system consists of 18 inertial measurement units (IMU) that are placed on defined body parts, as shown in figure 1.

![Figure 1 - Sensor positions on distinct body parts](Source: AXS Motionsystem Kft.)

The IMU sensors measure velocity and orientation and typically use two different kinds of sensors. Gyroscopes measure angular velocity, whilst accelerometers are used to measure linear acceleration. Rotation angles can be measured by gyroscopes (pitch, roll and yaw) and accelerometers (pitch and roll) [9]. Both sensors have three degrees of freedom (DOF) defined for x, y, and z-axis. In combination of both sensors six DOF are provided. The AXS human body reference system is illustrated in figure 2. Besides that, the system uses piezoelectric sensors, which are integrated in gloves to measure hand forces. By help of insole pressure sensors the walking distance is recorded.

![Figure 2 - Human body reference system](Image)

The motion data recorded is being pre-processed by the system and converted into a data stream of
ergonomic influencing factors, which can be interpreted automatically based on either ergonomic assessment method, such as APSA or EAWS.

### 2.2 Measurement Validation

With the aim to validate both the hardware and the software of AXS’ motion capturing system, a multi-stage validation concept was set up.

#### 2.2.1 Validation concept

Measurement systems have to fulfill four main criteria in order to ensure their functionality and the quality of the measured data in particular: precision, repeatability, reproducibility and stability. Precision describes how close repeated measures are to each other and constitutes a random error component of a measurement system. Repeatability defines the variation in measurements gathered with one measuring tool when used several times by one assessor while measuring identical attributes. It shows within-system variations and the capability or potential of a measurement system. Reproducibility states the average variation of the measurements data made by different assessors while using the same measurement system and when measuring one identical attribute. Measurement variation may be caused by assessor, environment or method. Stability describes the change in bias over time respectively the so-called drift [10]. This is very important, since it is known that gyroscopes have drift errors over long periods of time, whilst acceleration sensors are sensitive to acceleration in any direction when objects show translational acceleration or fast rotation [11,12].

In order to address all these single aspects, a multi-stage validation process was set up. First of all, the hardware, both the IMU sensors and pressure gloves, need to be verified. Apart from that, the software itself is proved, not only the conformity with the rules of the respective ergonomic assessment tools (mentioned before), but also the software functionalities as well as its usability. This paper mostly focuses on the hardware validation. Firstly, every single IMU sensor will be checked in one-dimensional motions, secondly the interaction of the sensors applied on the respective body parts to track complex motions of the extremities for example, thirdly by assessing real working situations the parallel-test reliability towards observer-based EAWS- and APSA-analyses will be checked.

#### 2.2.2 Scientific test set-up

The so-called Human Body Angle Assessment Model (HASS) was designed to ensure objective angle adjustments (see figure 3). Its body part proportions are equivalent to the 50 percentile male (according to DIN 33402-2). Angle adjustments were measured by using a goniometer.

![Human Body Angle Assessment Model (posterior view)](image)

With the objective to validate measurement precision of AXS’ measurement system with regard to the motions and postures of the upper limbs three different angles with ten repetitions where measured at the shoulder joints. Measured angles were defined referring to the frontal plane around the transverse axis and according to the threshold angle of EAWS, 20° retroversion and 60° as well as 90° anteverision (see Figure 4). One experiment was conducted with an inclined sensor of 30° in order to investigate the influence of deviating sensor positions. Additionally, elbow joint flexion and hand wrist extension were recorded for 90°, 45° and 20°. To ensure repeatability of the measurements, 24 motions of each limb were executed within a time frame of 15 sec for each repetition, evaluating the angle for 10 sec in steady-state and 5 sec of transition to reassume the initial position. Since it is known that gyroscopes (such as the IMU sensors) have drift errors over long periods of time, stability was checked by measuring three times 60° left shoulder joint anteverision angle for 15 min. Reproducibility is proved by conducting multiple measurement series with individual calibration measurements under identical conditions.

Furthermore, conformity with APSA and EAWS is validated using test cases for every single workload factor represented in the respective ergonomic assessment tool as well as every single rule. The firstly measured position was an above shoulder height position, as considered in EAWS Section 1 and in APSA’s line 19b(A). Therefore, a fixed angle of 80° in shoulder joint was pre-set. The elbow joint was moved 24 times with a direction of 90° flexion. This position was held for 10 sec. After 10 sec, 90° extension was executed to reach the initial position again with a rest of 5 sec (as briefly described before). The evaluation is based on a cycle time of 1.5 min, which is representative for the automobile industry. The results of the risk scores were compared to the results of analysis with EAWS and
APSA using the parallel test method to ensure inter-method reliability [13].

3 RESULTS

The following paragraphs give an insight into the results of both the hardware and the software validation.

3.1 Hardware Validation

The precision of the measuring system was evaluated at various pre-set angles for the joints of the upper limbs. The pre-set shoulder joint angle of 90° varied with a measurement error of 1.7% (x̅ = 88.51°, SD = 0.93°). The measurement error was 1.1% for a pre-set angle of 60° (x̅ = 59.32°, SD = 0.16°). The 20° shoulder retroversion angle showed a measurement error of 8.1% (x̅ = -18.37°, SD = 0.15°). The results are shown in Table 1.

Table 1 – Measurement results of shoulder joint for x-axis rotation (N = 10)

<table>
<thead>
<tr>
<th>Pre-set position</th>
<th>Sensor position</th>
<th>Mean (°)</th>
<th>SD (°)</th>
<th>Measurement error</th>
</tr>
</thead>
<tbody>
<tr>
<td>90° correct</td>
<td>88.51</td>
<td>± 0.93</td>
<td>1.7%</td>
<td></td>
</tr>
<tr>
<td>60° correct</td>
<td>59.32</td>
<td>± 0.16</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td>60° 30° tilted</td>
<td>59.26</td>
<td>± 0.17</td>
<td>1.2%</td>
<td></td>
</tr>
<tr>
<td>-20° correct</td>
<td>-18.37</td>
<td>± 0.15</td>
<td>8.1%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4 exemplarily illustrates repeated measurements of shoulder anteversion with an expected x-axis rotation of 60°. The measurement error was 1.1% (x̅ = 59.32°, SD = 0.16°). The data shown in the graph attests the measuring system’s repeatability.

As shown in Table 2, the measurement error was 4.5%, when the pre-set elbow flexion angle was 90° repetitively (x̅ = 85.94°, SD = 0.88°). The pre-set elbow angle of 45° varied with a measurement error of 3.9% (x̅ = 43.23°, SD = 0.79°) and the 20° angle showed a measurement error of 1.2% (x̅ = 19.77°, SD = 0.23°).

Table 2 - Measurement results of elbow joint for x-axis rotation (flexion) (N = 10)

<table>
<thead>
<tr>
<th>Pre-set x-axis rotation</th>
<th>Sensor position</th>
<th>Mean (°)</th>
<th>SD (°)</th>
<th>Measurement error</th>
</tr>
</thead>
<tbody>
<tr>
<td>90° correct</td>
<td>85.94</td>
<td>± 0.88</td>
<td>4.5%</td>
<td></td>
</tr>
<tr>
<td>45° correct</td>
<td>43.23</td>
<td>± 0.79</td>
<td>3.9%</td>
<td></td>
</tr>
<tr>
<td>20° correct</td>
<td>19.77</td>
<td>± 0.23</td>
<td>1.2%</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 - Measurement results of wrist joint for x-axis rotation (N = 10)

As shown in figure 5, over a time period of 15 min the values drifted in positive direction first. After 8 min (x̅ = 58.87°, SD = 0.02°), a deviation of 0.29% occurred compared to baseline (x̅ = 58.70°, SD = 0.02°). A measurement drift of 0.15% was recorded after 15 min (x̅ = 58.61°, SD = 0.03°) compared to baseline. A maximum difference of 0.44% was determined between 8 min and 15 min, proving the systems high stability.

Software Validation

The main purpose of the software validation was to check the conformity of the results with the rules of the ergonomic assessment tools of Audi and German MTM Association are verified. As briefly described above, this was done by help of specifically designed
test cases for every single workload factor represented. A first measured position was a simulated above shoulder height position, which is defined as position of the wrist respectively the elbows above the shoulder (but not above head) in APSA’s line 19b(A) and in EAWS Section 1.

For the ergonomic assessment, workload situations are always evaluated based on intensity and duration or frequency of the respective workload factor. Hence, with regard to arm postures, both the type of posture (arm above shoulder) and the proportion of the cycle time, during which the worker is exposed to this workload, are considered.

In APSA, line 19b(A) is assessed, resulting in a risk score of 44 points for 2/3 of the cycle (6 times 10 sec, cycle time of 90 sec) (see figure 6).

![Figure 6 - APSA risk score for the simulated above shoulder work](image)

In EAWS, line 6 is assessed. Thus, the result is a risk score of 51 points for 2/3 of the cycle (see figure 7).

![Figure 7 - EAWS risk score for the simulated above shoulder work](image)

The results calculated by the AXS software differ slightly, as shown in table 4. The deviation of the Mo-cap results from the evaluation with APSA and EAWS is caused by a misinterpretation of the exposure time as the AXS system’s calculation is based on the real working pace. According to the recordings, the exact time the overshoulder position is maintained is 61.8 sec in total. With this said, the results calculated based on the real-time recording have to be considered as correct for both evaluation methods, APSA and EAWS. Anyhow, this shows the problem of the results’ dependency on the worker’s individual working method and his individual working pace. Instead, the ergonomic assessment is conducted for a workplace, so that the calculation of the results should rather be prorated to a standard performance.

<table>
<thead>
<tr>
<th>Mo-cap</th>
<th>Pen &amp; Paper method</th>
</tr>
</thead>
<tbody>
<tr>
<td>APSA</td>
<td>51</td>
</tr>
<tr>
<td>EAWS</td>
<td>53.5</td>
</tr>
</tbody>
</table>

Table 4 – Comparison of mo-cap results with the respective risk scores from eaws and apsa

4 CONCLUSION

The results presented above focused on the validation of the left hand-arm-shoulder system in one dimension (x-axis) by checking the IMU sensors precision, repeatability, reproducibility and stability. In a next step, the sensors for the hand-arm-shoulder system need to be validated for the remaining dimensions (in y- and z-axis), before those for the lower extremities and the upper body are evaluated. The precision can be considered as very high, but although the difference of the measured angle is mostly below 1°, for smaller angles the relative deviation is becoming more crucial in terms of accuracy. The repeatability of the measurements was also proved, since the precision of the results remained relatively stable throughout the repeated posture changes. It was also found out that even the alignment of the sensor position only has a small impact, which underlines the practicability of AXS’ Mo-cap systems in terms of robustness towards user deviation. The stability was assessed in multiple repetitive measurement series over a duration of 15 min. Although, it was found out that the sensor drift is also quite low (maximum of 0.44%), it can be assumed that this will have an impact on more complex movements. In this case, the measurement errors of the IMUs alongside the sensor chain of the extremities sum up, so that the motions and postures of distal body parts will most likely become inaccurate after a certain time (probably after about 7 mins). The reproducibility was not assessed yet, but will be checked in a next validation step by conducting multiple measurement series with individual calibration measurements under identical conditions.

Knowing that the sensors are working correctly, in the next validation step the interaction of the IMU sensors needs to be validated in order to evaluate the reliability of complex motions that are being tracked, as shown by help of the simulated above shoulder height working situation. Last but not least, real working situations will be assessed to find out about the reliability of the recording of complex three-dimensional motions that are recorded.

Although the presented paper is focusing on the inertial Mo-cap system from AXS, which has been validated in the study, the introduced validation process can be considered as general approach to validate motion capturing systems.

In conclusion, the results show the potential of motion capture systems to digitize ergonomic workplace analyses in order to increase the efficiency of the assessment processes as well as the objectivity of
the evaluation results. With this, as part of Audi’s digitization strategy, Mo-cap systems can help to improve both the velocity and the quality of the production planning process and to speed up the time-to-market with the purpose to exploit the competitive advantage.
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Abstract
In addition to technical and organizational measures for ergonomic workplace design, exoskeletons can be considered as innovative ergonomic assistance systems to support workers in production and logistics in order to reduce their physical workload. With this, exoskeletons cannot only help to prevent musculoskeletal diseases, but also to augment workers with physical limitations in cases of inclusion or occupational reintegration. Currently, numerous open questions hinder their implementation in industrial applications. For the successful implementation of occupational exoskeletons, they have to fulfill several ergonomic, work physiological and safety-related requirements. Based on the experiences in piloting and implementing occupational exoskeletons at AUDI AG, practice-oriented aspects for their usage in industrial application scenarios will be compiled based on the results of a field study with a passive industrial exoskeletons for lower-back support. The goal is to provide assistance for piloting and implementation of occupational exoskeletons in industrial practice.
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1 INTRODUCTION
Exoskeletons were developed for usage in medical rehabilitation and are also applied for military purposes. With first application scenarios for the utilization of active and passive exoskeletons in industrial practice a disruptive change in the field of ergonomic assistance systems is ahead [1]. In the context of industrial application, an exoskeleton can be defined as body-worn ergonomic assistance system that acts mechanically on the worker’s body to reduce his physical workload. Particularly in situations in which the potential of technical and organizational measures for ergonomic workplace design is limited, exoskeletons can be considered as innovative ergonomic aids and support workers in manufacturing as well as logistic processes. In times of demographic change, exoskeletons can also assist workers with physical limitations in cases of inclusion or occupational reintegration processes. With this, exoskeletons potentially give a cutting edge in competitive manufacturing processes.

At AUDI AG, about 43% of the musculoskeletal workload is affecting the lower back, due to (dynamic) manual material handling tasks as well as static, forward-bending postures. Audi focuses on ergonomic workplace design, since work physiological research proves that workers, which are often subjected to repeated load lifting and carrying activities or required to maintain postures of trunk flexion over longer periods, are increasingly exposed to the potential for long-term back injury with a lifetime prevalence of up to 80% [2]. In the context of demographic change the emerging burden of workers’ chronic diseases caused by physical workload grows in importance [3].

Employers are obliged by labor legislation to take measures to improve safety and health of workers, by assessing their workload and eliminating all risks through collective measures. In contrast, individual protective measures, such as exoskeletons, are of lower priority, but are promising where other measures are technologically impossible, interfering with the production process or too expensive.

Whilst the technological readiness level of active exoskeletons available is still relatively low [4], a few passive devices are commercially available (e.g., SuitX BackX models S and AC and Laevo), as well some “soft” exoskeletons (e.g., Hunic and Rakunie). For an extensive overview of the state of the art, the interested reader is directed to the article of Naf et al. [5]. For several reasons, the Laevo exoskeleton (www.laevo.nl, version 2.5) was identified as the most promising and suitable one to possibly reduce the workload on the lower back and support workers with physical limitations. Being a passive system, it absorbs a portion of the effective weight (of a load and/or the worker’s body) by help of a chest pad and diverts the resulting forces through spring elements around the lower back and via tow leg pads into the thighs. Pneumatic gas springs are storing the kinetic energy of the worker’s motions in order to sustain the forward-bending posture or support erecting his body while lifting a load. The system can be adjusted to the body size of the workers and to the working conditions, especially the working height as well as the level of support required. Whilst the efficacy (muscles activity, endurance and biomechanics) of
the Laevo exoskeleton was evaluated in physiological laboratory studies [6, 7], no subjective evaluation of the system was provided, yet. Therefore, the aim of the present field study was to evaluate the ergonomic benefit of the Laevo exoskeleton subjectively by assessing the lower back relief in two different working situations, static bending postures and dynamic repositioning of loads. Besides its efficacy with regard to workload relief, it was investigated how user acceptance is influenced by the exoskeleton’s discomfort and usability, to determine success factors for its implementation.

2 METHODS

2.1 Selection of Participants and Workplaces

Since the main objective of the field study was to obtain a general understanding about the ergonomic effects of the Laevo exoskeleton only male workers were selected as participants. To cut down the risk of confounding, the amount of independent variables was reduced, since increased discomfort in the chest region due the specific anatomical conditions of female workers was expected. For the same reason, workers with lumbar pain history were excluded from participation. In total, 30 male test persons participated in the field study in Audi’s logistics department, press shop and final car assembly at both German production facilities. Their average age was 29.2 (SD = ±10.6) years, mean body mass was 76 kg (SD = ±9) kg and mean body height 175.3 cm (SD = ±6.5) cm. The test persons had a work experience at their respective workplaces of at least 3 months, in average 56.7 (SD = ±78.9) months.

In order to find out about the beneficial effects of the Laevo exoskeleton regarding the workload relief, work tasks with static postures (18 subjects) as well as dynamic repositioning operations (12 subjects) have been assessed in a four-week field study.

Five workplaces with high workload on the lower back were selected at the assembly line and in the press shop, where the workers are working statically bent forward, assembling car parts or disassembling press tools. At the workplace “Ground screw connection footwell” (WP #1) at the assembly line of the Audi A4, five workers were obtained as voluntary participants. At the assembly line of the Audi A8, the Laevo exoskeleton was tested at the workplace “Trunk insulation” (WP #2) and “Installation cable harness” (WP #3) by two workers each. According to the job rotation regime, the workers wore the passive exoskeleton at the assembly lines on a daily base for about two hours. The cycle times vary between 1.4 and 5.4 minutes. In the press shop, nine workers were acquired from two different teams, the “maintenance team (WP #4)” and press set up operators (WP #5), which used the Laevo exoskeletons only temporarily for physically demanding work tasks, when statically bent forward disassembling the press tools.

With the aim of evaluating the support of the exoskeleton in dynamic workload situations of manual material handling, workplaces in Audi’s logistics department have been selected for the field study which are characterized by strong flexion angles of the back. Two different types of workplaces were used in the CKD packaging department and one in series logistics for the Audi A8. In the CKD packaging department (WP #6, WP #7), eight test persons used the Laevo exoskeleton for four weeks to lift car components out of a cargo carrier and to pack them into boxes for shipping. At those workplaces, the loads to be handled varied in size and weight between 3 to 20 kg. The picking workplace in series logistics (WP #8) is characterized by weights of up 15 kg, which need to be manipulated, when picking brake discs and calipers for the Audi A8. At this workplace, four workers used the Laevo exoskeleton for an entire week each.

To illustrate the working conditions of the two different working situations described, figure 1 exemplarily shows the workplaces at the assembly line (left), and the CKD packaging logistics (right).

Figure 1 - Workplaces assessed in the field study

2.2 Methodology

With the aim to conduct a subjective evaluation of the Laevo exoskeleton, a standardized survey tool was developed. The validity of which was ensured by adopting valid scales and items of existing questionnaires. Additionally, the field study was medically attended by Audi’s occupational practitioners. For the purpose of participant selection, prior to the test the potential test persons were checked for medical contraindications. During and after the test, occupational medical examinations were conducted, firstly to assess occurring ailments caused by the use of the Laevo and secondly to rate the workload relief. To do so, work-related ailments were assessed by help of the Body Part Discomfort Scale [8] combined with a 7-point Likert scale prior to the test. The same scale was used during and after the test in order to monitor the symptoms and to find out about load redistribution as well as discomfort perceived. Wilcoxon signed-rank test was used to compare the paired samples of the assessments before and after the tests.

Furthermore, the perceived usability of the Laevo exoskeleton, when putting it on and off and when using it whilst performing the work task, was investigated based on the two items of UMUX lite
Based on the Technology Acceptance Model (TAM) [10], the behavioral intention to use the Laevo exoskeleton was rated by the test persons on a 7-point Likert scale, too. The statistical relationship between workload relief respectively discomfort and the intention of use and between usability and intention of use was assessed by calculating Spearman's rank correlation coefficient in order to describe its impact on the user acceptance.

In addition, the test persons were encouraged to participate in the further development of the Laevo by giving feedback about their positive or negative experiences by help of open-ended questions.

3 RESULTS

As shown in figure 2, for use of the exoskeleton in static working situations, it has been proven that the workload of the lower back is reduced significantly from 2.5 to 1.5 ($z=2.19$, $p=0.014$), with a large effect size ($r=0.5$). Besides that, also ailments caused by awkward wrist postures showed an improvement ($z=2.11$, $W=1.5 ≤ W_{crit}=3$, $r=0.5$) when wearing the Laevo (as the workers do not have to support their posture with the arms anymore). At the same time, the study participants criticized significantly increasing discomfort in the chest area caused by pressure sensation and friction ($x̄=3$, $z=2.04$, $p=0.021$, $r=0.5$). Furthermore, the participants complained about increasing discomfort of the knees (hyperextended due to force insertion into thighs) ($r=0.4$) and thighs ($x̄=2.5$; $r=0.1$), not significantly though. These aspects are suggesting a load redistribution caused by both the chest pad and thigh pads. The usability was rated high by all workers for donning and doffing of the exoskeleton ($x̄=6$) as well as for using it when performing the task ($x̄=6$), but the usability decreased significantly ($z=2.34$, $p=0.01$, $r=0.5$) with progressing usage duration. At the same time, the intention of use dropped significantly ($z=2.71$, $p=0.003$, $r=0.6$), although it was rated very high in the beginning of the test ($x̄=6$).

Figure 3 shows only slightly decreasing symptoms (with median scores from 2.0 to 1.0) of the lower back in dynamic working situations, and with that no significant workload relief through the use of the

---

**Figure 2** - Discomfort, usability perceived and intention to use of the test persons at static workplaces, changes between the beginning and the end of the test (N=18; *significant; α = 10%)
The discomfort perception in the chest region increased significantly \((z=1.94, p=0.026)\) with an effect size of \(r=0.4\) as well as in the shoulders (due to the straps) and knees (hyperextended) with a medium effect size of \(r=0.2\). The usability was rated high by all the workers for donning and doffing the exoskeleton \((\bar{x}=6)\) and remained quite stable during the usage duration, in contrast to the static working situations, where the workers put them on and off more often due to the job rotation regime. When using the Laevo exoskeleton whilst performing the task, the usability decreased significantly \((z=2.52, W=0 ≤ W_{crit}=3)\) from 6.5 to 3.5 with a large effect size \((r=0.5)\). The intention of use dropped significantly too \((z=2.55, p=0.005, r=0.5)\), although rated very high in the beginning of the test \((\bar{x}=5)\).

**DISCUSSION**

The results of the present field study show positive perception of the workers regarding the lower back support when using Laevo’s exoskeleton. The results clearly indicate that the lower back support perceived is significantly higher in working situations with static postures, compared to manual material handling. However, it needs to be mentioned that the reduction of symptoms was relatively small, and work-related symptoms reported were very low in general.

Several significant correlations were found between workload relief, discomfort and usability, on the one hand, and the reported intention of use, on the other hand. Spearman’s rank correlation coefficient was calculated and interpreted based on the effect size guidelines provided by Gignac & Szodorai [11], who recommend to consider correlations of 0.10, 0.20, and 0.30 as small, typical, and relatively large. There was a strong positive correlation \((\rho=0.303)\) indicating that the perceived usefulness of the exoskeleton positively determines user acceptance. It was also proven that the discomfort perceived, mostly in the thoracic region, has a strongly negative impact on the acceptance \((p=0.303)\) indicating that the perceived usefulness of the exoskeleton positively determines user acceptance.

Figure 3 - Discomfort, usability perceived and intention to use of the test persons at dynamic workplaces, changes between the beginning and the end of the test \((N=12; *significant; \alpha = 10\%)\)
relief is quite promising with regard to field implementation. Adverse outcomes predominantly caused by discomfort through the chest pad in the thoracic region and the leg pads on the thighs as well as the knees are barriers to its user acceptance. The hyperextension of the knees caused by the use of the exoskeleton might even result in long-term health risks, which should be further investigated. The strong positive association between rated usability and intention of use \((p=0.389)\) points out the positive influence of the usability on user acceptance. Due to the fact that usability decreased significantly during usage of the exoskeleton, mainly because it is supposed to distract the execution of auxiliary tasks, the user acceptance also decreased drastically. By help of this statistical evaluation, it was shown, how perceived usefulness, usability and discomfort are determining Laevo’s user acceptance.

According to the Technology Acceptance Model \([8]\), user acceptance is mainly affected by the perceived usefulness as well as the perceived ease of use. The user judges the usefulness of a system based on the relative advantage \([12]\), here by contrasting the workload relief perceived by using the exoskeleton with the discomfort experienced. The ease of use is predominantly determined by the usability of putting the exoskeleton on and off as well as of its use during main and auxiliary tasks. This underlines that apart from the efficacy of the exoskeleton, the subjective perception of the system determines the success of its implementation.

In general, limitations to this study are firstly related to the small amount of workers involved, and secondly to the representativeness of the sample, since female workers were reasonably excluded from participation. It is therefore necessary to review the findings of this study with an extended, more representative sample. Furthermore, workers with back pain history, who have been excluded from the study, should be involved too, since the Laevo could be potentially useful for them, after the ergonomic benefit for back load relief has been proven. Concomitant occupational health examinations during the test period should be conducted in order to gauge reactions and they development over the duration of the test run.

Furthermore, only the subjective perception of workers has been assessed in the study, whereas objectively measured physiological parameters could have helped to explain the findings more precisely. Hence, in additional work-physiology studies, not only the lower back support should be investigated by help of physiological measurements, but also the pressure distribution through the chest pad needs to be assessed in order to improve its constructional concept. By help of a longitudinal field study especially the long-term effect of the use of the Laevo exoskeleton on the knees should be investigated in order to eliminate doubts about health risk for the knees caused by their hyperextension. These aspects could form the basis to decide about the implementation of the Laevo exoskeleton in industrial applications in the sense of evidence-based ergonomics.

In addition to the subjective evaluation of the Laevo exoskeleton, the outcome of the study also proves that the methodological concept and the empirical tools are qualified as standardized procedure to validate exoskeletons subjectively. The developed questionnaire can also be used irrespectively of the specific system tested and provides the basis to compare the findings of future field studies on exoskeletons. The approach could even be used to predict the impact of technical improvements to exoskeletons on the user acceptance, based on ratings of the systems’ usability and ergonomic efficacy. In order to utilize this potential, it would be important to validate the methodological approach of this study not only with an extended sample, but also with different exoskeletons.

In conclusion, the findings regarding the ergonomic efficacy of the Laevo exoskeleton correspond to the results of the work physiology studies mentioned above \([6, 7]\), so do the findings about the discomfort in the chest region and the knees. Beyond that, the results of the study at hand were specified in real working situations providing a broader overview of possible application cases and giving implications on the user acceptance of the Laevo exoskeleton. The field study clearly helps to highlight potential for the further development of the system’s constructional concept. Having completed this field study, it can be summarized that occupational exoskeletons have the potential to considerably reduce the underlying workload factors associated with the development of work-related musculoskeletal injuries. This could benefit both well-being of the worker and productivity of the work processes in order to ensure competitive manufacturing systems. Anyhow, the technological realization of the support principles determines both usability and discomfort of exoskeletons and is decisive for success or failure of their implementation in industrial applications, regardless their efficacy.
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Abstract
Increasing complexity and dynamics in globally distributed supply chain networks makes companies vulnerable to disruptions and does not only require good and robust planning, but also rapid troubleshooting as a reaction to unforeseen events. However, companies often neither possess a targeted approach for the systematic identification and communication of disruptions nor for the appropriate reaction to a disruption and the minimization of its consequences while considering the entire supply chain. Hence, this paper proposes a framework for reactive disruption management which allows for a multi-criteria evaluation and logical selection of measures in case of a disruption.
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1 INTRODUCTION
As a result of the advancing globalisation, value creation is increasingly organized in distributed supply chain networks (SCNs) today. However, this does not only intensify the interdependencies among the partners, but also raises uncertainty and complexity. The increasing unpredictability related with this hampers an efficient planning and operation of global SCNs, leading to a higher vulnerability to disturbances. According to a study by [1], 99% of the 261 surveyed participants stated that they had suffered from a disturbance in the supply chain (SC) within the last five years. Furthermore, almost 60% of them assessed the resulting disruption as serious problem [1]. Consequently, reactive SCs being able to quickly select and perform counter measures will have a competitive advantage [2]. Alarmingly, however, companies often still suffer a deficit of the systematic evaluation and selection of such measures [3]. In accordance with a study by [4], 80% of the respondents reported that they were not or only insufficiently equipped with plans for action for disturbances frequently leading to SC disruptions. The study furthermore reveals that a comprehensive analysis and monitoring of potential risks for the minimization of SC disruptions is mostly missing up to now [4]. Additionally, disturbances occur at different points in the SCN (production, logistical hub, supplier) [1], resulting in the fact that measures for mitigating the resulting disruption also have to be taken in different areas of responsibility (e.g. production, logistics, or procurement). Consequently, a stronger joint approach of the different areas of responsibility, and especially of production and logistics, could be seen as a means to consequently overcome SC disruptions [1]. While integrated models at a strategical or tactical planning level have been the subject of many studies, research on the more detailed, operational scheduling level has only just begun [5] and industrial companies often lack an integrated disruption management considering both production and logistics [2].

Summarizing the explanations above it can be deduced that there is an increased need for action within companies for the systematic selection and implementation of suitable measures as an ad-hoc reaction to an underlying disruption, especially in the era of big data. The stronger joint orientation of production and logistics might thereby be helpful to unleash hidden potentials [1]. Hence, this paper aims at introducing a framework for an intelligent reactive disruption management process (DMP) being carried out by a central control system (CCS) integrating the formerly decentralized logistics and production systems [6]. The overall objective thereby lies in the reduction of delays caused by disruptions, whereby disruptions and potential measures are explicitly considered both from the production as well as from the logistics perspective.

In accordance with previous disruption management approaches such as the ones proposed by [7] and [8], our approach particularly includes the five steps of (i) reporting a disruption, (ii) assessing its possible impact, (iii) deriving the principally applicable scope of action taking multiple criteria into consideration, (iv) conducting a benefit analysis to select the best possible measure out of the applicable ones, and (v) implementing this measure by updating the plan. Thus, the presented approach allows for a structured filtering process which, by a logical step by step exclusion of non-applicable measures and an evaluation of the remaining ones, selects the best possible measure using various criteria. The framework is exemplified for an aircraft manufacturer.

The remainder is organized as follows: Chapter 2 introduces the considered SCN and outlines fundamentals on disruptions and the DMP. Besides, relevant literature on disruption management is
summarized. Based on the overall procedure for (re)-planning, Chapter 3 illustrates the different steps of the novel DMP and exemplifies them for an aircraft manufacturer. Chapter 4 concludes with an outlook.

2 FUNDAMENTALS AND STATE OF THE ART

As outlined above, this chapter first of all gives an overview of the regarded SCN and the fundamentals being essential for the further understanding.

In line with the definition proposed by [9], the term “supply chain network” is thereby used as a synonym for the term “production network”. With respect to its definition, a SCN consists of a number of value-adding external or internal suppliers as well as manufacturers [9]. Similar as in [9], the SCN in this work refers to a focal enterprise which is served by several suppliers delivering raw materials or intermediate products (see Figure 1). Contrary to the understanding in [9], however, distribution centres and final customers are not considered in this paper.

As shown in Figure 1, the activities within the SCN can be described by means of multiple interlinked process units capable to perform different processes (singular processes at the supplier plants are not included). A process is thereby characterized by the output it produces, its planned start and end time and by the inputs it requires. Inputs thereby consist of three different groups: materials (transported goods or input materials provided by other processes), human resources, and technical resources (vehicles, machines and other equipment such as sensors or tools that are needed for transportation/production). This understanding builds upon the differentiation between potential and repeating factors in [10]. To allow for a more precise characterization of a disruption in the course of this paper (see Chapter 3.2.1), however, potential factors are further broken down into human and technical resources.

As stated in Chapter 1, such SCNs, as a result of the increasing complexity and dynamics, are prone to disturbances. Literature thereby contains a large number of definitions of disturbances. In [10], e.g., disturbances are considered as unexpectedly and unintentionally arising events whose impacts lead to deviations between actual and planned values [10]. Similarly, [11] defines disturbances as unexpected events that lead to interruptions or delays in the completion of a certain task, causing significant deviations between actual and planned values. To allow for a common understanding, disturbances in this work represent unexpectedly occurring events which, by affecting the availability of at least one of the three input factors, lead to disruptions of the normal process flow.

Such disruptions require appropriate measures as a reaction to the disruption. In literature, this is referred to as reactive disruption management. In contrast to such reactive strategies, prevention strategies focus on the proactive avoidance of disturbances [12]. However, they are not considered within the scope of this paper but can be understood as an extension of the approach presented below.

Similar to the definitions of disturbances, literature on reactive disruption management is manifold. [12], e.g., present a concept for an event-based early warning system which allows for a smooth production by identifying critical developments as early as possible and hence extending the time to react. Using a discrete-event simulation, the authors show that the impacts of a disruption can be reduced by a timely identification of deviations and the derivation of suitable measures [12]. They show that an early detection of disruptions improves the adherence to delivery dates and reduces the number of delayed products [12]. In [13], the effects of disruptions on production processes are simulative assessed in a decentrally controlled job shop production. In the event of a disruption, a disruption reaction rule is used to examine which order can be carried out despite the disruption [13]. Nonexecutable jobs are either stopped or not even started [13]. [7] develop a concept for an integrated disruption management in transportation networks especially considering variable disruption durations. The authors focus on the determination and evaluation of a certain measure as well as on the adjustment of the affected plan [7]. When selecting a measure, the overall objective lies in ensuring a high planning stability by minimizing the number of reschedulings compared to the original plan [7]. A simulation-based case study showed that the evaluation of all suitable measures is reasonable to allow for an objective selection of countermeasures [7]. [3] propose an approach to evaluate predefined measures using six criteria that sort different measures according to their precision of fit and their usefulness. Besides duration, benefit and costs of a measure, the number of available human resources being able to perform the measure, the standardization level of the measure and the organizational escalation level (implementation level of a measure, e.g. machine, plant, SCN) are taken into account. Weighting factors then support the feasibility evaluation of a certain measure [3].
Similar to the approaches presented above, this paper proposes a framework for a reactive DMP. However, while previous approaches only focused on disruption management in either production (e.g. machine breakdown, wrong assembly etc.) or logistics (breakdown of transportation vehicle, traffic jam etc.), this paper combines both perspectives and integrates not only production, but also logistics disruptions and measures in the DMP. Especially in times of increasing interdependencies within SCNs, such an integrated perspective becomes inevitable as it widens the scope for action. The CCS thereby serves as prerequisite for a central and holistic decision-making and for the communication to the decentralized production and logistics units. Besides, it allows for a timely recognition of disruptions, a fact that has also been identified as decisive factor in [12]. Furthermore, this work is, to the best of the authors' knowledge, the first one that first of all matches currently applicable measures to an occurring disruption (applicability check) before the actual evaluation of the applicable measures (benefit analysis) is carried out. Therefore, the criteria proposed in [7] and [3] are adopted and converted to application and benefit criteria (see Chapter 3.2.4).

3 REACTIVE DMP

In this chapter, the complete procedure of the novel DMP process will be traversed and exemplified for an aircraft manufacturer. However, before actually explaining the novel DMP in detail, the following subchapter describes how the CCS generally plans and controls the SCN and how it reacts to a disruption.

3.1 General operation of the CCS

Based on inputs by the management and higher planning levels (e.g. production program), the CCS generates a highly detailed plan for a certain planning period (e.g. ca. seven months in the aviation industry), which specifically outlines respective process sequences as well as the required inputs, planned start and end times and the expected output for each process. Hence, changes in process characteristics (inputs, planned times, output) can only be realized by updating the plan. In contrast to former systems (Figure 2A), where – due to high complexities and the lack of ubiquitous data availability – production and logistics planning has been conducted independently without supporting coordinated decision making ([9]), the CCS pursues an integrated planning of both production and logistics. Unlike plan generation, plan execution is realized by decentralized logistics and production control systems that operate the process units according to the plan (Figure 2B). As stated by [12], an instant reporting of detected disruptions to the CCS is vital to allow for an immediate reaction. When receiving a disruption report (e.g. from a transportation unit), the CCS starts the DMP (Figure 2C): As implied before, the impact of the disruption is first assessed. If the disruption is impermissible, i.e. if it is expected to lead to a delay at the final gate, the algorithm searches all measures of a company for currently applicable measures being suitable for the reported disruption. This is based on the assumption that each company possesses a catalogue of measures which (in whatever manner) contains all actions focussing on the reduction or elimination of disruption impacts. Whether this catalogue is complete or not is not questioned here since this work focuses on selecting suitable measures and not on identifying them. Logistics measures, in such a catalogue, could e.g. be an additional transport, a change of cargo, or a change of the transport time. For production, a change in the production sequence, a reallocation of resources, or the use of extra capacities could be imaginable.

If the search for applicable measures is completed and if several measures are applicable, a multi-criteria benefit analysis selects the best measure out of the applicable ones. This measure is then implemented by updating the plan.

3.2 DMP

Based upon the first brief introduction of the DMP in the previous sub-chapter, the single steps will be explained in more detail in the following.

3.2.1 Reporting of disruptions

Immediately after its detection, a disruption is reported to the CCS in a standardized way. Here, three characteristics are defined that support a structured characterization: Disruptions are assumed to only affect a single process unit in the first place (e.g. station where the vertical stabilizer (VS) should be assembled). This process unit is responsible for reporting the disruption to the CCS and can therefore be regarded as its local origin. Naturally, the disruption of one single process unit can lead to disruptions of subsequent processes (stations after assembly of the VS). All of the disruptions, however, have the same causal origin lying in at least one of the input groups. Hence, the reason for a delay in the assembly of the VS, e.g., may either be a defective VS (material), a worker’s mistake (human resource), or the failure of an important tool such as a mounting aid (technical resource). The causal origin can only be determined at the local origin. In addition to the local and the causal origin, disruptions can also be characterized by the predicted process delay (PPD) they cause. The PPD is thereby defined as the span between the start time and the predicted end time of the disruption. The latter is mostly an estimate based on a worker’s experience, historical data (e.g. MTTR), or other calculations (e.g. navigation systems). In the example it equals the estimated additional unplanned time for the assembly of the VS.
3.2.2 Impact Assessment

Due to the instant reporting of disruptions and the existence of real-time data (which has also been considered a valid assumption in [8]), the CCS is assumed to always know the system’s current state, e.g. the current process flexibilities (CPF) and the actual and planned values of all processes. The CPF is thereby defined as the maximum time a unit can be disrupted without causing disruptions of subsequent processes and is highlighted in green in Figure 3.

\[
\text{CPF} = \sum_{n=1}^{P_{\text{disrupted}}} \text{CPF}_n
\]

In Figure 3, it refers to the CPFs of processes \(P_1\) to \(P_6\). To evaluate the impact of a disruption, the predicted final delay (PFD) is calculated by the CCS as

\[
PFD = \text{PPD} - \text{CTF}
\]

In case of a positive PFD, the disruption is classified as impermissible and a measure from the catalogue needs to be taken for preventing or at least reducing the delay at the final gate. However, as buffer levels might change over time, the time span that can elapse before a disruption becomes impermissible is dynamic and depends on CPFs and the local origin of the disruption (the closer the process is to the final gate, the less CPFs can be added for the CTF).

3.2.3 Scope of action

If a disruption has been categorized as impermissible during the impact assessment, currently applicable measures (also being referred to as scope for action) have to be identified. Based on existing contributions in literature, especially four of the six criteria applied in [3] could thereby be identified as relevant: benefit [14], cost [15], availability of resources [7], and time [14]. The properties of these application criteria thereby depend on the disruption characteristics as well as on the time of the disruption report. While the previously mentioned four criteria can, as subsequently explained, be used to exclude inapplicable measures, the two remaining criteria in [3] (standardization level and organizational escalation level of a measure) shall be considered in the evaluation phase. For being applicable, a measure should first of all be beneficial, i.e. it should help to eliminate the impact of a disruption. Whether

\[
\text{Benefit} = \frac{\text{Benefit Analysis}}{\text{Impact} - \text{Applicab. range}}
\]

\[
\text{Effectiveness} = \frac{\text{Benefit Analysis}}{\text{Impact} - \text{Applicab. range}}
\]

Figure 2 - General operation of the CCS.
a measure can be classified as beneficial thereby specifically depends on the causal and local origin. The measure “extra transport of missing aircraft material from supplier to aircraft assembly”, e.g., won’t help to eliminate a disruption that is not caused by a missing VS but by a lack of human or technical resources in the assembly. Second, even if a measure is generally beneficial, there might not be enough time for implementing it. Therefore, all measures that require more time for their realization than the timeframe for implementing a decrease measure allows need to be excluded to ensure that the measure will at least reduce the final delay. Here, this timeframe is exemplarily defined as the time span that elapses from the start of the disruption until the last process affected by the disruption can finally start in case no measure is taken (Figure 3). However, this definition has to be elaborated in more detail in future work and may have to be revised. Third, realizing a measure always requires human and/or technical resources. Hence, these resources need to be available or at least available early enough for enabling a realization of the measure within the timeframe for implementing a decrease measure. Fourth, apart from being available, resources also have to be feasible. In this case, feasibility refers to the fact that the sum of the costs that might occur through the application of the measure and the costs for the remaining predicted delay are not allowed to exceed the costs for the predicted delay in case no measure is taken. Figure 4 condenses these findings. As shown, a measure is only applicable if all four criteria are fulfilled at once.

If no measure is found to be applicable, the only option is to permit the disruption and endure the delay. For only one applicable measure, the next step (benefit analysis) can be skipped and the measure is implemented. If several measures are applicable, the best one has to be determined by means of the subsequently described benefit analysis.

**Figure 4 - Scope of action.**

### 3.2.4 Benefit Analysis

Building upon [3] and [7], five criteria are considered meaningful to find the best applicable measure in this paper: remaining delay after application, relative costs of and number of processes affected by the measure, applicability range and standardization level of the measure. In contrast to application criteria (Chapter 3.2.3), benefit criteria do not take binary manifestations (fulfilled/ not fulfilled), but rather cover multiple values, allowing for a benefit analysis. While cost and benefit of a measure have already been considered in a binary way during the applicability check, a more detailed check is necessary for the evaluation of the measure’s benefit. The remaining delay after the application of a certain measure allows to draw conclusions about the **effectiveness** of the measure. As being beneficial is a prerequisite for being applicable, all applicable measures will reduce the delay caused by a disruption. However, only some measures will account for remedy measures completely eliminating the delay before affecting the final process (Figure 3). (For the aircraft manufacturer with a delayed VS assembly, overtime could, e.g., be sufficient to make up for the delay).

They can be regarded as 100% beneficial and can be implemented within the remedy timeframe. All other measures are less beneficial so that they only decrease the delay at the final gate (e.g. moving the assembly of the VS to another downstream station can only reduce the PFD) (Figure 3). In a similar way, the costs of a measure can be examined. Each applicable measure is feasible, but the costs of the measures inside the scope of action will be different. Therefore, the **relative costs** being defined as the ratio of cost of the measure and the cost of the predicted final delay in case no measure is taken form the second criterion. As keeping extent and complexity of replanning small is vital for accepting and implementing a measure, both [3] (organizational escalation level) and [7] (planning stability) define a criterion to measure this impact. Hence, following the approach in [7], the number of processes affected by a measure is also used to evaluate its impact in this paper. Affected thereby refers to changes in inputs, planned times, or the output. If the assembly of the VS is moved to another downstream station, e.g., this affects the downstream station and all stations in between. Contrary to existing approaches, the matching of measures and a disruption here directly depends on the characteristics of the current disruption (e.g. the longer the PFD, the more expensive the disruption will become and the more measures will hence considered feasible). Since the end time of a disruption is dynamic and might deviate from the prediction, one also needs to consider the **applicability range** of a measure. It refers to the span within which the disruption duration may deviate without causing the measure to lose one of its four applicability criteria (Chapter 3.2.3). The measure of shifting the VS assembly, e.g., might lose its feasibility if a mistake in assembly can be rectified faster than expected. Finally, not only the disruption characteristics but also the measure itself is prone to uncertainties. The implementation time might take longer than expected, information about the availability of resources might be wrong or costs might increase. Based on [3], the **standardization level** of the measure is therefore integrated into the benefit analysis and it is assumed that the more often one kind of measure is applied, the more experience the company possesses for its implementation and
the more standardized it is. A higher level of standardization in turn is assumed to ensure a high level of reliability in terms of applicability and evaluation of the measure. Table 1 outlines an exemplary benefit analysis for these criteria. As it is shown, the benefit of a measure can, in an initial and simplified step, be calculated as the sum of the products of the respective weighting factors \(wf\) and the achieved scores \(s\). More complex methods might, however, be applied prospectively.

3.2.5 Implementing a measure - update the plan
As a last step of the DMP, the chosen measure is implemented and the plan updated (inputs, planned times, and/or outputs). Here, the DMP is assumed to be so fast that freezing the actual state of the SCN during run time is possible, meaning that no other disruption can occur before the process is finished and the plan is updated. By adapting the plan, a disruption becomes part of the plan and is therefore no longer a disruption in the proper sense. Moreover, even if there are no applicable measures for an impermissible disruption, the plan is adapted by adjusting the planned times so that there is no delay any more. By doing so, the current plan indirectly contains all disruptions and the measures that are or will be implemented. This way, they can be taken into account when a new disruption occurs.

Updating the plan for each impermissible disruption is the basis for ensuring a measure’s success and handling status updates of disruptions. If a measure causes problems during implementation or does not have the expected benefit, a disruption report will be created which starts the DPM once again. Similarly, status updates changing the predicted time of the original disruption can be handled like a completely new disruption. Thus, even positive disruptions (being too early) are possible as it might happen that a measure for speeding up processes is already taken when the local origin reports a shorter PFD than originally expected. To prevent the CCS from starting the DMP too often, it is important to define intervals for status updates.

4 CONCLUSION AND FUTURE WORK
Arisen from an increased need for action within companies for a systematic evaluation and selection of applicable measures, this paper has proposed a framework for a structured DMP performed by a CCS which combines previously decentralized production and logistics systems. Besides a scheme that allows for a structured identification of disruptions by means of three characteristics (predicted process delay, local and causal origin), the DMP also offers a filtering process selecting suitable measures based on their applicability, effectiveness, relative costs, impact, standardization level, and applicability range. Moreover, although the logic for selecting a measure has been provided within the scope of this paper, the concrete matching between a certain disruption and the appropriate measure(s) will be presented (and applied in the aviation industry) in future work. The classification of disruptions according to their local and causal origin and the PPD thereby form an essential and promising basis for this step.

Besides, the existence of catalogues of measures has been assumed. Therefore, future work, will not only take care of the development of such an overview but also of how to handle the selection of combinations of measures. Up to now, each action that changes either input, planned times, or outputs is regarded as a measure and combinations of measures can hence be regarded as measures again. However, this might lead to an infinite number of (combinations of) measures in the catalogue, making it impossible for the CCS to select a measure in an appropriate time. A simple listing of measures in a catalogue like it was assumed to be present in all companies will then not be sufficient. Therefore, a classification framework for measures needs to be developed that simplifies the applicability evaluation and the benefit analysis. The logic behind the simplification might, e.g., use the fact that a combination of measures is only applicable if each of the single measures is applicable. Hence, as all of the single applicable measures are beneficial and reduce the delay, the effectiveness of a combination of applicable measures cannot be worse than the effectiveness of a single one.
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<table>
<thead>
<tr>
<th>Criteria</th>
<th>Score s</th>
<th>Very good (s ≥ 3)</th>
<th>Good (s ≥ 2)</th>
<th>Poor (s = 1)</th>
<th>Very poor (s ≤ 0)</th>
<th>Weighting factor wf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effectiveness (s_{\text{ef}})</td>
<td>Reduction of final delay</td>
<td>100%</td>
<td>≥60%</td>
<td>≥30%</td>
<td>&lt;30%</td>
<td>(w_{\text{ef}})</td>
</tr>
<tr>
<td>Relative costs (s_{\text{rc}})</td>
<td>Cost of measure/cost of PFD</td>
<td>&lt;10%</td>
<td>≥30%</td>
<td>≥70%</td>
<td>≥90%</td>
<td>(w_{\text{rc}})</td>
</tr>
<tr>
<td>Impact (s_{\text{imp}})</td>
<td>Number of processes affected</td>
<td>only disrupted</td>
<td>&lt;50%</td>
<td>≥50%</td>
<td>all processes</td>
<td>(w_{\text{imp}})</td>
</tr>
<tr>
<td>Applicability range (s_{\text{ar}})</td>
<td>Size of applicability range</td>
<td>≥σ</td>
<td>≥4σ</td>
<td>≥2σ</td>
<td>&lt;2σ</td>
<td>(w_{\text{ar}})</td>
</tr>
<tr>
<td>Standardization level (s_{\text{s}})</td>
<td>Experience level</td>
<td>standard measure</td>
<td>well-known measure</td>
<td>seldomly applied</td>
<td>never applied before</td>
<td>(\Sigma=1)</td>
</tr>
</tbody>
</table>

\[\text{benefit of measure} = s_{\text{eff}} \cdot w_{\text{eff}} + s_{\text{cr}} \cdot w_{\text{cr}} + s_{\text{imp}} \cdot w_{\text{imp}} + s_{\text{ar}} \cdot w_{\text{ar}} + s_{\text{sl}} \cdot w_{\text{sl}}\]

Table 1 - Exemplary benefit analysis (\(\sigma\) represents the variance of the PPD).
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Abstract
In times of globalisation, ever-shorter product life cycles and highly volatile markets, companies are increasingly joining forces to form production networks. As a result, the performance of the entire network becomes an essential competitive factor that needs to be constantly improved. It is not uncommon for a company to form a network with several thousand suppliers. As long-term partnerships are usually sought, the selection of suppliers already has a direct impact on the success of the cooperation. Nevertheless, the relationship with existing suppliers must also be constantly developed in order to achieve continuous improvement and sustainable success. The selection and the development of Suppliers are preceded by the supplier evaluation, which forms the basis for the measures and decisions taken. The evaluation, selection and development of suppliers is carried out by supplier management as part of the supply chain management. There are numerous methods and approaches for the evaluation of suppliers, which concentrate on different criteria, often related to direct cost and performance data. However, what the existing approaches have in common is that communication receives insufficient attention. The communication, as essential interfaces between the cooperation partners, has a substantial influence on the costs and the performance and consequently on the efficiency of the entire network. Consequently, a model for the communication-oriented evaluation of supplier relationships is needed in order to continuously reduce the risk of cost-increasing inefficiencies. This paper provides an overview of the existing research gap and presents the procedure for developing a method for communication-oriented supplier evaluation.

Keywords
Supplier management, supplier evaluation, production network, communication

1 INTRODUCTION
Increasing demands on industrial production, such as increasing competitive pressure and shorter product and technology life cycles, are more and more frequently met by companies by merging into production networks. Their steadily growing importance is motivated by access to resources and new markets, concentration on core competencies and an increase in production capacities. Due to the resulting relevance of the network partners, the efficiency of the supplier structure is increasingly becoming an essential competitive factor. In order to ensure quality standards and logistics performance as well as compliance with cost specifications, long-term partnerships are preferred.[1] As a result, a far-reaching decision is made as early as the supplier selection stage, which has a significant influence on the subsequent performance of the cooperation. The evaluation, selection and development of the suppliers of a company are summarised by the so-called supplier management. This in turn is part of supply chain management, which considers the supply chain between suppliers, manufacturers and customers as well as their respective production, warehouse, logistics and sales units. The focus is on planning and improving the flow of money, materials and information (refer to Figure 1). [2]
The cooperation in the supply chain as well as the efficiency of the entire network is significantly influenced by the communication between the actors [3–6]. The number of suppliers of large companies is often three to four digits, which entails a considerable coordinative effort. These suppliers are usually looked after by a fraction of the buyers. It is not uncommon for a single buyer to be responsible for 100 or more suppliers. If the essential communication processes show inefficiencies, this can result in far-reaching consequences in terms of costs and performance. Small and medium-sized enterprises (SME) are less affected by this problem due to the lower number of suppliers. A more serious challenge for SME results from the usually small purchase quantities. Missing economies of scale lead among other things to a relatively high portion of logistics and communication costs. If, for example, an on-site coordination with a supplier is necessary, the resulting costs can quickly equalise the targeted savings potential. [7, 8]

Due to the economic potential and the competitive necessity, it is therefore necessary to optimise processes along the entire supply chain instead of only within one factory. To this end, the actors of a network must be coordinated in order to enable a goal-oriented production of goods and services through joint and efficient action. [9–11] In order to develop the full potential, the evaluation and selection of new suppliers must be considered under this focus in addition to the adaptation of existing communication relationships. In current approaches and procedures for supplier evaluation, however, communication is usually only insufficiently included. [10]

2 NEED FOR RESEARCH

The supplier evaluation, as part of the supplier management, can be subdivided for example into the evaluation of new suppliers, as basis for the decision-making during the selection, as well as into the evaluation of existing suppliers, as basis for the supplier development. [12–14]. In both cases, the objective of the supplier evaluation is to determine a supplier's performance capability in order to identify risks and opportunities at an early stage and avoid cost-effective performance deficits. [15]. The results of the supplier evaluation can then be used, for example, to preselect new suppliers or to identify the development potential of existing supplier relationships (refer to Figure 2).

![Figure 2 - Schematic representation of supplier selection and supplier development process](image)

Existing approaches focus on criteria such as cost structures, logistics performance, product quality, market position, availability, production know-how, flexibility or innovation potential of suppliers. [8, 15, 16]

Communication is also a factor that is repeatedly mentioned as a relevant criterion, but often receives insufficient attention [17–19]. The relevant components of the criterion for supplier evaluation and their effects on the costs and performance of the supplier relationship have so far rarely been the subject of scientific research. The often very broadly defined term ‘communication’ refers, for example, to the supplier’s reaction time, compliance with promises, conduct in negotiations or openness in discussions [19, 20]. The basic elements of communication (refer to Figure 3), which are necessary for the execution of the actual communication process and can significantly influence the costs and performance of communication processes, have not been taken into account in supplier evaluation so far [17].

In addition to the sender and one or more receivers, these elements consist of the communication content, the communication medium, the requirements for the communication process and the communication barriers. The communication content
represents the core of the communication process. It describes the information that is transmitted in the form of a message. The communication medium is a technical or non-technical channel which is necessary for the transmission of the message. The framework conditions that must be observed during execution are described by the requirements for the communication process. The communication barriers are disturbance variables that impair the communication process and consequently lead to inefficiencies. [21] Figure 3 shows the elements of communication in a schematic context.

![Figure 3 - Simplified representation of the elements of a general communication process (according to [22])](image)

In particular, the communication barriers must be taken into account when evaluating suppliers, as they have a significant influence on the efficiency of a process and can therefore directly influence costs and performance. The hypothesis that significant savings potentials can be achieved by reducing barriers in communication processes with suppliers can among others be derived from the survey of an employee of a large medium-sized company. The surveyed expert works in the operative purchasing department and is responsible for approximately 85 suppliers. In addition to him, 14 other employees work in the same department. The hypothesis could be derived from the assessment that the expenditure for a communication process with a supplier could be reduced by an average of approx. 15-25% if the communication barriers that occur were reduced and the processes meaningfully standardised. There are currently no standards for numerous communication processes in the company described. The processes are hindered by numerous and different communication barriers, but these have not yet been identified holistically nor have employees been sensitised to them.

Assuming that each of the 15 employees in the purchasing department works approximately 4.5 hours of his daily working time with communication processes with suppliers and that the effort could be reduced by an average of 20%, this would result in a savings potential of 13.5 hours per day and almost 3,000 hours per year for all employees. However, a continuous improvement of the processes by a previous analysis and evaluation of the communication relations does not take place. This is due to the fact that the employees were not aware of the extent of the potentials and that there is no standardised procedure for evaluating communication relationships.

The hypothesis derived from industrial practice is also supported by numerous scientific contributions. PRAHINSKI AND BENTON, MILLER, PILNY AND ATOUBA as well as LARGE, among others, argue that the improvement of communication processes can lead to a significant increase of efficiency, but that there is currently a lack of methods to analyse and evaluate communication processes satisfactorily. [8, 23–25]

In order to close this research gap, a model is needed that enables existing and expected communication relationships with suppliers to be analysed and thus the supplier evaluation to be specified. This extension of the existing criteria and methods is intended to create a decision basis for supplier selection and development that is as goal-oriented as possible, thereby further reducing the risk of cost-effective inefficiencies. If existing deficits are not identified, the success and efficiency of the partnership suffer, which can be reflected, for example, in poor process and product quality, inadequate performance and high costs - and ultimately weakens the entire network [17, 26].

3 APPROACH TO DEVELOP A COMMUNICATION-ORIENTED SUPPLIER EVALUATION METHOD

For the development of a method for communication-oriented supplier evaluation, the first step was to identify and describe the components of the aforementioned elements of communication in detail.

---

1 The values stated are estimates of the employees, which have not been audited. There is no claim to correctness. The values only serve to sensitise to potential savings.
In total, 12 communication media, 14 requirements and 48 barriers relevant for supplier evaluation were identified by means of literature research, expert surveys and evaluations of past contract research projects. An extract of the identified components can be found in Figure 4.

The lists shown represent a work status which is continuously checked, expanded and sharpened. For the evaluation of communication processes, the focus must be on the communication barriers, which, as sources of disturbance, directly and indirectly influence the efficiency of communication processes. The relevant barriers for the supplier relationship can have different characters and can be classified according to different criteria. For example, they can be subdivided according to their sphere of influence into 'assessable in supplier selection' and 'assessable in supplier development' or according to their reference point into 'employee-related' and 'process-related'. Employee-related barriers describe factors such as a lack of specialist knowledge, distrust or uncertainty [27]. Process-related barriers describe factors such as a lack of standard processes, a lack of media diversity, great geographical distances or constantly changing contact persons.

The communication barriers are operationalised in a next step and embedded in a procedure so that individual communication processes can be evaluated. All components of the different elements are then compared in Design Structure Matrices or Domain Mapping Matrices in order to identify possible interactions. The interactions should support the identification of typologies and potentials as well as the efficient design of communication processes after evaluation. Figure 5 schematically shows the extent to which the appearance or characteristics of a communication barrier can be influenced by a communication medium.

<table>
<thead>
<tr>
<th>Communication medium</th>
<th>Requirements</th>
<th>Barriers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face-to-face</td>
<td>Documentability</td>
<td>Time zone differences</td>
</tr>
<tr>
<td>Letter</td>
<td>Fast transmission of information</td>
<td>Lack of resources</td>
</tr>
<tr>
<td>Telephone</td>
<td>Accuracy</td>
<td>Missing standards</td>
</tr>
<tr>
<td>Video telephony</td>
<td>Instant feedback</td>
<td>Lack of access to communication media</td>
</tr>
<tr>
<td>Email</td>
<td>Time to think about response</td>
<td>Different languages</td>
</tr>
<tr>
<td>Fax</td>
<td>Confidentiality</td>
<td>Cultural differences</td>
</tr>
<tr>
<td>Test message</td>
<td>Safety</td>
<td>Knowledge protection</td>
</tr>
<tr>
<td>Instant messaging</td>
<td>Transmission of extensive communication contents</td>
<td>Missing framework contracts</td>
</tr>
<tr>
<td>ERP system</td>
<td>Transmission of nonverbal signals</td>
<td>Lack of possibility to integrate the EDP systems</td>
</tr>
<tr>
<td>Chat</td>
<td>Opportunity for teamwork</td>
<td>Missing or excessive media diversity</td>
</tr>
<tr>
<td>Cloud server</td>
<td>Transmission of complex information</td>
<td>Great geographical distance</td>
</tr>
<tr>
<td>...</td>
<td>Transmission of standard data</td>
<td>Supremacy of the supplier</td>
</tr>
</tbody>
</table>

**Figure 4** - Exemplary excerpt of the identified communication media, requirements and barriers

**Figure 5** - Schematic representation of the interactions between communication barriers and communication media

Subsequently, a standardised and structured procedure for the communication-oriented supplier evaluation must be formulated in order to obtain a reproducible and comparable result. In doing so, a comprehensible and simple description of the
instructions for action must be ensured so that non-experts can also carry out the procedure.

4 OUTLOOK

This article presents the need for research and the procedure for developing a method for communication-oriented supplier evaluation. Currently, the method for extending the existing procedures is being developed at the Institute of Production Systems and Logistics at Leibniz University Hanover.

The current identification of interactions as well as the elaboration of a standardised and structured evaluation procedure represent one of the last conceptual steps before a broad field study by means of case studies.

The case studies are carried out at partner companies and serve to evaluate the identified components of the elements, the evaluation method and the procedure for implementation. By means of questionnaires a broad data collection for the communication-oriented supplier evaluation is accomplished. The evaluation results are then discussed and assessed in workshops with participants from the partner companies. Then, measures to increase efficiency in selected communication processes, supported by the created matrices, are jointly developed and subsequently re-evaluated. These results are also evaluated in joint workshops in order to assess the effectiveness of the measures. To validate the results, several companies have already been found to actively support the project. The results of the case studies will then be used to adapt and further specify the developed method according to the findings. After completion, the method will be made available to companies for independent use.
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Abstract
In a wide array of enterprises, complex capital goods (e.g., aircraft engines) represent the basis for delivering services or producing goods. For this reason, one of the most important goals in the regeneration of complex capital goods, in addition to cost savings, is to attain the highest possible adherence to agreed delivery dates and thus the optimization of the logistics performance. Due to the complexity and interdependent interactions, a large variety of configurations of regeneration supply chains are possible. This makes the design and configuration of the regeneration supply chain a central challenge for regeneration service providers. However, it is not possible to estimate the effects of changes in the configuration of regeneration supply chains and their parameterization on the logistical objectives without extensive effort, yet. To support individually designing and optimizing regeneration processes for complex capital goods an assessment model will be developed at the Institute of Production Systems and Logistics (IFA) in the context of the Collaborative Research Center (CRC) 871. Therefore the effects of different regeneration-specific supply chain configurations are to be made quantitatively describable. In order to enable the general applicability of the approach within different industries and to create a transparent overview of possible options for the characteristic features to be set, a number of regeneration supply chains of complex capital goods are analysed. Based on this analysis an approach for systematic characterization of possible regeneration supply chain configurations is presented.
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1 INTRODUCTION

Complex capital goods like aircraft engines are characterized by a large number of different components with a multitude of interdependencies among them as well as with the operational and environmental conditions [1,2]. Due to their great value, these capital goods can only be amortized over a long service life. Regeneration service providers therefore offer maintenance, repair and overhaul (MRO) measures to regenerate these capital goods at the end of a service phase and thus extend their service life [3]. Besides being cost efficient, regeneration service providers need to meet their customers’ demand for a high logistic performance [4]. Customers perceive the logistic performance through the delivery times offered by the regeneration service providers as well as their due date reliability [5]. If regenerated goods are not delivered to the customer punctually, some customers are not able to deliver the services they offer due to a lack of replacement goods [3]. Consequently, they lose sales and profits. On the other hand, the regeneration service provider faces contractual penalties and very likely a decreasing number of follow-up orders. For the regeneration process to be profitable for the service provider, they need to attain a high on time delivery and short throughput times, while keeping the logistic costs to a minimum. The configuration of the regeneration supply chain is defined to an extent by the capital good itself as well as the technologies required to regenerate it. From a production logistics perspective, there are degrees of freedom with regards to supplying capacities, methods for scheduling, processing strategies and control methods. Superior the number and arrangement of process and storage stages is a further important degree of freedom in designing supply chains in regeneration. How these degrees of freedom are configured directly impacts the logistic performance and costs of all the individual processes [7]. In view of this, as part of the third funded phase of Collaborative Research Centre (SFB) 871, “Regeneration of Complex Capital Goods”, the Institute of Production Systems and Logistics (IFA) focuses on modelling, planning, controlling and assessing regeneration processes with regards of logistics. The aim is to optimize the logistic performance and to provide support in individually designing and improving regeneration processes executed by regeneration services providers. [7,8,9]

The multitude of process elements and features that regeneration supply chains consist of distinguishes them from conventional production processes. In addition, the regeneration good (e.g., aircraft engines, wind turbines) plays a decisive role in how the different process elements in the supply chain have to be configured. [8] To ensure the universal applicability of the assessment model to different regeneration supply chain configurations of different
types of complex capital goods, it is first necessary to identify, analyze and characterize different possible configurations of supply chains in regeneration.

2 IDENTIFICATION AND SYSTEMATIC ANALYSIS OF SUPPLY CHAIN CONFIGURATIONS FOR THE REGENERATION OF COMPLEX CAPITAL GOODS

The generic process model by Eickemeyer et al. represents a process model for the regeneration of complex capital goods. Based on the SCOR model, the authors define the processes of planning, diagnosis, disassembly, inspection, repair, assembly and quality assurance as elementary processes of the regeneration. The described elementary processes and the resulting generic process model of regeneration are shown in Figure 1. [10]

![Figure 1](image)

**Figure 1** - Generic process model for the regeneration of complex capital goods (on the basis of [10])

It gives an overview of elementary processes that exist in many regeneration supply chains. However, differences in the composition of individual real regeneration supply chains out of the elementary processes as well as their exact arrangement and linkage are not considered by this model.

In order to develop a characterization model to systematically describe configurations of regeneration supply chains, regeneration supply chains established in industrial practice and described in the scientific literature were analysed in regards to identifying different configurations of regeneration supply chains and possible characteristics that shape the structure of the regeneration supply chain. The identified characteristics and characteristic values form the basis of the characterization model described in the following section. Six representative capital goods were selected for the analysis and the underlying regeneration supply chains were documented. This selection of representative capital goods was based on a set of criteria presented below [11, 12]:

Complex capital goods to be considered must have a long service life and at the same time lose functionality over time. At the end of a utilization phase, they must still have a remaining value, which makes a regeneration of the capital asset financially advantageous compared to buying a replacement. Despite an impairment of the functionality, the capital goods still has to offer a high remaining value. In addition, the capital goods must be standardised and the components of the potential regenerated material must be interchangeable. The product technology used must also be stable. Since regeneration service providers with their own location and fixed regeneration areas should be considered within the scope of the systematic analysis, only non-stationary goods that can be sent to the service provider were used for an analysis.

Based on the presented criteria, capital goods from various industries were selected for an analysis of the respective regeneration supply chains, which are aircrafts, aircraft engines, heavy and light rail vehicles, rail vehicle transformers and wind turbines.

3 CHARACTERIZATION MODEL OF SUPPLY CHAIN CONFIGURATIONS FOR THE REGENERATION OF COMPLEX CAPITAL GOODS

The identification of characteristics and characteristic values from scientific literature and expert discussions allowed the creation of a characterization model, which is shown in Figure 2. Its morphological structure allows a comprehensive overview of the identified characteristics and the observed characteristic values. Each row of the model represents one identified characteristic of the regeneration supply chains and lists identified characteristic values. These are coloured according to their number of occurrence. The more often the application of the respective characteristic value was identified during the analysis, the darker it is coloured in the characterization model. The configurations of the supply chains for the regeneration of rail vehicle transformers is exemplarily shown in red.

The characteristics taken into account can be divided into those that are determined by the capital goods themselves and those that result from their regeneration process.
3.1 Characteristics of the capital good

The capital good itself is described by the characteristics complexity and value. ‘Complexity’ in the context of capital goods describes the number of different individual parts in the capital goods, the number of subassemblies and the width and depth of the parts list structure [1]. While the degree of complexity of a capital good decisively determines the complexity of the regeneration processes and thus the process costs, the consideration of the capital good’s value is particularly decisive due to the influence on the capital commitment costs. The analysis of the various supply chains revealed different levels of complexity and value. While capital goods such as rail vehicle transformers have a value of less than € 10 million and a low complexity, aircrafts have a value range of more than € 100 million and a very broad and deep parts list structure. Characteristics as the weight or volume of a complex capital good primarily influence handling and storage, but have a rather small influence on the basic configuration of the regeneration supply chain. Therefore they are not considered here.

3.2 Characteristics of the regeneration process

The selected primary target of regeneration planning has a decisive impact on the configuration of the regeneration supply chain. The targets ‘due date reliability’ and ‘delivery time’ are particularly noteworthy as shown in chapter 1. For the operator of the capital goods, the delivery time represents the time until the goods are ready to be put back into service. The due date reliability describes whether an order was completed within an agreed delivery date tolerance. [11] It has a considerable influence on the deployment planning of the capital goods. [13] One instrument in product regeneration to enable service providers to meet both lead time and due date reliability requirements is pooling. Pooling represents a process for compensating long lead times of repair measures [13]. Components that undergo repair and cannot be completed until their planned due date for reassembly can be replaced by identical components from a material pool. The repaired component, which was originally removed from the capital good, is later added to the material pool in place of the assembled component taken from the pool. [14]

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Characteristic values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity of the capital good</td>
<td>Low</td>
</tr>
<tr>
<td>Value of the capital good</td>
<td>€ 0-10 million</td>
</tr>
<tr>
<td>Regeneration strategy</td>
<td>Preventive</td>
</tr>
<tr>
<td>Primary target of regeneration planning</td>
<td>Utilization of regeneration capacities</td>
</tr>
<tr>
<td>Pooling strategy</td>
<td>No pooling</td>
</tr>
<tr>
<td>Number of pooling stages</td>
<td>None</td>
</tr>
<tr>
<td>Spare part procurement</td>
<td>New parts procurement</td>
</tr>
<tr>
<td>Method of diagnosis</td>
<td>No diagnosis</td>
</tr>
<tr>
<td>Inspection strategy</td>
<td>Prior to disassembly</td>
</tr>
<tr>
<td>Special characteristics</td>
<td>None</td>
</tr>
</tbody>
</table>

Figure 2 - Characterization of supply chain configurations for the regeneration of complex capital goods
Figure 3 exemplarily shows the use and positioning of stock and pooling stages within the analysed supply chains for regeneration.

While some regeneration service providers do not have a pool stock (e.g. service providers in the regeneration of rail vehicle transformers), others hold a second pool stage to compensate long lead times of repair operations (e.g. service providers in the regeneration of aircraft engines). While the second pool stage only stores material that is serviceable, because it has already been regenerated or it has been newly procured, the first pool stage stores material that still has to be brought into a serviceable state by applying repair measures. This unserviceable material comes from capital goods to be regenerated or was procured on a used parts market. Service providers in the regeneration of light rail vehicles that were analysed within this project did establish one pool stage. Their pool stock mainly includes newly procured electronic components and wearing parts. Pooling can also be used if components are found to be scrap, i.e. can no longer be repaired. If these components are not available in the pool stocks, spare parts must be procured. Regeneration service providers fall back on different spare part procurement strategies.

A typical characteristic of regeneration supply chains is the use of relationships with the original equipment manufacturer (OEM) as a supplier of spare parts. If the assembly of used parts is permissible, a used spare parts market can be accessed; this is carried out, for example, in the regeneration of aircraft engines. There are regeneration supply chains (e.g. in the regeneration of rail vehicle transformers) which have integrated the production of spare parts into the conventional production of new parts.

The triggers that initiate the regeneration itself are described by the regeneration strategy. Identified regeneration strategies are the preventive, the condition-based, the corrective, as well as the ad-hoc regeneration strategy. Following the preventive strategy the execution of regenerative measures is based on defined time intervals or alternatively according to other criteria such as the achieving of a previously defined number of utilization units. With the aircraft engine, this number of usage units is measured in cycles, i.e. the number of take-offs and landings [11]. A special type of the preventive regeneration strategy is condition-based regeneration, which assesses the necessity of regeneration measures on the basis of condition data of capital goods and their subassemblies. Corrective regeneration is carried out in response to the failure of a component. Ad-hoc regeneration is defined as soon as the corrective regeneration is time-critical, i.e. must be carried out as quickly as possible. [15] The regeneration strategy is an important anchor for the planning of the regeneration of a capital good and therefore plays a central role in the characterization model. While the preventive, corrective and ad-hoc strategies are applied in a large number of supply chains, only some regeneration service providers apply the condition-based strategy. In the regeneration of aircraft engines, for example, various engine parameters are evaluated, while digital and analogue signals such as voltages and currents are evaluated in rail vehicles. [16, 17] The recorded parameters serve to estimate the probability of failure of individual components of the capital goods thus to estimate the expected shop load and demand for capacity. [17]

To apply a condition-based regeneration strategy, a diagnosis needs to be done prior to the arrival at the regeneration service providers shop while the capital good to be regenerated is still in use. At this point, however, it is difficult to predict the condition of individual components even in preventive, planned regeneration. [18] The accuracy of information regarding the incoming workload is an important input variable for capacity and material planning in regeneration. This is underlined by the increased attention of this topic within scientific literature [3, 10, 19, 20]. The methods described can be divided into statistical and condition-based methods. Within the framework of statistical methods, for example, failure probabilities of certain components are calculated on the basis of historical values, while condition-based methods evaluate the need for regeneration by measuring different parameters of the capital goods during operation. In aircraft engines, for example,
pressures and temperatures are recorded at different points inside the engine, as well as shaft speeds or fuel flow during operation. [17, 21]

While a diagnosis is used to determine the state of a capital good during operation, the inspection is used to assess the state of a capital good and its components while it is located at the facilities of the regeneration service provider. In the majority of the considered supply chains, the inspection is either preceded by or carried out during the disassembly process. However, the inspection strategy for the regeneration of rail vehicle transformers differs from the other supply chains considered here. Here the disassembly is preceded by the inspection. External damage to the capital goods can be detected by visual inspection, while the internal state of the transformer can be determined by electrical measurements and the analysis of an oil sample without previous disassembly activities.

Besides the characteristics that already have been named, some regeneration supply chains also showed special characteristics with regards to capacity planning. So in the regeneration of rail vehicle transformers the repair measures are implemented in the serial production line and thus competing for capacities with the new parts production. Due to the quality standards in the aviation industry regeneration service providers for aircrafts and aircraft engines have to outsource specific repair measures to external vendors, if they are not certified for those procedures. This also represents a strategy to overcome shortages in capacity.

3.3 Summary

With regard to the composition of the analysed regeneration supply chains, it was largely possible to determine similarities in the individual processes found in each case. Inspection, disassembly, repair, assembly and quality assurance exist as sub-processes in all of the considered supply chains. This confirms the general validity of the generic process model (see Figure 1). Diagnostic procedures and pooling processes, however, do not exist in all the analysed supply chains for regeneration. The regeneration strategy and the primary target of the regeneration planning are alike for all considered supply chains. It is regenerated both preventively and correctively. Usually, the planning aims at short throughput times, which at the same time mean shorter times until the goods can be put back to operation. Adherence to delivery dates was also confirmed as the primary target figure. Regeneration costs, on the other hand, were set more rarely as the primary target. Pooling is carried out in most regeneration supply chains and can therefore be mentioned as a central feature of a regeneration supply chain. The use of pooling coincides with the choice of the primary targets ‘throughput time’ and ‘on time delivery’, as pooling can support the achievement of these targets.

4 CONCLUSIONS

Within sub-project D1 of the Collaborative Research Centre (CRC) 871, “Regeneration of Complex Capital Goods”, the Institute of Production Systems and Logistics (IFA) is focused on modelling, planning, controlling and assessing the logistics of regeneration processes. The goal of this research is to increase the logistic performance of regeneration processes by developing an assessment model for quantitatively evaluating arbitrary and common supply chain configurations with regards to their attainable logistic performance and resulting logistic costs.

As a basis, a characterization model was presented in this paper that gives an overview of possible configurations of regeneration supply chains that have to be taken into account for developing the assessment model. To ensure the universal applicability of the assessment model, the regeneration supply chains of various capital goods were analysed, compared and examined with regard to individual or uniform characteristic configurations. The analysis showed broad similarities regarding existing sub-processes and their specific sequence in the considered supply chains among other similar characteristics like applied regeneration strategies and primary targets of regeneration planning. These similarities exist regardless of differences in the value or complexity of the capital good.
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Abstract
Decisions are the common denominator of any product development cycle by fostering and consolidating the product definition, the requirement specification and the design rationale of these cycles. Such decisions are generally arduous as they are often based on incomplete information and always involve significant levels of uncertainty. This ubiquitous influence of uncertainty is characteristic of any product development cycle. Habitually, this influence is regarded as predominantly negative, so trying to mitigate uncertainties seem the obvious thing to do. However, uncertainty is not by definition detrimental or undesirable. In essence, it is hardly more than a common characteristic of any activity, decision or result in product development cycles. Primarily, uncertainty in product development should therefore be regarded neutrally. In this respect, the notion antifragility not only assumes such a neutral stance, it relates uncertainty to the response of a system – in this case an evolving product development cycle. By means of this theory, this paper aims at addressing and utilizing uncertainties with regard to the impact that decisions have on the product development cycle. The resulting solution principles allow to assess the potential impact of decisions and to determine and evaluate the desired behaviour of the product definition on various types of uncertainty. Simultaneously it allows for rigorous evaluation of both the quality and veracity of design decisions, aiming to make uncertainty instrumental in governing product development cycles.
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1 INTRODUCTION
The core responsibilities of product development are under constant pressure and subjective to change. Important global development in, for instance, industry 4.0 and circular economy challenge the feasibility and viability of the product development strategies currently applied. This raises questions on how product development cycles can anticipate on any such changes. This paper does not propose one specific solution for the aforementioned developments. Rather, it focusses on dealing with the fundamental aspect of uncertainty when considering product development under changing circumstances. Uncertainty is a common characteristic of every product development cycle. Understanding, determining or estimating its impact on decision making is one of the most difficult, yet essential, tasks for a product developer. Habitually, the impact of uncertainty is regarded as being predominantly negative. Consequently, trying to mitigate uncertainties seem the obvious thing to do. However, uncertainty is not by definition detrimental or undesirable. This paper researches the impact of uncertainty, explores the contribution to be made by defining antifragility and outlines a framework in which decision impact can be addressed explicitly. The aim is to make uncertainty instrumental and instigate continuous improvement of the product development cycle.

2 UNCERTAINTY IN PRODUCT DEVELOPMENT
2.1 Non-deterministic aspects
Product development of discrete physical artefacts as it is regarded in this paper is not an isolated discipline; rather, it is understood as the integrated collection of all preparatory work leading to the actual realisation and manufacturing of products. Consequently, the result of a product development cycle is not the physical product itself, but a formal definition of that product. Whereas product development might start from a clear stated purpose [1], the context and development cycle itself is essentially characterised by incomplete, indecisive and unreliable information in a development cycle encompassing an abundance of explorations, iterations, endeavours and (re)considerations. At the same time, the resulting product definition can only drive the actual manufacturing processes if it is transparent, unambiguous and complete. In the evolvement of that definition, designers continuously aim to translate a set of requirements, perceptions and inspirations into well-defined solutions, although such requirements often fail to be complete, concrete and objective. To bring product development cycles to a conclusive and successful result, a product development team needs to unequivocally convert the innumerable inputs, insights and influences into an objective and communicable product definition.
In product development, the evolving product definition is constantly weighed against the (also evolving) requirements specification and the initial stated purpose. This discrepancy is in fact one of the thriving factors of that product development cycle. Any evolving product definition might not meet important requirements, thus leading to new concepts and solution directions. However, it also works the other way around: an intuitive new solution might offer a completely new perspective on either the problem, thus nullifying some requirements and fostering the need to redefine these requirements.

Reaching an adequate compromise between requirements specification and product definition can be seen as a stopping criterion for the development cycle. At the same time, any inconsistencies will incite product developers to further the development cycle. In challenging the stability of the current state of development, for example the uncertainty about the product definition, the requirements specification and the balance between the two can be instrumental. As such, product development cycles are regarded as a system of evolving product definition and requirements and decision making.

Product developers have adopted to becoming experts in following two paths at the same time. They can follow a designated route - established by for example a design method or a stage-gate process - while they simultaneously have the ability to leave the beaten track by dealing with the uncertainty, ambiguousness and unpredictability that characterises the development cycle. Product developers continuously weigh the reliability of deliberate and reproducible considerations against the potential added value of daring ventures with many visible as well as implicit or hidden impacts. Striking a balance between reproducibility and potentiality is a non-deterministic act by definition. This act is the core origin of indefiniteness in product development and with this the inducement of uncertainty in all its appearances.

2.2 The impact of uncertainty
Uncertainty is present on all levels and in all aspects of product development. As mentioned, mitigating the potential effects is seen as the logical approach. Once a product is being manufactured, an upper threshold will be allowed for uncertainty to limit the risk oninstantiated products. Illustrative for this upper threshold of uncertainty is the tolerancing aspect of technical drawings when transferred from design to a manufacturing department. Whereas the designer sees a dimension with a certain (functional) tolerance, the machine operator can merely attempt to manufacture the product with an accuracy that lies within the bandwidth specified by that tolerance. The relation between this accuracy and the tolerance is surrounded by different types of uncertainty, influencing producibility and functionality of the product while interpreting the information available. In avoiding the impacts of such uncertainties, the dominant approaches range from robust design and reliability design to tolerancing design [2]. However, this only partly covers the influence and symptoms of uncertainty in product development cycles.

A claim made in this research is that uncertainty in itself can have a positive and constructive role in product development. This positive influence stems from the fact that uncertainty in any real-world situation is ubiquitous and therefore actually contributes to the need for new or altered products. Moreover, in product development cycles, uncertainty is a precondition to be able to explore both the problem and the evolving solution in a concurrent and integrated manner. In other words, if any product definition would not contain uncertainty from the beginning, the entire endeavour of product development would be pointless. In fact, without uncertainty the rationale behind the entire design discipline would be lost. Therefore, uncertainty in product development is by no means detrimental or undesirable by definition. Uncertainty is hardly more than a characterisation of every aspect of the product development cycle and every piece of the corresponding product definition. Consequently, it makes sense to observe any product development activity or any part of the product definition as not being entirely fathomable and therefore including uncertainty by definition. The current dominant attitude and corresponding approaches towards uncertainty do not cater for a terminology that allows for a two-sided (negative and positive) perspective on uncertainty. Based on a situational characterisation of uncertainty, the next section introduces the concept of antifragility to fill this hiatus.

3 ANTIFRAGILITY AND UNCERTAINTY
The notion uncertainty is explored and defined before focussing on the potential effects of uncertainty on the product definition and the corresponding development cycle. It is essential to understand the way in which the entire product definition responds to uncertainty. In other words: it becomes important to define the response to a change in, or an increase of, uncertainty in development cycles.

3.1 Volatile, uncertain, complex and ambiguous
The notion uncertainty is contextualized in terms of the VUCA framework [1, 3]. Both the focus on the indefinite aspects of any situation and the inherent appreciation of lifelike decision processes make this framework an appropriate backbone for describing uncertainty in relation to product development. The acronym VUCA stands for Volatility, Uncertainty, Complexity and Ambiguity and is intended to offer a guide in how to assess the status and criticality of a situation:

- **Volatility** describes the variability of situation. A volatile situation is subjective to change in which timing and magnitude of events not necessarily relate to the significance of the impact.
• *Uncertainty* can be divided into ingrained and uncontrollable parts and manageable uncertainty. Manageable uncertainty relates to that portion of uncertainty an actor can purposefully reduce, providing that sufficient time and efforts would be available to do so.

• *Complexity stems from* the inability to disentangle any state into addressable substates. With this, complexity exceeds intricacy and complicatedness, because of the interdependent perspectives and levels of aggregation.

• *Ambiguity* is the state in which a situation, concept or decision outcome has more than one meaning. Consequently, ambiguity delineates circumstances in which it is – by definition – not knowable to determine which uncertainties are at play.

3.2 Fragile, robust, resilient and antifragile

In a product development cycle, the coherent set of requirements specification, evolving product definition and design decisions is the system that will show a response to any stressor, explicitly including any VUCA aspect of such a stressor. The way in which that system responds to such a stressor is characteristic for the chances of success of the development cycle. If the system is incapable of dealing with a stressor, it is said to be fragile; it "breaks"; this renders fragility an unwanted state, unless it is included as a purposeful "fuse" that protects from irresponsible impactful steps in the development cycle. Robust and resilient system responses are often seen as the opposite of fragility, in which the system can withstand or recover from stressors respectively. The concept antifragility challenges the contrast between fragility and robustness/resilience. This stems from observations that systems can naturally flourish in volatile, uncertain, complex and ambiguous situations [4], e.g. in option trading. This positive effect does not necessarily correspond with the defensive or restorative aspects found in robustness and resilience. As such, Taleb introduced antifragile as the inverse of fragile responses, in which the response on uncertainty is completely positive [4].

For systems and organisations, antifragility offers new concepts on how to respond to (un)expected events and how to learn from it. For instance, based on an antifragility assessment framework, an organisation can measure and identify improvements on e.g. de-centralisation and flexibility that are derived from the typical antifragile system response [5]. For product development cycles and the corresponding product definition it offers a vocabulary that covers all potential effects on uncertainty. With antifragility being the system response that, now more explicitly, explains a system’s gain and/or improvement from disorder [4]. This, together with the previously understood responses to uncertainty in development cycles provide a set of negative, neutral and positive results. With that, the set of possible responses of stressors to the development cycle becomes:

- **Fragility**: a system response that fails if introduced to the various types of uncertainties.
- **Robustness**: a system response that is sufficiently shielded against known uncertainties
- **Resilience**: a system response that can absorb the effect of uncertainties and – in time – return to the original functioning.
- **Antifragility**: a system response that absorbs the effect of uncertainties and additionally gains in quality of functioning or even new functionality.

Initially, fragility, robustness / resilience and antifragility were seen as being on one dimension [4]. Although this yields a logical and straightforward way to assess overall system responses, this continuum only yields true at one level of aggregation. Considering that any system consists of many parts or subsystems, the validity of this one-dimensional representation is already obsolete. After all, it might be indisputable that fragile behaviour of a subsystem might contribute to the overall antifragile response of a system. Therefore, this research positions system (also to include sub-system) responses in a triangular shape, thus transcending the linearity of the one-dimensional approach (Figure 1). This triangle spans an area of system responses in which robustness is not necessarily at the centre between fragile and antifragile [6]. This allows to better distinguish between required responses on multiple levels of aggregation, thus aiding product developers; not only in their tasks to further the evolving product definition, but also in more precisely addressing uncertainties in the appropriate manner.

Antifragility contributes to addressing the influence of uncertainty in a more (than) neutral manner. Simultaneously, it challenges the current practices in product development. For instance, designing with strict boundaries might not necessarily lead to antifragile system responses [7]. When translated to an evolving product definition, the vocabulary allows to (purposefully) determine the manners in which a product definition might or should respond to different types of uncertainty. Antifragility provides for a

![Figure 1 - Triangle of system responses (redrawn after [6])](image-url)
definition of system responses to decision impact and changing circumstances and uncertainty as either negative, neutral or positive. This aligns with the possible impacts decisions have on the product development cycle and therefore does (more) justice to the overall potential impact of uncertainty in product development.

4 DECISION IMPACT MODEL

This section aims to combine all previously addressed subjects into core solution principles that enables decision impact assessment as being part of design support.

This research uses the decision impact model as a product development model [8]. Rather than relying on the process-based depictions of development cycles this model approaches product development as a discipline in which a diverse group of stakeholders conjointly develop, influence and adjust a product definition via a multitude of decisions. One of the main reasons for this differing point of view is that the modelling of product development as a series of sequential steps or phases does not necessarily do justice to the nondeterministic aspects of the development cycle. Given this decision-based approach, it is important to consider that:

- The product definition is at the core of any product development cycle. Considering this pivotal importance, centralizing its role in design support is a logical consequence. This product definition is expressed using various forms of implicit and explicit information. Consequently, the product definition is understood to be a collection of interconnected information entities.
- The process component of product development is defined as a network of decisions that have logical dependency but that are not necessarily sequentially organized in time. As such, there is a clear relation between decision making and the information content in a development cycle. Even more, if designing is understood in terms of sequential steps or phases does not necessarily do justice to the nondeterministic aspects of the development cycle. Given this decision-based approach, it is important to consider that:

The decision impact model describes the relationships between decisions, the product definition and the product development environment (Error! Reference source not found.2), rendering it comparable to the product development system discussed in 3.2. It addresses decision making as an independent activity that meets the urge to influence the product definition, in other words, to transform the currently available information content. It does not put focus on the decision process itself, but on the effect that this decision will potentially have on the product definition. These decisions, as the common denominator of development cycles, is assumed to potentially affect the (evolvement of) the product definition, regardless of whether this decision is a minor change of a technical drawing made by one actor or strategically, a new solution direction involving multiple actors. Consequently, the coherent set of design decisions is seen as the scaffolding that enables a design team to initiate, substantiate and assess the evolvement of product definition against requirements specifications in its development context. In extrema: decision making is no longer seen as the activity that leaves behind a trail of information, it now becomes a tool to allow for purposeful evolvement of the information content.

4.1 Decision as stressors on the product definition

As indicated in Error! Reference source not found.2, decisions and the product definition are defined in terms of the information content. Whereas the product definition is considered to be a collection of interconnected information sources (i), a decision is defined as the potential effect it is expected to have on that collection (Δi). The model stresses both the relation between decision making and the evolvement of the product definition as well as the importance to monitor the actual Δi once processed in the information content.

Based on the VUCA descriptions given in section 3.1, the various aspects of uncertainty can be related to information. In this, complexity is considered to be omnipresent, rudimentary and ingrained to such an extent that it will currently not change our ability to reach decisions. When expressed in information, the other aspects of uncertainty can be defined as decision characteristics [1]:

- Volatility addresses the temporal validity of a decision
- Manageable uncertainty addresses the predictability of the intended outcome of a decision
- Ambiguity addresses the meaning of a decision

Combined, these aspects address the veracity of the information entities that collectively embed a decision. While this covers the basic aspects of uncertainty and aids in making aspects of uncertainty explicit in information, it does not yet allow to assess its impact. With the concept of antifragility, the relation between decision making, requirement specification and the product definition can be
defined in terms of stressors, system responses and uncertainty. Here, a decision can be defined as a (foreseen) stressor on the product development cycle. As such, decisions jointly contribute to the overall (internal) stress of a product definition:

- **Decision impact** expresses the intended or expected response of the product definition on the stress caused by the decision.

The concept of antifragility and the corresponding full range of potential system responses enables us to explicitly address the responses of the product development cycle on such impacts. Combining this with the decision impact model, two basic principles for decision impact assessment are defined. Based on this core functionality, the intended design support functionality aiming at governing and improving development cycles under changing circumstances can be defined.

### 4.2 Intended design support functionality

By adding ‘decision impact’ as a decision characteristic, design decisions amalgamate in a network of stressors that influence the product definition. As a result, the status of a product development cycle can be represented by an evolving system with a certain amount of internal stress. Obviously, any product developer would benefit from being able to see the impact of reaching a certain decision with a certain \( \Delta t \) as a consequence. Moreover, if that product developer would be able to not only see the output of the decision, but also could predict the system response as a whole, it would allow him to be more effective and efficient in decision making, while explicitly considering the uncertainties related to the decision and the decision process. Moreover, it would allow product development teams to quickly and adequately adapt to changing circumstances. This functionality is independent of the methods, processes or working approaches that are applied, as it is directly linked to the evolving product definition itself. It enables a type of sensitivity analysis on the product development cycle itself that aids in determining appropriate measures for changing circumstances. In this, the vocabulary of system responses aims at making this impact instrumental in governing product development cycles. The next section outlines the design brief for this intended design support functionality and corresponding requirements.

### 5 DESIGN BRIEF

The solution principles as outlined in this paper are intended as an enabler for design support that allows product development teams to explicitly address and steer the (desired) behaviour of the product development cycle on various impacts and corresponding types of uncertainty. This core functionality should enable product development teams to prototype development cycles and better understand useful configurations in context to continuously improve product development cycles.

The design brief outlined in this section should grow into an evolving requirement specification that addresses the desired range of functionalities. Case studies addressing specific application domains and corresponding trends are considered to be vital in understanding these basic needs. Simultaneously the context and specific development environment involving the various stakeholders, type of industry and product, applied methods, tools/techniques and the business context needs to be captured. These industry-specific scenarios are deemed indispensable in capturing the rationale of these specific functionalities. Moreover, it provides essential context and insights for developing specific solutions and a generic applicable approach.

Applicability for various industries in different product development domains addressing e.g. the beforementioned developments is essential. Therefore, the approach should not be imposed as a static, predefined method. It should rather be introduced as an inherent part of the common design support arsenal available for product development teams in daily practice. Consequently, developing this design support cannot be done without high involvement of industry. The aim here is to jointly develop both the generic approach and tailored solutions for specific industry cases.

An information backbone is required that allows for the envisioned usage of information in determining decision impact. This backbone needs be able to capture the cycle as an interconnected system of information entities, independent of the many tools, standards and approaches used in managing this information. This network of information can be used as an explicit reflection of the current state in any product development cycle. The introduced decision characteristics on temporal validity, predictability and meaning aid in improving the veracity of this rendering. Moreover, this collection constitutes the basics for the required decision impact assessment.

Interfaces should be established that allow interaction with the information backbone aiming at simulating decision impact, tracing design rationale and monitoring decision making. For decision impact modelling focus is put on the integration of existing antifragility assessment frameworks in the decision impact model. The key challenge here is to find effective means to cater for a quick but adequate assessment appropriate for the dynamics and relative fast pace in decision making, allowing product developers to prototype and evaluate various scenarios. This impact assessment functionality needs to transcend any individually made impact assessment. Due to the overall non-deterministic character of product development cycles it is expected that not every decision taken will explicitly be available or definable. However, in using the information backbone as the starting point for every
impact assessment and assuming that every consequence of any decision will (eventually) be, at least partially, processed in this information collection, the design support system should cater for monitoring decision making and tracing design rationale. In prototyping various configurations of product development cycles, it is essential to allow for smooth incorporation of (new) knowledge, tools and techniques. Simultaneously, the establishment of a testbed for the development of the envisioned design support itself is essential in test-driving potential solution principles. This allows for meaningful iteration and, more importantly, sets up a research environment in which the characteristics of antifragile behaviour can be made instrumental.

6 CONCLUDING REMARKS

Developments such as Industry 4.0, Circular Economy and Additive Manufacturing can have significant impact on the way products are currently developed. Together such developments constantly challenge the feasibility and viability of the chosen strategies and approaches for product development cycles. Consequently, it is difficult if not impossible for product development teams to control the effectiveness and efficiency of product development cycles while simultaneously developing sound product definitions. Decisions have to be made under time pressure, with limited resources, based on incomplete information and under high levels of uncertainty. As such, it involves a constant trade-off between doing the right things and doing the things the right way, without proper means to address the corresponding impact of such trade-offs beforehand.

The aim of the design support as outlined in this paper is to empower project teams to continuously improve their development cycle under such constantly changing circumstances. Essential in this design support is the impact assessment of a decision – not only on the product definition itself but on the product development trajectory as well. By means of the concept of antifragility and the decision impact model the corresponding behaviour of the product development system can be assessed. In utilizing the various types of uncertainty involved, the impact of decisions on the effectiveness and efficiency of the product develop cycle is made explicit. This core functionality act as an enabler to fast-track continuous improvement. It allows organizations to quickly and adequately prototype development cycles in appropriate timing and context. Moreover, it allows to better understand potential useful configurations of development cycles, capturing and keeping best practices while making other parts of the development cycle adaptable and flexible where required.
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Abstract
Scientific knowledge is often difficult to apply in a practical context. The use of frameworks can assist with the valorisation of conceptual or abstract knowledge into real-world applications. At the same time many companies, especially software companies, are diversifying their technological knowledge and capabilities by developing increasingly complex technology portfolios aimed at different markets. Such activities raise the question: How can diversified companies ensure that their technological knowledge and capabilities are shared and applied efficiently? Technology management attempts to identify and utilise technological knowledge and capabilities within an organisation in order to leverage its competitive advantage. As such, technology management attempts to bridge the gap between technological potential and corporate strategy, thus balancing the pressures of technology push with market pull. In this paper the authors present a structured literature review to analyse the practical application of technology management frameworks. A sample of 50 journal articles were collected and evaluated. From the review, the potential benefits of implementing technology management frameworks were clear, but also revealed that few empirical studies exist of the implementation of these frameworks, especially with regard to SMEs in general and South Africa in particular. Through the literature review the following can be achieved: (1) ascertain the potential benefits of technology management frameworks, (2) deduce a process to map and analyse the current state of technology management in firms aiming to develop an accurate and actionable technology management framework, and (3) highlight the need for further research in the SME and South African contexts respectively.
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1 INTRODUCTION
Scientific knowledge forms the core of technological innovation. The practical application of scientific knowledge is essential for any technological organisation to develop products that can adequately satisfy market pressures. As organisations become more complex, so too do their technology portfolios. The importance of technology management’s role in linking technological capabilities with broader corporate and business strategies have been noted in various studies \cite{1}–\cite{7}. Technology management (TM) frameworks are useful mechanisms to link the different aspects of the successful implementation of technology into actionable and communicable business strategies.

A common question is how to develop and implement such a framework in a real-world and practical context? This paper will attempt to answer this question based on the available literature. A structured literature review was undertaken to determine how technology managed frameworks are developed from scientific principles and implemented in real-world situations. Fifty articles were included in the review. They comprised the 30 most cited articles on the Elsevier SCOPUS database regarding Technology Management Frameworks\textsuperscript{1} and the 20 most relevant articles of recent years\textsuperscript{2}.

The individual articles included were examined and common features relating to TM between the articles were identified. These features included different aspects of TM, such as different themes, underlying principles, as well as common features of TM frameworks and tools. The context of each article was also established by specifically noting the

\textsuperscript{1} The search terms used for the identification of relevant literature was “Technology Management Framework” and “Management of Technology Framework” respectively.

\textsuperscript{2} The 20 most relevant articles published between 2015 and 2017 were included based on a review of their respective abstracts.
geographical context, the application level, and the industry in which the article is based. The dominant features were highlighted by plotting the occurrences of the various features on a matrix to clearly visualise trends in the literature. Due to space constraints and for the purpose of this article, the leading trends identified in this matrix are summarised in different graphs.

From the onset, identifying a single all-encompassing framework for technology management seemed an elusive goal. Various authors state that there is a need for a unified structure and framework in the technology management field with most of the resulting frameworks being only conceptual and generally unproven in real-world situations [2], [3], [6]–[8].

2 TECHNOLOGY MANAGEMENT FRAMEWORKS IN THE LITERATURE

When analysing the different frameworks covered by the 50 articles evaluated for this study, the most striking characteristic is the lack of a unified framework. Only one framework was discussed by more than one study, the Strategic Alignment Model (SAM). Although some of the principles of SAM are transferable to TM as a whole, it is primarily developed and implemented in the Information and Communications Technology (ICT) sector [9], [10]. In addition to the lack of a universal or unified framework to facilitate TM, various studies also call for methods to practically implement the principles of TM in a real world situation [3], [5]–[8], [11]. These two findings may indicate that TM practitioners tend to derive their own framework or approach which is best suited for their specific application.

Instead of only establishing the common features and characteristics of the various frameworks, it is also valuable to rather determine on what principles the various frameworks were based. These common principles between the various studies and frameworks then form the scientific core of a specialised custom-made framework for the specific application for which it is intended.

The common features of TM frameworks, as noted during this review, are shown in Figure 1. The majority of the frameworks covered in the various studies are conceptual and tend to be qualitative in nature. That said, most have some kind of graphical output or model and more than half of the frameworks applied offer some type of decision support.

Thus, although there is no unified framework available for TM, the aims of these frameworks seem evident. TM frameworks are developed and implemented to assist with strategic decision-making, whilst also enabling efficient communication between the different role players in an organisation.

3 CONTEXTUAL SITUATION OF STUDIES

The first definite observation that can be made from the articles reviewed is that the implementation of TM takes place mainly at firm level, as opposed to project, corporate or industry level. Only eight of the articles included in this literature review apply it at a level other than the firm. When attempting to implement TM in an organisation the firm seems to be the optimal level to focus on.

TMs origins lie mostly in the large manufacturing firms of the USA. The articles included in this review shows how TM has been predominantly applied in the manufacturing sector, followed by the ICT sector. It seems as if the potential advantages of TM in other sectors have only become apparent fairly recently and thus fewer articles discuss the implementation of TM in other sectors. Since the late 1990’s this has changed and with the increasingly rapid evolution of technology in all sectors, TM has also become increasingly important for companies to effectively leverage their competitive advantage [3], [8].
TM was also viewed as important only for large firms with separate R&D departments. This view has also been changing over the past few years and new studies are being published detailing the importance and implementation of TM in firms of various sizes in different industries. The understanding and utilisation of the technological resources of a company is fast being seen as a core characteristic of companies that are able to innovate in dynamic economies and contexts [3], [8].

By noticing how TM has facilitated large corporations in developed economies to grow and flourish through turbulent economic times, many companies in developing economies are also trying to use TM to effectively leverage their unique technological capabilities [7]. TM seems especially important within economies where industrialisation is a priority.

It can clearly be seen in Figure 2, that the most articles included in this review were based on the context of the USA. As TM evolved out of necessity to counter the rapid advances of Japanese industry in the early 1980s, it is not surprising to see this trend. Following the USA is the UK and Germany. Articles based on the context of various different European countries and the UK contribute almost half of the articles included in this review. The skewness of this result is even more evident when analysing the articles included in the list of the top 30 most cited articles. Most of the articles regarding developing countries were published in the last three years. This seems to show that TM has mostly been studied and applied in industrialised countries, although there is some evidence that this has expanded to developing countries as well.

Indeed, the articles published regarding TM in Iran specifically discuss the importance of TM to develop a country’s industrial capacity [5], [12]. Although not included in this study, this same sentiment is expressed by De Wet [13] in an article describing how TM should be used in developing countries trying to compete in technological markets. By incrementally developing their technological capabilities, companies in developing countries can increase their competitiveness on the global stage [12].

As with the focus shift of TM to the developing world, so too has TM been evolving out of its historical field of expertise. A large number of the studies included in the list of the 20 most relevant recent studies has focused increasingly on applying TM to various fields other than the traditional manufacturing and IT. There are a few studies which examine different diversified companies and attempt to show the relevance of TM in ensuring that they manage and exploit their diverse capabilities effectively in order to maintain their competitive advantage in various markets [5], [14], [15].

When viewing the results of the respective contextual situations of the articles included in the review it seems as if there is still scope for further research in the contexts where TM is newly being applied. In particular, the manner in which SMEs in a developing country, such as South Africa, is (or could be) implementing TM has the potential to grow the industrial capacity of the country. Firms with diversified capabilities would be especially valuable to research, based on the apparent success they have had in other developing countries. Only one study in the review was directly related to the South African context and did not examine the implementation of TM at firms as such.

4 LEADING PRINCIPLES OF TECHNOLOGY MANAGEMENT FRAMEWORKS

The leading theoretical principles referred to in this review are shown in Figure 3. As shown, the most common theoretical principle on which most studies based their frameworks and conclusions is the
Resource Based Approach [7], [8], [16], [17]. The next most common principle is the Dynamic Capabilities Theory [2], [3], [5], [6], [11], [17] as developed by Gregory [2] and is also based on the management of resources. The Dynamic Capabilities Theory seems particularly adept at managing the dynamic nature of technology and aspects of a firm. Another common approach is the Knowledge-based Approach [18]–[20], which is also an adaptation of the Resource-based Approach, which concerns itself with the management of knowledge in a firm instead of other resources [18].

These three approaches share the view that a firm should exploit its internal resources, capabilities and/or knowledge respectively to secure or maintain a competitive advantage. Especially when regarding the most recent articles included in the study, the resource-based approach and the related Dynamic Capabilities Theory has become the prevalent standard for TM frameworks. Twelve out of the twenty recent studies included are, at the very least, partially based on one of these three views. Six of the remaining eight articles do not specify the underlying TM principles. The final two articles refer to the Absorptive Capacity Theory and Total Quality Management. The Absorptive Capacity Theory is applied along with the Resource Based Approach in an article by Schuh and Kramer [8] already included in the previously mentioned twelve articles.

The Dynamic Capabilities Theory in particular expands on the concept of managing capabilities, but includes that the management of these capabilities should be dynamic in nature. Thus, a firm should be able to re-organise, re-align and expand their capabilities in a dynamic manner to effectively address rapidly changing external environments. This theory's premise is that effective management of technological capabilities can in fact be a core competence in itself [3]. This seems to be an ideal principle on which to base a framework to account for the unpredictable and dynamic state of technology and the related markets.

Two core objectives of TM were evident during the review of the literature, as shown in a summary of common TM themes noted during the review. The first is the importance of the alignment of technology and business strategy as one of the drivers of the successful leveraging of a firm’s competitive advantage [1]–[4], [7]. The second objective, which is directly related to the former, is that TM facilitates communication within firms [1]–[3], [7]. In particular, TM attempts to bridge the communication gap between the business and technical elements in a firm. TM frameworks facilitate both these objectives, by firstly illustrating the linkages between business and technology objectives. Secondly, TM frameworks become efficient communication tools to share information and objectives at different levels and departments of firms [1], [3], [21].

The literature also highlights the overlaps between TM and other management forms. In particular, knowledge management and innovation management share many similarities with TM [3]. All three management types are concerned with the utilisation of resources available within a firm in order to obtain and sustain competitive advantages. The three different management forms are often used interchangeably in the literature and are being implemented simultaneously at an increased rate [3], [19].
5 CONSIDERATIONS FOR THE IMPLEMENTATION OF A TECHNOLOGY MANAGEMENT FRAMEWORK

With a large number of dimensions, the field of TM is one of complex interdependencies between many different role players and elements in any given firm [2]–[4]. This is well illustrated in Figure 4 and Figure 5, showing respectively the various TM themes noted during the review, as well as common organisational traits and other management aspects that influence the implementation of a TM framework in a firm.

To adequately manage the complexities of TM a balance must be struck between the two main drivers in any technological organisation. The one driver is market pull, which is the pressures and opportunities
presented by different markets. The other driver is technology push, which is the potential of what can be created by the technological capabilities within a firm. A balance must be struck between what respective markets need and what a firm can potentially create. The optimum balance between the two drivers will lead to the most efficient leveraging of a firm’s competitive advantage [3], [7], [21].

Finding this optimum balance is, however, no easy task and it is often difficult to combine all the different aspects related to technology into a manageable package. The first step to manage a firm’s technology is to determine its current technological capacity. This is done through a process of technology auditing, wherein a firm determines which technological capabilities it possesses and how these capabilities are utilised to create products that can be supplied to relevant markets. Based on the results of these technology audits, a firm can determine the best strategies to follow to further expand and utilise their technological capabilities to their advantage [2], [3], [6].

To assist firms in identifying and managing the diverse applications and implications of TM, various tools have been developed and discussed in the literature. Similar to TM frameworks, it seems as if specialised tools are developed to achieve specific goals.[4]

As, again, there seems to be no unified set of tools to use for TM it is worthwhile to rather determine which features are most often associated with tools applied in the literature. These common features, as noted in the review, are summarised in Figure 6. As shown, the number of quantitative and qualitative tools are equally spread between the two. Some of these tools even combine quantitative and qualitative attributes into the same tool. Furthermore, most of the covered tools have some kind of graphical result, thus making the outcomes of these tools easily relatable to various role-players in TM [4].

Although a very small number of the tools covered were used more than once in any of the studies, there was one family of tools that did reappear often throughout the literature review. The matrix-based family of tools seems to be a popular set of tools and according to Phaal, Farrukh and Probert [4], these tools are easily relatable, flexible and adaptable. These tools can be used as qualitative, quantitative or both, depending on the application. As there are many different tools covered by the literature, the matrix family of tools seems especially appealing due to the fact that it can easily be adapted to the specific situation of a particular firm [4].

The tools used to develop and implement a TM framework require information from a variety of different role players in a firm. Structured interviews and workshops were popular ways to interact with subjects in the studies to obtain the required information. From the limited number of workshops, it does seem that interviews are the preferred choice, probably due to time constraints, which limit the practical arrangement of workshops. Workshops, especially recurring workshops, are time-consuming, thus interviews seem to be a more manageable alternative to engage with subjects.

6 CONCLUSIONS

The structured literature review of fifty different studies have revealed that although there is no single framework for TM, there are certain principles that have become the foundation of the field.

In particular, the resource-based approach and its derivatives (the Dynamic Capabilities Theory and the knowledge-based approach) seem to have become the prevalent standard for TM frameworks. In this approach a balance needs to be struck between the
different drivers of TM. This balance can only be achieved if there is sufficient alignment between the business and technology functions of a firm.

This balance requires efficient communication between the various role-players. TM, through various frameworks, tools and approaches, creates the context and provides the shared language between these two important functions. TM is then the link between the business strategy and technological potential of a firm. This link should be leveraged to ensure that a firm establishes or maintains a competitive advantage over its rivals.

Based on this review, it seems as if specialised frameworks should be developed for each respective context. This is based on the fact that there is still no single all-encompassing framework and that most of the articles included in this literature review created its own framework for its specific context. The Dynamic Capabilities Theory seems particularly adept at continually combining and aligning all the dynamic aspects of TM into one underlying principle. This makes it an ideal principle on which to base specialised frameworks for various different contexts.

The resulting TM framework should assist with strategic decision-making and support communication between the various stake-holders in the firm. Most frameworks have either a graphical output or model, which might assist the decision-making process and communication.

Various tools are available to assist with the development and/or implementation of a TM framework. Based on this review, however, the most common type of tools incorporated are the matrix-based tools. These tools are especially appealing due to their simplicity and adaptability to different contexts and situations.

The most practical way in which to obtain data to develop the required TM framework seems to be through workshops and interviews. Due to the time-intensiveness of workshops, interviews are often a more practical solution to obtain the required information from the different role-players.

Further research is still required to determine how a practical TM framework, as is described in this article, can be developed. In particular the manner in which information is obtained from different role-players in a real-world situation should be investigated. In addition, how this information would be developed into a workable and useful TM framework, which will add value to a specific firm.

Although there have been a few studies, as described above, there have only been limited studies relating to the practical implementation of TM frameworks in developing countries, diversified firms and SMEs in general.

As it seems worthwhile to research the practical implementation of TM frameworks in the South African context, especially with regard to diversified firms, a study of how a local SME implements TM is underway based on the literature review detailed in this paper. This implementation can be valuable to grow the industrial capacity of not just individual firms, but the country as a whole.
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Abstract

Changing requirements and qualification profiles of employees [1], increasingly complex digital systems up to artificial intelligence, missing standards for the seamless embedding of existing resources [2] and unpredictable return on investments [3] are just a few examples of the challenges of an SME in the age of digitalisation. In most cases there is a lack of suitable tools and methods to support companies in the digital transformation process in the value creation processes, but also of training and learning materials. A European research project (BITTMAS - Business Transformation towards Digitalisation and Smart systems, ERASMUS+, 2016-1-DE02-KA202-003437) with international partners from science, associations and industry has addressed this issue and developed various methods and instruments to support SMEs. Within the scope of a literature search, 16 suitable digitalisation concepts for production and logistics were identified. In the following, a learning platform with a literature database with multivariable sorting options according to branches and keywords of digitalisation, a video gallery with basic and advanced knowledge and a glossary were created in order to provide the user with consolidated and structured specialist knowledge. The 16 identifying concepts for transforming value-added processes in the context of digitalisation were transferred to a learning platform using developed learning paths in coaching and training to online course modules including test questions. A maturity model was developed and implemented in a self-assessment tool for the analysis to identify the potential of digitalisation in production and logistics in relation to the current technological digitalisation level of the company. As a result, the user receives one or more of the 16 potential digitalisation concepts suggested or the delta for the necessary, not yet available enabler technologies is presented as a spider diagram. For a successful implementation of the identified suitable digitalisation concepts in production and logistics, a further tool was developed to identify supplementary requirements for all company divisions and stakeholders in relation to the “digital transformation” in the form of a self-evaluation. This paper presents the methods and tools developed, the accompanying learning materials and the learning platform.
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1 INTRODUCTION

On March 10th 2016, the Strategic Policy Forum on Digital Entrepreneurship stated very clearly - digital transformation is not an option – it is a must! [4] By 2030, global expenses of 15 trillion USD are forecasted in the area of industrial networking and digitalisation [5] [6] - eventually more than 80 % of the industrial companies in major industrial countries consider increased use of data along the value chain as a top priority and see opportunity for growth through both optimized processes as well as design and implementation of new business models [7].

Emerging technologies, the increasing availability of information and communication technology (ICT) and the simultaneous diffusion into industrial application, with the visionary final state of continuously and fully networked and virtualized entities inside and outside industrial complexes, along an holistic value chain within an “Internet of Things”, commonly referred to as the “digital revolution”, show potentials with regard to improved efficiency, raised productivity as well as additional profits from new business models [8].

However, to create value through the “Internet of Things” and seize the opportunity for a technological change the commitment of each enterprise to identify and quantify its individual potential is required [9]. The new approaches of digitalisation and smart systems are often barely validated and potential impact is mostly not proven. Transformation towards digitized, smart systems is not a one-off activity but rather an ongoing process and could be describe as a lifelong learning process for an enterprise.

In comparison to big companies with the financial strength to either hire consulting companies or to run own departments with a number of experts working on digitalisation and smart systems, especially SMEs do not have the same financial possibilities and therefore are facing a lack of expertise, overview, knowledge with regard to technologies, methods, approaches their mutual interaction as well as potential and risks [10] [11]. SMEs run the risk of waiting too long with the migration towards smart systems and their digitalisation, or pursue no holistic approach for operational improvements or possible impacts on their business model [12].
2 SPECIFICATIONS OF THE BITTMAS PROJECT

2.1 Target group & end-users

Europe 2020 as a strategy intends to focus the European Union (EU) and its member states on the important task of improving the EU’s competitiveness. According to the strategy, its goal is to transform the EU into “a smart, sustainable and inclusive economy, delivering high levels of employment, productivity and social cohesion.” At the heart of competitiveness is the level of productivity of an economy. According to the executive summary of “The Europe 2020 competitiveness report”, the EU continues to under-perform in comparison to the United States and other advanced economies in terms of building a smart, innovation based, knowledge-driven economy [13]. More starkly, the EU is increasingly falling behind globally in building the digital infrastructure and innovative capacity that would allow its economies to unlock new sources of growth [14].

The European SME needs to explore the future potential of ICT, automation, sustainable and clean as well as human-centred work systems and processing technologies. According to Gunther Oettinger, EU Commissioner for Digital Economy and Society, within the High-level conference on the digital transformation of industries and enterprises on February 16th, 2016, European business leaders’ areas like big data, the Internet of Things, cyber-physical systems and robotics offer great opportunities for industry. At a recent roundtable in Brussels on the digital transformation of Industry, ways to energize the digital transformation of Europe’s industrial sector across Europe were discussed, to raise the potential for increasing flexibility, efficiency, productivity, competitiveness – all helping to create jobs and growth trans-nationally - especially within SMEs.

After all, Europe is a continent of SMEs — where nine out of ten companies are SMEs and two out of three jobs are in SMEs [15]. They have to be part of the digital journey; they are crucial to Europe’s growth and competitiveness [16]. Together, sectors (C) Manufacturing 9,33%; (H) Transport and Storage 5,09%; (J) Information and Communication 4,44% and (M) Professionals Science and Technical Administration 18,13% comprised 37% of the 22,3 million SME in 2016 [17]. Most of the 8,25 million SME are not yet aware of the implications of being not prepared for this business transformation in order to emphasize on improvements, growth and competitiveness [18] [19]. Increased sense of initiative and entrepreneurship of owners, managers and staff can only be expected if sensitization and tailored measures are applied within these companies.

2.2 Scientific objectives and project goals

For exactly this purpose, to improve the achievements in the relevant and high-level basics and transversal competence of “business transformation toward digitalisation and smart systems”, BITTMAS is working on a solution to provide information, develop methods and solutions to gain knowledge and expertise that is required to assess existing technologies, processes and structures regarding improvement potentials and develop new business models, derive a road map with corresponding measures and implement an improvement process for trainers of VET organizations as well as staff and management of SMEs.

Major aim of BITTMAS is a user (VET trainers, staff and managers of SME) orientated approach guided by self-information, self-learning via web-based training modules, self-assessment of the maturity grade of the SME, self-identification of existing potentials, self-derivation of a road map and required measures as well by self-planning and implementation of the improvements. The BITTMAS Release Candidate consisting of the learning platform, coaching and training modules, a self-assessment to analyse digitalisation potentials and a self-assessment to consider further requirements focused on nine criteria based on the EFQM Model, improve and extend the range of high quality learning offerings for adults and strengthen the key competences in VET curricula. Digitalisation and smart systems do not only appear in the industrial and economic environment but also in the daily social life and the respectively required competencies can therefore be referred to as transversal.

For easing this business transformation and to keep pace with the rapid developments the BITTMAS supports training and self-driven processes for the required business transformation through employees and managers of SME by providing:

- a literature library, video gallery and glossary to inform and sensitize the users with regard to digitalisation and smart systems.
- a self-assessment to determine the potentials for process enhancements and new business solutions based on a tailored maturity model.
- online coaching and training modules to learn or to enhance knowledge regarding to 16 digitalisation concepts.
- a self-assessment to determine further supporting requirements for digital transformation.
- a free entry version of the developed BITTMAS Release Candidate.

2.3 Project consortium

The international consortium consists of an appropriate number of partners who contribute to the related work packages and support the successful
development of BITTMAS according to their competences. One German University of applied Science (Reutlingen University, project leader), one University from Turkey (Sabanci University), two research institutes from Austria (Fraunhofer Austria Research GmbH, Vienna) or Romania (IPA SA, Craiova), one German software developer company (IBK - Management Solutions GmbH, Wiesbaden), a consulting company from Germany (IIC - International Industrial Consult AG, Frankfurt), an association of Electronics and Information Technology Industries from Spain (GAIA, Bilbao), a Chamber of Commerce from Ireland (Waterford Chamber of Commerce) and one University from Kosovo (University for Business and Technology, Pristina) as an associated partner, have taken up the challenge to identify digitalisation potentials and concepts, to structure them and to develop suitable tools for sensitization as well as to support the analysis of SME’s own potentials for digitalisation.

3 BITTMAS METHODS AND TOOLS

3.1 Literature research and derivation

The implementation of the BITTMAS project started with an extensive literature research, on the one hand to collect, derive and define information and learning materials in digitalisation and smart systems on the other hand to sensitize each partner to the subject of digitalisation itself. The collection of documents reflected the state of the art in industry and the scientific discussions about Digitalisation and Industrie 4.0 concepts. The main aim was on studies, articles and standard references, use cases and best practice examples. The quantitative and qualitative analysis (including the use of the MAXQDA analysis tool from Verbi GmbH and expert interviews) of over 170 literature and 32 video sources, which the BITTMAS partners were able to identify, resulted in a ranking list of relevant topics for the BITTMAS target group. Based on the frequencies of the key words of the researched literature, the subsequent discussions within the BITTMAS consortium and the feedback of external experts, the following 16 core topics/concepts could be derived within the framework of digitalisation and smart systems: (1) Digital twin of the facility, (2) Digital twin of the assets, (3) Smart Factory, (4) Decentralised & Flexible value creation, (5) Digital Assistant systems, (6) Technical Assistant systems, (7) Integrated transparent value chain, (8) Autonomous intralogistics, (9) Predictive maintenance, (10) Data driven decision making, (11) Data-enabled resource optimisation, (12) Track and trace, (13) Smart Product, (14) Digital Human Resource Management, (15) Digital Marketing, (16) Digital Procurement.

3.2 Learning platform

Adequate Learning Management Systems were researched and resulted in 8 of 15 software programs, which were compared by functions and costs. Main focus was on an open source solution with a wide active community for continuous free support and sustainable development as well as a high level of user friendliness (e.g. navigation, upload/download of material, easy allocation of roles/permissions, different menu languages, etc.) and functionality (e.g. closed/public area, glossary module, search options, personal desktop). Regarding all requirements for BITTMAS project the comparison of the Learning Management Systems resulted in two favourites: ILIAS and Moodle. Since certain optional peripherals and support from third parties can cost money regarding the use of Moodle and there is already an expertise in using ILIAS at Reutlingen University (host of the BITTMAS platform), project partners decided to choose ILIAS as BITTMAS Learning Management System.

3.3 Information and training material

3.3.1 Literature library

To provide the BITTMAS users with topic specific up-to-date literature sources, researched and collected documents were categorised into the following three divisions and were implemented at the learning platform as a data table including filter option for each criteria:

- Application Guides: Technologies, Business models, Available resources (funding etc.), Good practice
- Studies: White papers / Standards, Strategic papers, Applied statements
- Sectors: Automotive, Logistics, Health care, Electronics, Agriculture, Maintenance, Knowledge, Economy, IT, Finance

It was originally planned to provide free available documents as downloads, but copyright reasons prevented the implementation. As a consequence a web link, which refers to the original source of the respective publication, was added to the library.

3.3.2 Video gallery

Additional to the identified documents in the different areas the partners decided to make use of other sources of information which are available and complement the SME specific approach. All partners were looking for videos which are useful to pass on basic or advanced knowledge concerning Industry 4.0. and Internet of Things aiming for an improved understanding of digitalisation processes. 32 videos were categorised in basic and advanced knowledge and were implemented in the BITTMAS learning platform.

3.3.3 Glossary

A glossary of terms with definitions in the frame of digitalisation and smart systems was agreed upon the partners as a by-product to contribute to a common understanding by developing definitions. The glossary includes so far 40 definitions of terms in the fields of Digitalisation and Industrie 4.0.
3.3.4 Coaching and training modules

Once the user has identified a suitable concept, he can acquire, refresh, expand and test knowledge about the concept with the help of the 16 coaching and training modules provided by the learning platform. In order to ensure an optimal and individual knowledge transfer to the potential BITTMAS users regarding to the 16 digitalisation concepts, the partners designed a tailored user-oriented learning path. Starting with an introduction including definitions and demonstration of the benefits or advantages and disadvantages, the user should gain a rough understanding of the terms and areas of application of the respective digitalisation concept. Furthermore, a meaningful use case and the corresponding respective enablers are illustrated, so that the user gets a first impression regarding to the scope, the effort, the chances and challenges of an exemplary implementation of the digitalisation concept. Additionally use cases, road maps, references and literature sources as well as a final test to review and monitor the learning progress round off the coaching and training modules.

4 SELF ASSESSMENT DIGIPOTAS

BITTMAS solution to determine potential for digitalisation and smart systems of SME is based on a Maturity Model that led to a self-assessment tool named “DigiPotAS” (= Digital Potential Assessment).

4.1.1 BITTMAS Enabler

The basic idea of the BITTMAS potential self-assessment is based on a comparison of the technological requirements (status quo) of a company with the "enabler" technologies still required to enable the application of innovative concepts of digitalisation, which subsequently leads to a recommendation for action. In order to determine the influencing technologies (enabler) of a digitalisation potential, a common definition of each individual digitalisation concept must exist. In this respect, BITTMAS consortium has developed a description for each concept, which indicates the necessary technologies for implementation.

1) Digital twin of the factory: The digital twin of the factory helps to plan, design and construct the factory building and infrastructure.

2) Digital twin of the production asset: A digital twin of one or more production assets is used for design, virtual start-up and ongoing operation.

3) Smart Factory: Smart Factory refers to a production environment that ideally organizes itself without human intervention. This includes production facilities and logistics systems. Core components are cyber-physical systems and intelligent networking based on the Internet of Things (IoT).

4) Decentralised & Flexible value creation: Use of flexible, modular production assets instead of traditional production lines.

5) Digital assistant systems: Visualisation and automation of factory processes, for example with mobile applications (apps) combined with virtual and augmented reality solutions like tablets or digital glasses.

6) Technical assistant systems: New technical assistance systems like exoskeleton suits can be used to aid workers on the assembly line or warehousing.

7) Integrated transparent value chain: Integrated planning and scheduling systems within the factory from machine level over Manufacturing Execution System (MES) to Enterprise Resource Planning (ERP) systems.

8) Autonomous intralogistics: Factory systems capable of operating and performing logistics activities without human intervention.

9) Predictive maintenance: Remote monitoring of dynamic condition of machines with help of sensor data and big data analytics to predict maintenance and repair situations.

10) Data driven process/quality optimisation: Big data analyses can help to detect patterns in production or quality data and provide insights to optimise processes or product quality.

11) Data-enabled resource optimisation: Data-enabled optimisation of energy and resource consumption through intelligent data analyses and controls, e.g. energy or pressurised air management in facilities based on actual demand and/or supply.

12) Track and trace: Location of products and raw material within the factory is tracked via sensors and integrated into a data platform connected to internal systems such as MES/SES or ERP systems.

13) Smart Product: Smart products are products that are capable to do computations, store data, communicate and interact with their environment.

14) Digital Human Resource Management: Human Resource Management is strongly influenced by increasing flexible production systems as well as by new services offered.

15) Digital Marketing: Improving sales by the use of new technologies and concepts for example in the area of Marketing Automation.

16) Digital Procurement: Use of Internet technology for facilitating operative procurement processes, such as ordering, as well as sourcing tasks, e.g. web-based supplier search or eAuctions.

After the 16 potential concepts were determined, it was necessary to define suitable enablers. An extensive research and coordination approach with all partners led to the following 10 enabler technologies as requirement for the application of the

Next step was to research/determine the correlation of the identified 10 enablers to the identified 16 digitalisation concepts.

4.1.2 BITTMAS Maturity Model
The BITTMAS Maturity Model serves to make a holistic statement about the degree of progress of the digitalisation process related to a company or an organization on the basis of a self-assessment in different categories. To determine the maturity levels and based on the 10 enablers, the project partners have developed 42 criteria, e.g. “level of implementation of operational / environmental data & sensors”, that can be assigned to the categories Enabling Technologies, Data & Information, Value Creation Process, Products & Services and Customers & Partners. The selected individual categories of the BITTMAS Maturity Model are derived from the Industry 4.0 Maturity Model by [20] and oriented on the one hand to the question of the existence of various technological and process-related prerequisites for penetrating digitalisation in the company and on the other hand to their comprehensive use in the areas of the company relevant to sales and thus success - namely value creation, product and service design and customer and supplier communication.

- Specifically, the Enabling Technology category examines the presence and coverage of basic technologies in the company, including identification and communication technologies, IT infrastructure and end devices.
- The category Data & Information queries the digitalisation status of company information and the use of data for company management, in particular corporate decision-making.
- The Value Creation Process examines the degree of implementation of value-added digitalisation applications, including automation, remote control and machine-to-machine communication.
- The Products & Services category deals with the use of digitalisation approaches by the product or services offered by the company.
- The Customers & Partners category essentially asks whether and to what extent the integration of external stakeholders takes place using digitalisation.

4.1.3 BITTMAS Maturity Levels and Evaluation
Each criterion, e.g. “the level of implementation of operational / environmental data & sensors”, has 4 possible criteria values, whereby the respective applicable one is determined by the evaluating company. Each of the four criteria values represents one of the four delinearized BITTMAS maturity levels (0-3). All questions, answers as well as the logic, defined by the correlation matrix and the maturity model, were transferred into a self-developed online tool, which was developed and optimized from the beginning for the usage with mobile devices (tablets, mobile phone) in addition to a conventional use of a desktop or notebook. An evaluation of all 42 criteria leads to the determination of the digitalisation maturity level of the organization in each of the individual digitalisation-relevant categories and also allows the determination of the overall maturity level, represented by spider web diagrams.

5 SELF ASSESSMENT DIGISURA
If the BITTMAS user decides to implement one of the concepts, he can use the additional BITTMAS self-assessment Digital Transformation Support Requirements Assessment (=DigiSuRA) to determine further supporting requirements for digital transformation. The assessment of specific support needs for the digitalisation transformation of the given organisation is a self-assessment designed along the Criteria and Part-Criteria (Enablers: Leadership, People, Strategy, Partnerships & Resources, Process, Products & Services, Results: People Results, Customer Results, Society Results, Business Results) of the European Excellence Model, as propagated by CAF and EFQM [21]. It uses a strongly reduced set of questions compared to the original Model and allows a fast overview of the organisations current position with a focus on those areas and activities that are important for or involved in the upcoming digital transformation projects. Identified areas with support requirements can be supplemented with support project/process suggestions and these then subsequently priorities for implementation and expanded into project assignments for realisation by the designed project.

6 SUMMARY AND OUTLOOK
The BITTMAS tools presented within this publication enables the user:

- to determine a suitable digitalisation concept by carrying out a self-assessment for potential analysis (BITTMAS self-assessment DigiPotAS).
- to generate knowledge on digitalisation, especially in relation to SMEs, via the BITTMAS learning platform and the literature library, video gallery and glossary provided with it (BITTMAS learning platform).
- to learn 16 digitalisation concepts via trainings and coaching modules with definitions, benefits, enabler description, example uses cases and review or test (BITTMAS coaching and training modules).
* to self-assess and determine further requirements for digital transformation at company or process level (BITTMAS self-assessment DigiSuRA).

The three-year project BITTMAS will be completed in August 2019. After the creation, implementation and fine-tuning of the various BITTMAS tools, further projects steps are focused on pilot user support as well as the validation and fine-tuning aiming the final BITTMAS release candidate and conducted by dissemination activities.
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Abstract
Growing population and demographic change lead to an increasing demand for medical products. In addition, ever shorter product life cycles and emerging legal requirements call for frequent product changes and process adaptations. The combination of these trends results in major challenges for technology planners in medical industry, due to the required cost and time consuming recertification of products and processes after conducted changes and adaptions. To address these challenges, a systematic methodology to derive, analyse and evaluate process adaptation alternatives and their change propagation for manufacturing and inspection sequences in medical industry is presented. The methodology is validated using a case study from medical industry.
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1 INTRODUCTION
Product changes and process adaptions pose a special challenge in medical industry, due to mandatory time and cost consuming recertifications [1]. Therefore, the identification, analysis and selection of process adaptions is of particular importance. The demand to solve the stated challenge arises from the strong growth of medical industry. This growth is exemplarily represented by the worldwide medical technology sales, which grew from $308 billion in 2009 to $403 billion in 2017 by 30 % [2]. Based on the complexity of the challenge and the strong demand to solve it, effective and efficient dealing with product changes and process adaptations in manufacturing of medical products is a topic of high relevance for today’s research and industry.

An integrative methodology to identify, analyse and evaluate process adaption alternatives for manufacturing and inspection sequences (MIS) in medical industry is presented in the following. The core elements are the identification of adaption alternatives, the analysis of change propagation within the existing MIS and the economic evaluation of the identified adaption alternatives, to generate a basis for decision making. The integrative character of the methodology is derived from the combined study of manufacturing and inspection processes and their interdependencies. This is done to exploit cost saving potentials originating from the high ration of inspection costs on the overall production costs, which is another particularity of medical industry [3]. Finally, the methodology’s applicability and usefulness is validated using a case study from medical industry. In the following, the expression change refers to products while adaption refers to processes if alterations are made.

2 STATE OF THE ART

2.1 Terms and scope of the methodology
The term Manufacturing Change Management (MCM) was addressed for the first time by ProSTEP IVIP E.V. in 2014 [4]. MCM was derived from the more established Engineering Change Management (ECM), for which a variety of scientific publications already exists. The state of the art for ECM has been summarized by Ullah et al. [5]. The difference between ECM and MCM is the object of change. While ECM focuses on alterations made to a product, MCM focuses on alterations made to a factory [6]. MCM is a relatively new field of research that has not yet received much attention. However, the increasing number of scientific publications underlines the relevance of this field of research. In some publications, the terms ECM and MCM are not clearly delimited, which means that both subjects must be considered in order to examine the existing literature holistically [7]. This paper is based on the definition by Koch, who states “Manufacturing Change Management refers to organizing and controlling the process of making alterations to a factory” [6]. To give a concise but scientifically sufficient review on the existing literature, the following state of the art describes different types of approaches in ECM and MCM in general and their drawbacks to solve stated challenge. Subsequent, a more detailed description is given for approaches being closer to the scope of the presented methodology.

2.2 Existing models and methodologies
There is a variety of models and methodologies describing the superficial dealings with changes in production. Partially they do not only focus on manufacturing and inspection, but also on organizational and socio-technical aspects. One example for this is the Generic Change Process according to Jarratt et al. The Generic Change Process consists of six steps,
starting from a change trigger and completing with a review of the conducted change process [8]. Another approach to handle changes in production was presented by AZAB ET AL. The approach does not contain a stepwise procedure and draws attention to economic changes like fluctuating batch sizes instead of product changes [9]. Although these methodologies and approaches offer guidance coping with changes in production, their level of detail is too low to be used in medical industry. Adaption alternatives are not specified enough and therefore their impact on the product’s characteristics is not part of the investigation, leading to a lack of information for the required certification of processes. More superficial models and methodologies lacking a high level of detail can be found in the prevailing literature review in [7].

In addition, more detailed approaches exist, focusing on the adaption of separate processes in production. KARL and REINHART presented a methodology to reconfigure manufacturing resources in general, including a software supported algorithm to generate alternative reconfigurations [10]. HOANG ET AL. developed a similar approach to generate adaption options for machine tools, focusing on the interdependencies between products, processes and resources as well as on the impact analysis for adaptions [11]. Another approach was developed by MARKS ET AL. Containing the generation of adaption options as well, the approach also consists of a producibility check for a requested change, which is based on a skill model of the considered production system [12]. Recent scientific models and methodologies to support technology planners in adapting separate manufacturing resources offer promising insights and are used in the presented methodology to adapt manufacturing and inspection sequences. Nonetheless, they cannot be used as a stand-alone solution for adapting MIS in medical industry due to the missing consideration of cross-process interactions. An investigation of single adoptions, without considering the adaptions’ impact on the whole MIS does not enable a sufficient information acquisition on the affected product characteristics and their alterations to ensure the product’s full functionality for certifications.

Beyond the presented approaches, there are further scientific publications dealing with MCM from different perspectives and levels of detail. The most relevant existing scientific publications in the field of MCM and the scope of the presented methodology are shown in figure 1. For their application to implement product changes through process adaptions in medical industry, these approaches partially lack in four fundamental requirements. Their degrees of fulfillment are depicted in figure 1 for each relevant approach. These requirements are a sufficient level of detail to support certifications by detecting all affected product characteristics and their alterations (R1), the integrative design of manufacturing and inspection (R2), the containment of a holistic change impact and propagation analysis (R3) as well as a fundamental methodical procedure (R4).

<table>
<thead>
<tr>
<th>Approach according to</th>
<th>Year</th>
<th>Ref.</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
</tr>
</thead>
</table>

Figure 1 - Suitability of existing MCM approaches.

3 OBJECTIVE

Main objective of the conducted research is the development of a methodology to support technology planners in adapting manufacturing and inspection of medical products, so that required product changes can be implemented in a cost-optimized way. To reach this objective, the level of detail of the derived adaptions must be high enough to investigate their influence on the whole MIS and all functionally relevant characteristics of the product (R1 & R2). This level of detail and the analysis of impacts and propagations of adaptions is necessary to support a successful recertification of the MIS. Furthermore, the adaption of manufacturing and inspection has to be realized in an integrative manner to give respect to the high amount of inspection costs in medical technology and allow a cost optimized adaption (R3). Foundation for the conducted research was the development of an approach containing a systematic and methodical procedure to ensure the research findings are applicable for practical real world applications (R4). The methodology developed with respect to these objectives is presented in the following.

4 METHODOLOGY

The developed methodology is divided into five steps (cf. figure 2). In each step, models and methods are used that have been newly developed or adapted based on existing approaches. The steps as well as all used models and methods are described inside the following subsections. Due to the scope of this publication, the main purpose is to present the concept of the methodology holistically and not to give an in-depth description of every single step. Elaborated descriptions of all steps, models and methods will be content of future publications.
4.1 Specification of changes and adaptations

Purpose of the first step is the specification of changes in terms of breaking down unprecise required product changes to quantifiable changes of characteristics. In addition, product changes and process adaptions that are prohibited are set. Therefore, a descriptive model for product changes and another one for process adaptions were developed. The descriptive model for product changes is structured hierarchically. In reference to KLOKE ET AL., the first level is represented by the classes macro geometry, micro geometry and material properties [28]. These classes are comprised from subclasses. For example, the subclasses in the class macro geometry are size tolerance, shape tolerance, position tolerance and dimensions. These subclasses contain specific and quantifiable product characteristics like flatness or length. By assigning unprecise product changes to classes, then to subclasses and finally to characteristics, they are specified in a quantifiable manner, which is essential for further steps. For instance, an unprecise required product change like "smoother surface" is assigned to the class micro geometry, to the subclass roughness parameters of a surface and to the characteristic mean arithmetic height to become quantifiable. If a product change can be assigned to more than one class, subclass or characteristic, it is divided into separate product changes for further steps of the methodology. The functionality of the descriptive model for changes is depicted in figure 3.

Besides specifying product changes, it is possible to mark classes, subclasses or characteristics that are prohibited to change within the descriptive model for changes. These restrictions represent boundary conditions for the following steps. Restrictions are also set within the descriptive model for process adaptions. It is structured hierarchically as well, consisting of three classes, which contain several adaptions. The classes are control level, machine level and structure level. Within these levels, different adaptions like parameter change (control level), tool change (machine level) or process substitution (structure level) exist. Comparable to the descriptive model for changes, restrictions can be set hierarchically for processes (first level) for classes (second level) or single adaptions (third level).

4.2 Modeling of the existing MIS

To derive adaptation alternatives and to investigate the impact and propagation of an adaption, the considered MIS and the existing interdependencies within it are modeled. To model complex systems and interdependencies, a Design Structure Matrix (DSM) was used in different approaches dealing with MCM (e.g. [11]). Since DSM has proven to be a suitable tool, it is adjusted and used for deriving adaptation alternatives and analyzing their impact and its propagation in the presented methodology as well.

To model a MIS through a DSM, every manufacturing process, inspection process and defined product characteristic is assigned to a column and a row of the DSM. Following, the interdependencies between all elements are entered into the matrix. If a row element influences a column element, the value 1 is entered into the corresponding field of the matrix. If there is no influence, the value 0 is entered. In addition, unintentional effects, like scratching surface while measuring its roughness by a tactile surface profilometer (TSP), have to be included as well by entering the value 1 into the field corresponding to the row "tactile surface profilometer" and the column "surface roughness". An excerpt of a modeled MIS is shown in figure 4.

Milling and polishing influence the characteristics roughness and edge radius, while tactile surface measurement only influences the roughness. The roughness influences the polishing process, because changing the roughness before the process leads to a changed roughness after the process, if no adaptions are made. The roughness also influences the
tactile surface measurement due to possibly necessary adaptations of the inspection process after changing the surface roughness (e.g. using a different measuring tip). The given example is not universally valid for every MIS consisting of the depicted processes, but it illustrates how MIS are modeled through a DSM. The matrix's content is defined application-specific.

### 4.3 Selection of adaptations

In the third step of the methodology, the restrictions set in step one and the modeled MIS from step two are used to select adaptations, which are capable of implementing the specified product change. Therefore, all adaptations within the descriptive model are specified for concrete processes and examined regarding their technological capability to implement the required product change, as long as they are not subject to a restriction.

To detect processes influencing the considered product characteristic, the MIS model's column of this characteristic is searched for ones in the first place. Referring to the example in figure 4, the surface roughness could be changed by adapting the polishing or the milling process. Following, the general adaptations from the descriptive model are specified for every identified process influencing the considered product characteristic. For the exemplary polishing process, this means general adaptations like parameter change or tool change are specified to increasing polishing time or using a different polish. These process-specific adaptations are examined for their technological capability to change the characteristic expediently. For instance, adapting the feed rate of the milling process can be a possible way to reduce the surface roughness, while using a different lubricant coolant may not. The evaluation of the technological capability is always case-specific for every MIS and has to be done by process experts and technology planners.

After identifying technologically feasible adaption alternatives, these alternatives are subject of a pre-evaluation. The pre-evaluation is an optional step of the methodology and is used to reduce the amount of adaptation alternatives to investigate in further steps. A well-suited method is the Analytic Hierarchy Process (AHP) according to SAATY [29]. Adaptation alternatives are evaluated against multiple weighted criterions, hence a utility value for every alternative is calculated. By defining a threshold utility value, adaptation alternatives are suspended for the following steps of the methodology.

### 4.4 Impact and propagation analysis

The impact and propagation analysis for adaptations marks the fourth step of the methodology. All previously selected adaption alternatives undergo a detailed investigation. This is done to get a holistic comprehension on the necessities to implement the required product change, without endangering the product's functionality or harming any restrictions.

Besides planned changes of characteristics, unplanned changes caused by adaptations and the efforts to compensate them have to be considered.

For the impact and propagation analysis, an algorithm was developed, which investigates the consequences of an adaption based on the modeled MIS and expert knowledge (cf. figure 5). The algorithm consists of a complex if-else-interlacing, whereby the boolean-conditions for the if-statements depend on expert user input. Starting from the row of the considered adaption, the algorithm searches the MIS model's rows and columns for ones, to identify potential unintended characteristic changes and optional processes to counteract them. Since the value 1 within the model only describes a general impact, a user input was implemented into the algorithm, to determine if a characteristic change through the specific considered adaption or not. If a change occurs, it is checked whether it can be accepted. If the change is not acceptable, another adaption is needed to compensate this change. For compensating adaptations, the algorithm is executed again. Due to the main purpose of this publication, to introduce the holistic concept and the functionality of the methodology, the algorithm is not explained in more detail. Further publications dealing only with the impact and propagation algorithm will follow.

Outcome of the algorithm's application is a propagation path for every analysed adaption. The path describes every needed process adaption and characteristic change, to implement the initially required product change while ensuring the product's full functionality (cf. figure 5). This propagation path is an essential input for the economic evaluation in step five.

### 4.5 Economic alternative evaluation

The last step of the developed methodology is an economic evaluation of the analysed adaption alternatives. The evaluation serves as a basis for decision-making for choosing an alternative.

For the economic evaluation, not only the investment costs of adaption alternatives but also the changed production costs per product are subject of consideration. Within the presented methodology, the cost model according to KLOCKE ET AL. is used [3]. It takes both manufacturing and inspection costs into account and has a highly integrative character. Further, it is possible to extend the model by...
additional cost factors to adjust it to case specific applications.

The overall result of the methodology’s application are generated, analysed and evaluated adaption alternatives to implement a required change of a medical product. Conclusively, technology planners are enabled to choose a cost optimized alternative while ensuring the product’s full functionality and therefore supporting its recertification.

5 CASE STUDY

For the case study, the manufacturing of a heart assistant pump’s lower case was investigated. The heart assistant pump is an implant to extend the natural functionality of a heart, to bridge the wait for a donor heart. As blood flows through the lower case, a high blood compatibility (hemocompatibility) is mandatory. Therefore, the required product change for the case study is smoothing the surface to improve the hemocompatibility.

In step one, the descriptive model was used to specify the required product change to an alteration of the product’s characteristic arithmetic average roughness \( R_a \) from 0.1 \( \mu \text{m} \) to 0.08 \( \mu \text{m} \). Further, changes of the macro geometry and adaptions to the structure and machine level were permitted. The considered MIS was modeled in step two. The MIS consisted of the manufacturing processes milling, drilling, lapping, polishing and inspections through a coordinate measuring machine, tactile surface profilometer, laser microscope as well as all relevant product characteristics. To reduce the roughness, the adaptions feed rate reduction for milling and machining time increase for polishing were selected in the third step. These adaptions were analysed for their impact and propagation in step four. For milling, no relevant unintended changes were found, whereas for adapting the polishing process, an unintended increase of an edge radius was identified, which had to be counteracted by adapting the NC-program of the milling process. In addition, the measurement cycle of the laser microscope had to be adapted, to measure the reduced \( R_a \) value with the same measurement accuracy as before. In step four, both alternatives were evaluated economically. The main cost driver was the increased manufacturing time for both alternatives. As a conclusive result, the adaption of the polishing process was found to be slightly cheaper than adapting the milling process. This difference in the cost-effectiveness represents the aimed basis for decision-making.

6 CONCLUSION

The presented methodology enables technology planners to identify, analyse and evaluate process adaptions to implement required product changes in a cost-efficient way and ensuring the product’s full functionality. The first requirement for a high level of detail (R1) is realized through investigating product changes and process adaption on a product characteristic level. A holistic impact and change propagation analysis (R2) is put into place through the usage of the developed algorithm. A high level of integrativity between manufacturing and inspection (R3) is ensured by conducting manufacturing and inspection process equally within the impact and change propagation analysis as well as by using an integrative cost model for the economic evaluation. The last requirement for a methodical procedure (R4) is fulfilled through the stepwise and sequencing structure of the methodology. Conclusively, the case study based validation proofed the practical applicability of the methodology beyond artificial research conditions.
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Abstract
In order to keep pace with growing demands in terms of short product life cycles, more diversity of variants and a growing competitiveness on world markets, companies must be able to recognise potentials and problems in their manufacturing processes as well as in their logistic processes as fast as possible. To achieve a high manufacturing and logistic performance and high customer satisfaction, the implementation of key performance indicators (KPIs) and Logistic Models serves as an important clue for past, present and future developments in terms of strategic and operational target compliance. Through applying KPIs and Logistic Models, the relevant process data is compressed, summarised and used to reduce the analytical work to identify deficiencies and improve the decision making process. The availability of real-time data and its processing capabilities offer opportunities for an enhanced application of Logistic Models and KPIs. The contemplated hierarchy levels in manufacturing companies are the executive manager, the shop floor manager and the worker on the shop floor. Relevant KPIs and Logistic Models are chosen to fit the specific needs of these different roles and are assessed regarding their real-time capabilities. This paper evaluates real-time capable performance measurement systems and can be used to choose KPIs and Logistic Models for an enhanced manufacturing operations management.
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1 INTRODUCTION
Change is a constant companion in the economic environment. Often seen as a critical factor it can also create new opportunities; to stand out from ones competitors. The ability to react or to foresee sudden changes in the production offers new possibilities to upscale the performance of a company. Logistic Models are used in this context to show the status or the development of production processes. These Logistic Models need to represent the important aspects of the considered company to improve the success of the company, which is done by using KPIs. [1]

Performance is the key to economic success. Performance measurement anyhow is failing in many organisations worldwide. Either the measures are not linked to the critical success factors of the organisation or their reviews are not constantly maintained. Hence, KPIs need to be emplaced, that constantly represent the critical success factors of the evaluated organisation. Only what is measured can be improved. Measurement furthermore allows people to recognise progress and focuses the attention on important issues. It improves objectivity and understanding of the decision making process. The processing and analysis of KPIs in real-time enables the organisation to react as fast as possible to incidents and to adjust the production program accordingly, with minimal impact on the customer. Therefore, companies need a system, which integrates Logistic Models and KPIs with real-time capability, for production planning and control systems regarding the individual operator characteristics. [2]

2 THEORETICAL FUNDAMENTALS
The following subsections declare the important vocabulary regarding KPIs and real-time data collection. In addition, the operator characteristics and hierarchy levels in a company are introduced. Furthermore, Modern Logistic Models, which can add to Key Data Systems and operate in a real-time environment are presented and elucidated by figures.

2.1 Logistic Objectives
A fair balance between the four logistic objectives Throughput Time, Delivery Reliability, Stock and Capacity Utilisation is necessary in a dynamic economic production environment [3]. Furthermore, flexibility and transparency are getting more important and can also be treated as target criteria. To describe logistic objectives, KPIs and Logistic Models can be chosen and related to these objectives to create a Key Data System.

2.2 Real Time
The concept of real-time describes the capability of a system to react almost at the same time an incident happens, so a response can take place before the system gets affected by the incident. Therefore, the information must be recorded at the Point of Creation
(POC) and immediately used at the Point of Action (POA), where decisions are made and implanted. The collected real-time data will be individually defined for each company and secured in a central database [4]. In this case, real-time means to sense changes in the production and react before the production system suffers from these changes. Therefore, four different data renewal intervals have been defined:

- Real-time data collecting,
- Daily data collecting,
- Monthly data collecting,
- Yearly data collecting.

Not all data is collected in real-time, because real-time data collecting is in many cases too expensive, in comparison to its potential benefits [5]. The potential benefits lie more precise production planning, founded on actual production data, and in the possibility of fast reactions to incidents, based on previous collected data, before or almost at the same time they occur. A more precise planning allows an optimised utilisation of resources and fast reactions decrease potential productivity losses caused by breakdowns [6].

2.3 Operator Characteristics

Hierarchy levels in companies are based on their individual needs and tasks [7]. In order to relate every KPI and Logistic Model to a hierarchy level, three different operator characteristics have to be identified. These three operator characteristics: worker at the shop floor, the shop floor manager and the executive management are divided by their planning and acting horizon, which decreases from the top to the bottom in the company hierarchy. [8]

- The executive management acts and plans towards a long-term future and defines the desired targets. The executive manager also splits the main target into smaller targets for each shop floor manager.
- The shop floor manager acts and plans towards a mid-term future and reports actual target compliance to the executive manager. The targets he receives from the executive manager are being transformed into short-term targets for the worker at the shop floor.
- The worker at the shop floor only acts towards a short-term future and reports actual targets to the shop floor manager.

2.4 Key Performance Indicators and Key Data Systems

A Key Performance Indicator is a quantified, compressed information about a specific situation which includes a large influence on the production process. It can be used for production planning and controlling, to reduce the data volume and to facilitate the decision making processes. The application of KPIs also creates transparency because every decision based on these KPIs is based on actual production data [8, 9]. To allow a comprised survey of the status in a company, different KPIs can be combined to a Key Data System [9, 10]. A Key Data System based on KPIs, which are related to logistic objectives, enables the company to track one individual logistic objective without disregarding the other.

2.5 Logistic Models

Several papers by the Institute of Production Systems and Logistics present Logistic Models to show interrelations between logistic objectives. Regarding a real-time environment the following Logistic Models need to be considered. These three models allow the user to calculate KPIs and the effect of changes in the production system concerning the logistic objectives based on material flow data.

- The Throughput Element (Figure 1) defines the Throughput Time and its components, which are the inter-operation time and the operation time. Subsections of the inter-operation time are the post-processing waiting time, the transport time and the pre-process waiting time. The operation time can be divided into the set up time and the processing time. Target times can be defined for each section of the throughput element and can be constantly compared to the time each step actually needed in order to evaluate performance and to find areas for improvement. [1]
- The Throughput Diagram (Figure 2) is a graphic representation of the Funnel Model and it shows the system performance. Therefore it assumes that every capacity unit in the production can be comprehensively described through the input, stock and output by comparing the planned and finished work hours to the Shop Calendar Days (SCD). It enables the user to quickly determine the input rate, the output rate, the stock and the reach of a production unit or workstation and gives an overall view of its capacity utilisation. Furthermore, the adherence to delivery dates can be integrated with an application of target and actual output rate. [1, 11]
The Schedule Variance Histogram (Figure 3) is based on the Throughput Diagram. It shows the distribution of all orders which have been put through a certain workstation over a defined period of time, regarding their deviation from the specific due date. The bar chart visualises the relative frequency of the orders, while the line in the diagram shows the accumulated frequency. Hence, deficiencies regarding delivery reliability can be easily identified and countermeasures can be initiated before the backlog gets too big and other workstations or the delivery due date to the customer is affected. [1]

3 ENHANCED OPERATIONS MANAGEMENT BY REAL TIME KEY PERFORMANCE INDICATORS AND LOGISTIC MODELS

In the following sections, relevant KPIs are selected and combined to create Key Data Systems to measure the defined logistic objectives of a production operation (c.f. 2.1). Afterwards the real-time capabilities of the identified KPIs and their Key Data Systems are evaluated and set into relation to specific operator levels. In addition, Data collection intervals for the selected KPI are proposed. In combination with Logistic Models it is possible to define an enhanced operations management, which is defined by KPIs and Models on recurring intervals on every hierarchy level in the company.

3.1 Creation of Key Data Systems by selection of Key Performance Indicators for the logistic objectives

Different Key Data Systems have been created with the intention to describe and analyse the status of the production and to show hidden potentials. To describe the stock as a logistic objective, the following six KPIs have been chosen: Stock, Turnover Rate, Stock Safety Level, Stock Safety Level Reliability, Store Range and Material Availability. This combination of different KPIs concerning the stock as a logistic objective focused on low stocks without risking a break in material flow. It is shown in Table 1. [12, 13]

<table>
<thead>
<tr>
<th>Logistic objective</th>
<th>KPI</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock</td>
<td>Stock</td>
<td>$stock_{t-1} + inflow_t - outflow_t$</td>
</tr>
<tr>
<td></td>
<td>Turnover Rate</td>
<td>$\frac{outflow_t}{stock_t}$</td>
</tr>
<tr>
<td></td>
<td>Stock Safety Level</td>
<td>$\text{replenishment time} \times \text{consumption}$</td>
</tr>
<tr>
<td></td>
<td>Stock Safety Level Reliability</td>
<td>$\frac{\text{Days within Stock Safety Level}}{\text{Days}}$</td>
</tr>
<tr>
<td></td>
<td>Store Range</td>
<td>$\frac{\text{stock}}{\text{consumption}}$</td>
</tr>
<tr>
<td></td>
<td>Material Availability</td>
<td>$\frac{\sum \text{production orders in schedule}}{\sum \text{production orders}}$</td>
</tr>
</tbody>
</table>

Table 1 - Key Data System: Stock

The logistic objective capacity utilisation is described by the six KPIs: Capacity Utilisation, System Availability, Efficiency Rate, Quality Ratio, Overall Equipment Efficiency (OEE), which includes the system availability, the efficiency rate and the quality ratio, and Total Effective Equipment Performance.
(TEEP) which extends the OEE by the actually use capacity regarding the theoretical capacity. This Key Data Systems represents the idea of Total Productive Maintenance (TPM) by Nakajima and an additional view on unused capacities like the possibility of additional shifts. This Key Data System is shown in Table 2. [13–15]

To create a Key Data System for analysing the logistic objective Throughput Time, three KPIs have been chosen: Throughput Time, Throughput Time Deviation and Due Execution Time. With these KPIs the value adding processes can be described and put into relation to the total Throughput Time. In addition, potentials for optimisation can be identified and evaluated [1, 16, 17]. This Key Data system is shown in Table 3.

<table>
<thead>
<tr>
<th>Logistic objective</th>
<th>KPI</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity Utilisation</td>
<td>System Availability</td>
<td>= \frac{\text{actual output}}{\text{theoretical output}} \times \frac{\text{work time}}{\text{operation time}}</td>
</tr>
<tr>
<td></td>
<td>Efficiency Rate</td>
<td>= \frac{\text{target production time}}{\text{operation time}} \times \frac{\text{good parts}}{\text{parts}}</td>
</tr>
<tr>
<td></td>
<td>Quality Ratio</td>
<td>= \frac{\text{good parts}}{\text{parts}} \times \frac{\text{used capacity}}{\text{theoretical capacity}}</td>
</tr>
<tr>
<td></td>
<td>Overall Equipment Efficiency (OEE)</td>
<td>= \text{OEE} \times \frac{\text{used capacity}}{\text{theoretical capacity}}</td>
</tr>
<tr>
<td></td>
<td>Total Effective Equipment Performance (TEEP)</td>
<td>= \text{OEE} \times \frac{\text{used capacity}}{\text{theoretical capacity}}</td>
</tr>
</tbody>
</table>

Table 2 - Key Data System: Capacity Utilisation

<table>
<thead>
<tr>
<th>Logistic objective</th>
<th>KPI</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput Time</td>
<td>Time</td>
<td>= \text{order_end} - \text{order_start}</td>
</tr>
<tr>
<td></td>
<td>Deviation</td>
<td>= \frac{\text{Throughput Time}<em>{\text{actual}}}{\text{Throughput Time}</em>{\text{target}}}</td>
</tr>
<tr>
<td></td>
<td>Due Execution Time</td>
<td>= \frac{\text{Execution Time}}{\text{Throughput Time}}</td>
</tr>
</tbody>
</table>

Table 3 - Key Data System: Throughput Time

With the KPIs Due Date Reliability and Schedule Deviation the logistic objective Delivery Reliability can be analysed and optimised. These two KPIs measure the accuracy of the production planning regarding the delivery dates. The schedule deviation can also be used between two machines as well as to track the timeline of an order through the production, to identify time-critical processes [12]. The Key Data System delivery reliability is shown in Table 4.

<table>
<thead>
<tr>
<th>Logistic objective</th>
<th>KPI</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Due Date Reliability</td>
<td>= \frac{\sum \text{deliveries in schedule}}{\sum \text{deliveries}}</td>
</tr>
<tr>
<td></td>
<td>Schedule Deviation</td>
<td>= \frac{\text{start of production}<em>{\text{target}} - \text{start of production}</em>{\text{actual}}}{\text{target}}</td>
</tr>
</tbody>
</table>

Table 4 - Key Data System: Delivery Reliability

Transparency as logistic objective describes the ability to provide information about the status of a process or product [18]. This ability can be created by collecting and analysing data via KPIs and Logistic Models. There are also two KPIs which are indicators for transparency, the Data Renewal Interval and the order specific Work Progress. The small Data Renewal Interval means up-to-date production information by tracking the Work Progress. There is always a current state of progress for each order. The Key Data System transparency is shown in Table 5.

<table>
<thead>
<tr>
<th>Logistic objective</th>
<th>KPI</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data Renewal Interval</td>
<td>= \frac{\sum \text{data collections in period}}{\text{given period}}</td>
</tr>
<tr>
<td></td>
<td>Work Progress</td>
<td>= \frac{\sum \text{finished production steps}}{\sum \text{production steps}}</td>
</tr>
</tbody>
</table>

Table 5 - Key Data System: Transparency

Flexibility describes the ability to react and adapt to occurrences in order to reduce possible negative impacts on production and logistic processes as fast as possible [19]. Therefore, the following three KPIs have been chosen: Delivery Flexibility, Every Part Every Interval (EPEI) and the Variant Flexibility. These KPIs rate the flexibility based on retained capacities as well as the flexibility in delivery dates and variants [17, 20]. The Key Data System Flexibility is shown in Table 6.
Table 6 - Key Data System: Flexibility

<table>
<thead>
<tr>
<th>Logistic objective</th>
<th>KPI</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Delivery Flexibility</td>
<td>$\frac{\sum \text{granted special orders}}{\sum \text{special orders}}$</td>
</tr>
<tr>
<td></td>
<td>Every Part Interval (EPEI)</td>
<td>$\sum \left( \frac{\text{setup time per variant}}{\text{production time}} \right)$</td>
</tr>
<tr>
<td></td>
<td>Every Interval (EPI)</td>
<td>$\sum \left( \frac{\text{lot size per variant}}{\text{available working time per day}} \right)$</td>
</tr>
<tr>
<td></td>
<td>Variant Flexibility</td>
<td>$\sum \text{economic fabricable variants}$</td>
</tr>
</tbody>
</table>

3.2 Evaluation of real-time capabilities and proposal for relevant hierarchies of the presented Key Data Systems

The introduced KPIs vary in their ideal data renewal interval and affect different hierarchy levels in a company. Stock as KPI is real-time capable and affects all three management levels. The executive and the shop floor management define target stocks whereas on the worker level the actual stock level is reported. A tracking in real-time allows fast reactions in both directions of the hierarchy level. Trouble in the manufacturing process forces stock levels to rise. Rising stock levels are often an indicator for problems like low efficiency rate and increasing work time per part.

Another real-time capable KPI is the Store Range. A real-time tracking allows the shop floor manager to optimise the store stock level in the conflict between low stocks and high capacity utilisation. Turnover Rate, Stock Safety Level, Stock Safety Level Reliability and Material Reliability are also KPIs, which affect the shop floor manager. The Turnover Rate and the Stock Safety Level Reliability should be checked monthly, because they are used to define a minimum stock, which should not be changed daily. The Stock Safety Level defines the minimum stock in the store and can be updated monthly because it does not track the stock level itself. Also, the Material Availability is a KPI, which creates benefits, by analysing the data of a greater time period. A real-time collection would not create additional benefits for these last five KPIs because all of them need a larger database to unfold their potential. Table 7 summarises these results.

KPIs which are related to the logistic objective Capacity Utilisation create a benefit, if they are generated and tracked almost in real-time. This is based on the fact, that every loss in Capacity Utilisation directly results in a lower cost effectiveness. Therefore, the OEE (consisting of: System Availability, Efficiency Rate and Quality Ratio) measures the losses due to quality, failures and reduced output rates. The OEE can be used to rate the efficiency of the system and is a tool for the executive manager to define targets. The shop floor manager can use the OEE and its components to regulate the system whereas the worker uses the Efficiency Rate and Quality Ratio to optimise his work in real-time. The TEEP is an indicator for unused capacities because of unassigned shifts and low system loads. It can be used monthly to illustrate possibilities for higher system capacities. The TEEP is also related to the executive manager to facilitate strategic decisions regarding the capacity of the facility. Table 7 summarises the Data Renewal Interval and the affected hierarchy level for Capacity Utilisation KPIs.

The Throughput Time and the Throughput Time Deviation can be tracked in real-time. The variation of the Throughput Time can be an indicator for impending problems in the production line due to machine failure, missing parts or wrong assumptions in the production planning process. The executive manager can use the Throughput Time to determine key figures. The shop floor manager needs reliable data to fulfil those key figures. Using the Throughput Time Deviation it is possible to analyse the variation between the key figures and the actual Throughput Time values. The worker can also use the Throughput Time Variation to analyse and adapt his work speed. The Due Execution Time analyses the value generating part of the Throughput Time and can be used as a tool in a monthly interval or in case the Throughput Time indicates a problem. Thus, the Due Execution Time is a tool used by the shop floor manager. Table 7 shows the data renewal interval and the affected hierarchy levels of the Throughput Time KPIs.

Delivery Reliability has been described with Due Date Reliability and Schedule Deviation. Both KPIs can be tracked in real-time to guarantee a fast reaction if problems with targeted delivery dates occur. The Due Date Reliability concerns the shop floor and the executive manager. The shop floor manager must attain the target Delivery Reliability, which is provided by the executive manager. The Schedule Deviation can be used by the worker to adjust the work speed or work order sequences and by the shop floor manager to regulate imminent delays. Table 7 shows the Data Renewal Interval and the affected hierarchy levels.

Transparency is created by collecting and tracking data and visualising and documenting it frequently. Therefore, the KPI Data Renewal Interval can be used as Target defined by the executive manager, in a yearly interval as a standard for data collection, tracking and reviewing. The work progress can be tracked in real-time, which also creates transparency towards the customer. It is an important KPI for the shop floor manager. If it is combined with delivery dates and milestones, he can regulate the production process. Table 7 shows the KPIs and affected
hierarchy levels, their data renewal intervals and their tractability in the Logistic Models.

The Flexibility is tracked with the KPIs Delivery Flexibility, EPEI (consisting of: the setup time, the production time and the lot size per variant in regard to the available working time per day) and the Variant Flexibility. The Delivery and Variant Flexibility are KPIs which are target values defined by the executive manager. Therefor the Delivery Flexibility must be updated monthly as sub-goals for the shop floor manager. Variant Flexibility is a meta goal, determined yearly or even longer. Companies not only have to change processes, but also adjust their goods, for example setting up a new production line, to ensure variant flexibility. The EPEI can be used as a tool by the shop floor manager to rate the Variant Flexibility in his production line. These Data Renewal Intervals, affected hierarchy levels and Logistic Models are shown in Table 7.

Table 7 - Evaluation of Data Renewal Interval and Hierarchy Levels for the presented Key Data Systems and Logistic Models

<table>
<thead>
<tr>
<th>Logistic Objective</th>
<th>KPI</th>
<th>Data Collecting and Tracking</th>
<th>Throughput Element</th>
<th>Funnel model and Throughput Diagram</th>
<th>Schedule Variance Histogram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stock</td>
<td>Stock Turnover Rate, Stock Safety Level, Reliability Range, Material Availability</td>
<td>R M B/M Y</td>
<td>X X partly</td>
<td>X</td>
<td>X partly</td>
</tr>
<tr>
<td>Capacity Utilisation</td>
<td>Capacity Utilisation, System Availability, Efficiency Rate, Quality Ratio, Gini, TEEP</td>
<td>R R R R M</td>
<td>X X partly</td>
<td>X</td>
<td>X partly</td>
</tr>
<tr>
<td>Throughput Time</td>
<td>Throughput Time, Throughput Time Deviation, Due Date Execution Time</td>
<td>R R M Y</td>
<td>X partly</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Delivery Reliability</td>
<td>Due Date Reliability, Schedul Deviation</td>
<td>R R Y</td>
<td>X X partly</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Transparency</td>
<td>Data Renewal Interval, Work Progress</td>
<td>Y</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Flexibility</td>
<td>Delivery Flexibility, EPEI, Variant Flexibility</td>
<td>M V M</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Table 8 - Logistic models: Real-time capability and Hierarchy Levels

<table>
<thead>
<tr>
<th>KPI</th>
<th>Real-time capability</th>
<th>Hierarchy Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Throughput Element</td>
<td>yes</td>
<td>Worker, Shopfloor Manager, Executive Manager</td>
</tr>
<tr>
<td>Funnel model and Throughput Diagram Schedule Variance Histogram</td>
<td>yes</td>
<td>X</td>
</tr>
</tbody>
</table>

4 SUMMARY AND OUTLOOK

In this paper the real-time capabilities of selected KPIs and Logistic Models are evaluated in order to assess the production target compliance regarding the logistic objectives: Throughput Time, Delivery Reliability, Stock, Capacity Utilisation Flexibility and Transparency. Overall it is concluded that real-time information can be relevant for most of the selected KPIs. The selected KPIs and Logistic Models can simplify the daily work of the related operator and generate value by reducing the analytical work and displaying important information about the production system. In addition the created Key Data Systems can be used to define and pursue the logistic objectives on each hierarchy level regarding their needs. It is notable that especially in the middle hierarchy levels of manufacturing companies a high demand of real-time KPIs is expected, since Shop floor managers and Manufacturing Execution Systems (MES) are the key roles to assessing manufacturing performance and taking measures accordingly.

The presented results can be used to choose and calibrate KPIs and Logistic Models for an enhanced manufacturing operations management with defined review and data collection intervals.

Further research should address the assessment of economic benefits of real-time data collection. These
benefits depend on individual companies characteristics, for example the layout of the production system and the degree of digitalisation. Some advantages that are reated through collection of real time data are hard to assess, e.g. the benefits of transparency cannot be measured easily and should be considered in future research.
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Abstract
In small batch production, statistical methods for derivation of quality forecasts are rarely applied. The reason is that sample data available for statistical analysis is strongly limited. To increase available amounts, several scientific approaches recommend to create and to analyze groups of product characteristics or process parameters. However, those approaches do not quantify statistical certainties of resulting quality forecasts. Also, available expert knowledge and experience regarding process behavior is not applied although experts may regard specific quality forecasts as not realistic. In this case, those forecasts could be excluded from consideration. To overcome all mentioned deficiencies, this work introduces an approach to quantify statistical certainties of quality forecasts for groups of product characteristics or process parameters. Quality forecasts are expected to be based on typical patterns that can be observed in z-charts. Beside empirical distributions of available sample data, possible underlying infinite populations are taken into account. Experts can limit the scopes of considered infinite populations to those ones that are regarded as realistic. This enables a knowledge-based specification of quantified statistical certainties. All considered sample data is assumed to follow normal distributions. In this paper, sample values of an exemplary group are plotted in a chart where a trend pattern is detected. The statistical certainty for this trend will be calculated with the presented approach.
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1 INTRODUCTION
In various fields of industry, producing companies are facing an increase of individual customer needs. In combination with competitive pressure, the transformation from mass or large batch production to small batch production is gaining more importance [1]. Modern technologies and adaptive process chains are targeted to fulfill high efficiency and quality standards. For quality assurance, increasing small batch production leads to new challenges. In many process chains, quality control depends on sample measurements. Typical arguments against 100\% quality control are time-consuming quality control processes and limited capacities regarding personnel or technical equipment [2]. Thus, statistical analyses of measured samples are required. This can be done with Statistical Process Control (SPC) techniques that are widely used in modern quality management systems. However, sample measurements in small batches result in strongly limited amounts of samples that are available for analysis. In many cases, those amounts are even not high enough to provide reliable preliminary estimates regarding the output of an observed process. ISO 7870-2:2013 recommends to collect 25 samples of size 4 or 5 during a continuous process run in classical SPC application [3]. In contrast, small batches often consist of even less than 25 items.

In scientific literature, different approaches have emerged to transform classical SPC to application in small batch production. However, statistical certainties of quality forecasts based on pattern detections are not quantified although they could be considered as useful to support experts with their decision-makings. Moreover, available expert knowledge and experience regarding process behaviors is not considered.

In the following, a new approach is introduced for quantification of statistical certainties of quality forecasts for groups of product characteristics or product parameters. Those forecasts can be derived from patterns found in a z-chart which is a specific type of control chart [4]. To increase the amount of samples, a group of product characteristics or process parameters, in the following called features, can be observed in one chart. The group is not limited to one feature or to one nominal value but it is expected that all measured features are having systematic process influences in common. It is further required that measured samples of each feature are following a normal distribution.

The quantification of statistical certainties is presented with the aid of an example. Artificially
generated normally distributed sample values are plotted in a z-chart. In this chart, a continuous process shift, also called trend, is detected. In a further step, expert knowledge is applied to limit the scope of considered infinite populations for quantification of statistical certainties. In this paper, all values have no units.

2 SHORT-RUN SPC

2.1 Approximation of infinite populations with empirical distributions

In classical SPC applications, the parameters describing the distribution of a feature are preliminary determined. For this, measurements of around 25 samples, also called subgroups, of sample size 4 or 5 during a continuous process run are required. Assuming that the process is stable, distribution parameters can initially be derived considering an amount of k samples:

$$X_k = \{x_1, x_2, ..., x_k\}.$$ (1)

All samples considered in this paper are required to follow normal distributions. To describe the density function of a normal distribution, two parameters are required: Its mean \(\mu\) and its standard deviation \(\sigma\). In real production, those parameters cannot precisely be determined since this would require an infinite amount of available samples that have to be measured while constant conditions regarding influencing factors and factor levels are ensured. Due to this fact, the population that is characterized influencing factors and factor levels are ensured.

To approximate the distribution of an infinite population, empirical parameters can be calculated with the available amount of samples. The empirical mean \(\bar{x}\) and the empirical standard deviation \(s\) are determined as follows:

$$\bar{x} = \frac{1}{k}\sum_{i=1}^{k} x_i,$$ (2)

$$s = \sqrt{\frac{1}{k-1}\sum_{i=1}^{k}(x_i - \bar{x})^2}.$$ (3)

The values of the unknown parameters can now be estimated through calculation of interval limits. With the empirical parameters, the available number of samples \(k\), and a pre-defined statistical certainty of \(p = 1 - \alpha\) where \(\alpha\) is the so-called level of significance [2], it is:

$$\bar{x} - \frac{t_{k-1,\alpha}s}{\sqrt{k}} \leq \mu \leq \bar{x} + \frac{t_{k-1,\alpha}s}{\sqrt{k}},$$ (4)

$$\frac{k-1}{k}\bar{x} \leq \sigma \leq \frac{k-1}{k}\bar{x} + \frac{t_{k-1,\alpha}s}{\sqrt{k}}.$$ (5)

The resulting intervals are called confidence intervals [2]. \(t_{k-1}\) describes a Student t-distributed variable with \(k - 1\) degrees of freedom. With a statistical certainty of \(p = 95\%\) \((\alpha = 5\%)\), its specific value \(t_{k-1,\alpha}\) is characterized by the cumulated density function of the Student’s t-distribution with \(F(t_{k-1,\alpha}) = 1 - \frac{\alpha}{2} = 97.5\%\). Analogically, the specific values of the \(\chi^2\)-distributed variable \(\chi^2_{k-1}\) are characterized by the cumulated density function with \(F(\chi^2_{k-1,\alpha}) = 1 - \frac{\alpha}{2} = 97.5\%\) and \(F(\chi^2_{k-1,\alpha}) = \frac{\alpha}{2} = 2.5\%\).

Assuming empirical parameters \(\bar{x} = 0\) and \(s = 1\), the confidence interval limits can be calculated. In the following, the calculation was performed for two different sample amounts \(k = 25\) and \(k = 3\):

$$-0.41 \leq \mu \leq 0.41 \quad (k = 25),$$ (6)

$$-2.48 \leq \mu \leq 2.48 \quad (k = 3),$$ (7)

$$0.78 \leq \sigma \leq 1.39 \quad (k = 25),$$ (8)

$$0.52 \leq \sigma \leq 6.28 \quad (k = 3).$$ (9)

It is obvious that little amounts of samples only enable considerably inaccurate estimations of the distribution parameters. As a consequence, classical SPC cannot be applied in small batch production. Method adaptions are required.

2.2 Short-Run SPC and Grouping

The scientific literature and existing norms describe different approaches for quality control in small batch production. In most cases, the term Short-Run SPC is named to imply the application field. Short runs refer to production scenarios where only little amounts of product items are produced before a different item is then produced [6]. In contrast to classical SPC, the focus lies on the process and not on the product. That is because same or similar processes are commonly used for different products. One example is a milling process that is applied to different products with different shapes and materials with one machine. Short-Run SPC suggests to analyze aggregated samples from different features to describe the process output. Units, nominal values and spreads do not need to be the same.

ISO 7870-8:2017 recommends various control charts depending on specific sample data. It can be chosen with the help of a proposed decision tree. Most control charts for Short-Run SPC are restricted to a sample size of one [6]. Some control charts are specialized in samples of same features with nearly constant spreads but different nominal values. In those charts, only the distances of individual values to their nominal values are plotted. Other control charts are specialized in samples that describe different features. In those charts, different nominal values and different spreads are expected. Distances between individual and nominal values are standardized through division by expected ranges. In this way, samples with unequal spreads become comparable. A similar approach is presented with z-charts that even accept different sample sizes. The quantification approach presented in this paper assumes the application of...
As shown in (2) and (3), the empirical parameters of detected trend. In the described example, it is a stable process and to follow a normal distribution. Samples of each feature with

\[ \bar{x}_i = \frac{1}{k_i} \sum_{j=1}^{k_i} x_{i,j}, \]

\[ s_i = \sqrt{\frac{1}{k_i-1} \sum_{j=1}^{k_i} (x_{i,j} - \bar{x}_i)^2}. \]

It is expected that the standard deviations of both features are not equal. To make process developments for both characteristics comparable in one chart, a z-transformation of the sample data is prepared. It is

\[ Z_{ik_1} = \{ z_{i,1}, z_{i,2}, ..., z_{i,k_1}, z_{i,k_1+1}, z_{i,k_1+2}, z_{i,k_1+3} \}, \]

with

\[ z_{i,j} = \frac{x_{i,j} - \mu_i}{s_i} = \frac{x_{i,j} - \bar{x}_i}{\sigma_i}. \]

All sample data, calculated empirical parameters and z-values are listed in Table 1. Figure 1 illustrates the resulting z-chart respecting a time-based sequence of z-value measurements marked by an increasing ID. The values between ID 6 and 101 are from other features that are also part of the monitored group. In this example, the calculation of control limits is neglected.
possible values of the available samples. In fact, these infinite populations are underlying a specific distribution since each of their possible parameters \( \mu_i \) and \( \sigma_i \) are following specific distributions. All combinations of possible means \( \mu_i \) and standard deviations \( \sigma_i \) will be considered for calculation of the statistical certainty. The integration of the densities of all combinations will finally lead to the required statistical certainty value.

As already visible in (4) and (5), the distributions of possible parameters \( \mu_i \) and \( \sigma_i \) can be described with

\[
\begin{align*}
\mu_i & \sim \bar{x}_i + t_{k_i-1} \cdot s_i / \sqrt{k_i}, \\
\sigma_i & \sim s_i / \sqrt{k_i - 1}. 
\end{align*}
\]

(15)

(16)

\( \mu_i \) follows a Student’s \( t \)-distribution and \( \sigma_i \) follows a \( \chi^2 \)-distribution. Referring to (14), it can now be derived that a \( z \)-value follows a combination of both:

\[
z_{i,j} = \frac{x_{i,j} - \mu_j}{\sigma_j} = \frac{s_j}{\sqrt{k_j}} \left( \frac{x_{i,j} - \bar{x}_i}{s_i / \sqrt{k_i}} \right) = c_{i,j}.
\]

(17)

For a chosen value \( c_{i,j} \), there is an infinite amount of possible combinations of \( t_{k_i-1} \) and \( \chi^2_{k_j-1} \) values while each specific value is connected to a density value defined by its distribution. To calculate the statistical certainty of a real trend as detected in the z-chart, the densities of all combinations have to be integrated where it is

\[
c_{2,1} \geq c_{1,3}.
\]

(18)

Through this requirement, only those infinite populations are considered that ensure

\[
z_{2,1} \geq z_{1,3}.
\]

(19)

Before introducing the final integral, a transformation of (17) is suggested. According to literature [13-14], it can be stated that

\[
t_{k_i-1} \sqrt{\chi^2_{k_j-1}} = v_i \sqrt{k_i - 1},
\]

(20)

where \( v_i \) is following a standard normal distribution which is a normal distribution with a mean equal to zero and a standard deviation equal to one. Integrating (20) in (17) results into

\[
v_i = \frac{x_{i,j} - \bar{x}_i}{s_i / \sqrt{k_i}} \sqrt{\chi^2_{k_j-1}} - \sqrt{k_i} c_{i,j}.
\]

(21)

This can be transformed to

\[
v_i = \frac{x_{i,j} - \bar{x}_i}{s_i} \sqrt{k_i} - \sqrt{k_i} c_{i,j}.
\]

(22)

The certainty of a real trend \( p_{\text{trend}} \) can now be formulated as an integral of densities for all combinations of \( v_i \) and \( \chi^2_{k_j-1} \) that fulfill this equation. Since (22) applies to both features that are normally distributed, a term with four integrals has to be calculated:

\[
p_{\text{trend}} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{\chi^2_{k_j-1}}(x_1) f_{\chi^2_{k_j-1}}(x_2)\]

\[
\cdot f_v(v_1) f_v(v_2) dv_2 dv_1 dx_2 dx_1.
\]

(23)

\( f_{\chi^2_{k_j-1}} \) and \( f_v \) are the density functions of the \( \chi^2 \)-distribution and standard normal distribution:

\[
f_{\chi^2_{k_j-1}}(x_1) = \begin{cases} \frac{k_{i-1}}{2} e^{-x_1/k_{i-1}} & x_1 > 0, \\ 0 & x_1 \leq 0 \end{cases}
\]

(24)

\[
f_v(v_i) = \frac{1}{\sqrt{2\pi}} e^{-v_i^2/2}, \quad -\infty < v_i < \infty.
\]

(25)

\( \Gamma \) describes the so-called \textit{gamma function} [15]. The outer two integrals of (23) are limited to the interval \([0, \infty)\) since the density functions of \( \chi^2 \)-distributions are zero for negative values. To define the limits of the inner integrals, \( dv_2 \) and \( dv_1 \) will be expressed through \( dc_{2,1} \) and \( dc_{1,3} \). With (22), it is

\[
dv_2 = -\sqrt{k_2} dc_{2,1}
\]

(26)

\[
dv_1 = -\sqrt{k_1} dc_{1,3}
\]

(27)

Claiming (18) to ensure a real trend, it is:

\[
p_{\text{trend}} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{\chi^2_{k_j-1}}(x_1) f_{\chi^2_{k_j-1}}(x_2)\]

\[
\cdot f_v(v_1(c_{1,3})) f_v(v_2(c_{2,1})) dc_{2,1} dc_{1,3} dx_2 dx_1.
\]

(28)

Here, \( v_1(c_{1,3}) \) and \( v_2(c_{2,1}) \) signalize the dependency of \( v_1 \) and \( v_2 \) from \( c_{1,3} \) and \( c_{2,1} \) as shown in (22). The integral can now numerically be solved. This can be done with Python 3.6.6 and SciPy 1.1.0 which offers integral can now numerically be solved. This can be done with Python 3.6.6 and SciPy 1.1.0 which offers nquad for multiple integration. Default settings were applied which include an estimated absolute error of \( 1.49 \cdot 10^{-8} \). The calculation took around 120 seconds.

The statistical certainty for a real trend situation as suggested by the z-chart in Figure 1 is \( p_{\text{trend}} = 65.77 \% \). The example describes a simple situation for a trend. A more complex situation would appear when 6 samples of 6 different distributions create a trend. In this case, the calculation would include 12 integrals with adapted boundaries. As a restriction, every member of a trend is required to offer at least two samples in advance that can be assumed to represent a stable process and therefore be used to calculate empirical parameters of their normal distribution.

\[\text{3.1.3 Consideration of expert knowledge}\]

In the previous calculation of the statistical certainty, all sets of possible means \( \mu_i \) and standard deviations \( \sigma_i \) that could have led to the values of the measured samples are considered. However, in some real use cases of SPC, experts can estimate a range of realistic means and standard deviations with their knowledge and experience:
\[ \mu_{i,\text{min}} \leq \mu_i \leq \mu_{i,\text{max}}, \quad (29) \]
\[ \sigma_{i,\text{min}} \leq \sigma_i \leq \sigma_{i,\text{max}}. \quad (30) \]

In this way, the consideration of infinite populations can be limited. In the given example, those limitations can be considered by adapting the integral limits of the outer two integrals. If only the range for the standard deviation is limited, \((16)\) has to be considered. If only the mean range is limited, \((17)\) is applied. In contrast to the standard deviation, the limitation of the mean ranges leads to integral limits that depend on \(c_{2,1}\) and \(c_{1,3}\). If both parameters are limited, only the intersections of the separately defined intervals have to be considered.

The parameter limitations can also be interpreted as a truncation of their distributions. Typically, this requires a standardization of the calculated certainty value. Let the intervals of the unchanged inner two integrals of the given example be named \(I_{c_{2,1}} = [I_{c_{2,1},a}, I_{c_{2,1},b}]\) and \(I_{c_{1,3}} = [I_{c_{1,3},a}, I_{c_{1,3},b}]\) and the new limited intervals of the outer two integrals be named \(I_{x_2} = [I_{x_2,1}, I_{x_2,2}]\) and \(I_{x_1} = [I_{x_1,1}, I_{x_1,2}]\). Then, \((28)\) can be rewritten as
\[
P_{\text{trend}} = \frac{k_1 k_2}{I_{x_1,2} I_{x_2,1}} \int_{I_{x_1,2}} \int_{I_{x_2,1}} f_{x_1}(x_1) f_{x_2}(x_2) \int_{I_{c_{1,3},2}} \int_{I_{c_{2,1},1}} f_{c_1}(c_1) f_{c_2}(c_2) \int_{I_{c_{1,3},1}} \int_{I_{c_{2,1},a}} f_{c_1}(c_1) f_{c_2}(c_2) dc_2 dc_1 dx_2 dx_1. \quad (31)\]

The statistical certainty \(P_{\text{trend}}\) considering limited parameter ranges can now be calculated as
\[
P_{\text{trend}}^* = \frac{P_{\text{trend}}(I_{x_2,1}, I_{x_2,2}, I_{c_{1,3},1}, I_{c_{1,3},2})}{P_{\text{trend}}(I_{x_2,1}, I_{x_2,2}, I_{c_{1,3},1}, I_{c_{1,3},2}, I_{c_{2,1},a}, I_{c_{2,1},b})}. \quad (32)\]

For both, nominator and denominator, the integration limits \(I_{x_2}\) and \(I_{x_1}\) stay constant. With limited ranges of \(2.5 \leq \mu_i \leq 2.5\) and \(0.8 \leq \sigma_i \leq 1.2\), the statistical certainty for a real trend can be determined as \(P_{\text{trend}}^* = 77.91\%\). Compared to the integral with unlimited parameters, the certainty could be increased by 12.14\%. However, it has to be considered that a limitation of considered means and standard deviations does not automatically result into higher statistical certainties. The reason is that with limiting the parameters, the share of possible infinite populations that would fulfill \((18)\) can be increased or decreased. For example, if the range for the standard deviations is further limited to \(0.8 \leq \sigma_i \leq 0.9\) and the limitation of the mean is not changed, \(2.5 \leq \mu_i \leq 2.5\), the statistical certainty decreases to \(P_{\text{trend}}^* = 75.78\%\).

### 3.2 Statistical certainties of other forecasts

The quantification approach is also applicable to other forecasts, e.g. based on run and out-of-control patterns. Let \(6\) values that are all either above or below the mean shown in the control chart, describe a run pattern (9 values according to \([11]\)). As \(z\)-values are expected to follow a standard normal distribution, the mean in a \(z\)-chart is zero. If the last \(6\) values in Figure 1 showed a run where all values lied above the mean, the requirement given by \((18)\) would change to
\[
c_{3,4} > 0 \land c_{2,4} > 0. \quad (33)\]

In this way, it can be ensured that the smallest values of each feature taking part in the run are above the mean. Considering \((17)\), it can be seen that the integration over density functions of Student \(t\)-distributions is required. The denominator of the \(z\)-value with the \(\chi^2\)-distributed variable can be neglected as it is always bigger than zero.

An out-of-control pattern is detected if one value can be found that either lies above the upper control limit or below the lower control limit of the chart. The lower and upper control limits are defined as \(L_{\text{CL}} = -3\) and \(U_{\text{LC}} = 3\) \([14]\). If the last value shown in Figure 1 lied above \(U_{\text{LC}}\), the requirement given by \((18)\) would change to
\[
c_{2,6} > 0. \quad (34)\]

To apply the quantification approach to other patterns, similar procedures are required.

### 4 CONCLUSIONS

This paper proposed a first approach to quantify statistical certainties of quality forecasts for grouped product characteristics and process parameters. Quality forecasts are derived from widely used patterns that can be found in \(z\)-charts. In other words: Applying experts receive an impression about the credibility gap of quality forecasts suggested by quality charts in Short-Run SPC compared to classical SPC.

By the optional use of expert knowledge and experience, limited ranges of means and standard deviations for possible infinite populations can be defined. In this way, only those possible populations that are seen as realistic are considered in the calculation.

As resulting terms can be complex, software support for calculation is required. The quantification of statistical certainties claims that all product characteristics or process parameters being part of a detected pattern provide at least two samples before the pattern has appeared. This is necessary to derive the empirical means and standard deviations of their normal distributions.

In future works, it will be investigated if the presented approach can also be adapted to sample values that do not follow normal distributions. Also, the applicability in other types of control charts will be examined. It can be estimated that statistical certainties of quality forecasts can be used to evaluate and optimize the group formation. This will be a part of further studies.
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Predicting Acceptance of Novel Technology from Social Network Data - An Agent-based Simulation-Approach
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Abstract
With digitization of production technology changes in technology infrastructure will become more frequent and more important for the competitiveness of organizations. Here, a crucial factor lies in the acceptance of such novel technology by users. Technology acceptance models aim to predict the adoption of new technology in an organization. They are however static in nature and fail to capture to dynamic process of adoption. To overcome this limitation, we utilize quantitative data from a small organization to understand both acceptance patterns and social structure of the organization. Both are used in an agent-based simulation to predict acceptance integrating social effects of diffusion over time. Our simulation achieves very similar results as the quantitative real-world data.
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1 INTRODUCTION
The integration of digitization in production technology has many different names: Industry 4.0, Internet of Things, Internet of Production. The common ground of these terms is the understanding that a key resource in production and manufacturing lies in the understanding of data that is generated in production processes. Utilization of such data in the form of data science, smart agents, decision support systems, smart logistics and AI-based automation promises the optimization of production processes by integrating various uncertainties. However, still many companies, especially SME are unprepared for total digitization. Both technological and social resources are missing to cope with the disruptive changes of the coming years. In today’s rapidly changing technological environments, adapting to new technologies quickly is a crucial organizational skill both from a technological perspective and from a human resources perspective. While the first is often addressed in research, the latter is far less understood.

Here, human resources required for total digitization in production refers to staff that has adequate attitudes, skills, etiquette, culture, and acceptance. Workers and engineers must approve of digitization strategies. They must have the technological capacities to implement or communicate necessary changes. Further, they must have a holistic understanding of the accompanying different work practices that are connected to digital processes (e.g., digital communication etiquette, sharing culture, privacy culture, etc.). Lastly, changes in working infrastructure and thus work processes must find acceptance in both workers and engineers. Without social acceptance of these novel technologies, introduction of said technologies will be silently sabotaged undermining objective performance measurement. The evaluation through KPIs ultimately yields only numbers masked by social practices and acceptance.

In this article we investigate social acceptance by trying to simulate the introduction process of novel software using an agent-based model. Based on one of the most popular and recent technology acceptance models the *Unified theory of acceptance of technology* (UTAUT) we measured psycho-social predictors of acceptance in a real working group. We then measured acceptance of a digital communication tool (i.e. Slack). Based on sociometric data of the working group (n = 20) we modelled social influence using a graph-based representation—the underlying social network. We then simulated the decision-making process in an agent-based model utilizing the previously established psycho-social predictors and underlying social-network structure. Lastly, we compared the individual simulated acceptance with the real-world measured acceptance and found very low deviance and similar acceptance patterns.

2 SIMULATING TECHNOLOGY ADOPTION
In order to understand the technology adoption process and establish a simulation model we first have to look at existing technology acceptance models. We then look identify various methods to establish the underlying social-network structure from different data source. Lastly, we need to establish a simulation approach that allows incorporating both inter-individual differences and social network information.
2.1 Technology acceptance models

Research on technology acceptance has had a long history in social psychology and the decision sciences. The earliest roots can be traced back to theories of understanding voter behavior in the 1960s in the theory of reasoned action [1]. The underlying assumption of this model is that both attitudes and norms play a role in accepting a social practice, a political candidate or a novel technology. Later models incorporate effects of behavioral control (e.g., theory of planned behavior [2]). More modern models specifically focus on the adoption of information systems and even formalize the diffusion of an innovation in society (theory of the diffusion of innovations [3]).

Nevertheless, these models formulate social processes by establishing user typologies and their characteristics. If the set of “early adopters” is convinced to use a product, the next phase in diffusion (majority adoption) is started and so on. This perfectly addresses large-scale social acceptance questions but misses to predict individual acceptance in individual organizations. Here the different revisions of the technology acceptance model (TAM [4]) triumph. By modelling individual psychosocial antecedents of social acceptance these models predict the behavioral intention of a user. They predict the answer to the question: Do I intend to use the software?

Nevertheless, these models formulate social processes by establishing user typologies and their characteristics. If the set of “early adopters” is convinced to use a product, the next phase in diffusion (majority adoption) is started and so on. This perfectly addresses large-scale social acceptance questions but misses to predict individual acceptance in individual organizations. Here the different revisions of the technology acceptance model (TAM [4]) triumph. By modelling individual psychosocial antecedents of social acceptance these models predict the behavioral intention of a user. They predict the answer to the question: Do I intend to use the software?

Figure 1 - UTAUT model visualization adapted from [5]

The most recent form of the model, the UTAUT [5] model (see Error! Reference source not found.), predicts the behavioral intention from four factors: performance expectancy, effort expectancy, social influence, and facilitating conditions. Performance expectancy refers to the users evaluation of whether they believe that the system will improve their work performance—will it improve my work? Effort expectancy refers to the users belief about the required effort to work with the system—is it easy to use? Social influence refers to the perceived acceptance of the system by other people that are important (e.g., bosses, colleagues). It addresses the question: Will I be the only one using it? Facilitating conditions refers to the infrastructural support of the system—will I get help when I run into trouble?

These four factors determine the behavioral intention. Some of them are moderated by additional inter-individual differences (age, gender, experience, voluntariness). The UTAUT model is applied by measuring the antecedents of behavioral intention and then estimating the individual acceptance. This is achieved by using a hierarchical model of linear regressions (structural equation model). The coefficients of which have been established from extensive research in technology acceptance.

The drawback of this model is that the social influence for each individual is measured only once during the assessment. However, adoption is a dynamic process characterized by diffusion. Thus, social influence changes over time, when important persons in an organized change their individual acceptance over time (e.g., after training courses). This dynamic is insufficiently modelled in static acceptance models.

2.2 Measuring social network structures

In order to improve on the static nature of acceptance models, one core source of dynamics, the social infrastructure, can be modelled, integrated, and used in simulation models. Such simulation approaches should be able to predict shifts and changes in social acceptance in the social structure of an organization. But, how do we measure and access such structures. The science of sociometry is the study of relationships in groups by mapping individual perspectives of relationships onto self- and other-centric maps of social structure. Initially designed to understand dynamics in school classes, the method can has been extended to various other group dynamic processes [6]. The downside of sociometry is the extensive research effort required to measure adequate social structures. Often social relationships are asymmetrical—I like you, but you don’t like me. Other relationships are unknown to the public. This requires extensive anonymization procedures to ensure trust towards the research procedure and the experimenters.

A different approach is to utilize proxy relationships to determine an image of the real social structure. Such proxy relationships can be collaborations in work projects, office co-occupation, attendance in meetings, etc. The proxy that we use in our research is the co-authorship on publications available to the public [7]. The benefit lies in the public availability of the data. The data does not necessarily capture to sole affective structure of the underlying social network—who likes whom. What it does, is capture a conjoint measurement of social coherence, organizational role, and organizational
authority. All of which are factors typically relevant for social influence in the UTAUT model. From such data we can derive the structure of the underlying social network and even quantify the intensity of relationships from repeated co-authorships. Whether such data has sufficient quality for simulation modeling, is part of the research question in this article.

2.3 Agent-Based Modelling
Assessing both antecedents of acceptance and the underlying social network gets us only so far. Individual decision-making on acceptance and on observing the decisions made by colleagues are hard to formalize in closed-form representations or formulas. Technically, each individual conducts a set of matrix multiplications to derive the individual behavioral intention. However, these calculations have to be conducted iteratively multiple times until the state stabilizes. As soon as each individual incorporates a mental model of the opinion of others or starts learning, closed-form representations break down [8].

For such cases, agent-based models have been proven both successful in replicating real-world data and successful in communicating results to laymen [9]. The central idea of agent-based modeling lies in programmatically modeling the individual as a template or agent and letting the independent agents make their own decisions based on their perception of the environment. In our case agents each have individual perceptions of the environment—in our case the other agents and the underlying social network. From these perceptions they derive their own behavioral intention, possibly influencing the neighbors in the social network in the next iteration of the run. By analyzing the outcome of several of such simulations, probability of organizational acceptance can be derived.

Agent-based models are often designed in specialized software toolkits (e.g., Netlogo [10]). These toolkits simplify formulation of agent behavior and include interfaces for visualizing simulation states, interacting with simulation parameters, and exporting simulation results. As additional tools, they provide the means to run simulations in batches and to search for optimal parameter configurations using different optimization strategies such as genetic algorithms.

3 METHOD
In order to study the effectiveness of agent-based models for acceptance research, we first conducted a survey containing all UTAUT measurement variables in a scientific working group (n = 20). These measurements were directed at the use of the software “slack”\(^1\). The items of the UTAUT scale can be found in the original work by Venkatesh et al. (cite). All measurements were taken on a six-point Likert scale. From each individual response we derived an agent for our agent-based model (see Figure 2). The agent-based model was generated in

---

1 https://slack.com/ - Slack is a social collaboration software suite.
Netlogo 6.0.1—an easy to use simulation software [10].

The survey was not anonymized to enable connecting the data with a social network structure. The social network structure was derived from the central publishing repository of the group, creating a connection between all agents, that were co-authors on any publication. Repeated co-authorship was not evaluated. All authors not present in the survey data were removed from the agent-based model. The target variable (i.e., behavioral intention) was modelled as the weighted sum of the variable’s performance expectancy, effort expectancy, facilitating conditions, and social influence. While the first three were established from survey data, the social inclusion variable was determined as the averaged behavioral intention of all connected users. The behavioral intention of all agents was initialized as 3.5 which signifies a neutral stance.

As free parameters for the experiments the coefficients of the aforementioned weighted sum were selected. To ensure that the outcome variable stays within the original measurement range, all coefficients were normalized to add up to one. Coefficients can be chosen on a scale of 0 to 1 in 0.1 steps. As an additional free parameter, we let facilitating conditions be any integer on the scale of 1 to 6 to simulate different support conditions.

Using the behavior space simulation tool, we generated 161,051 parameter constellations with a ten-fold validation. This number is the number of unique normalized free form parameters from a total of 600,000 possible simulations. The random seed was uninitialized to allow for the influence of randomness in the model.

In each simulation run we measure the divergence of the simulated model from the real-world behavioral intention as measured in our survey. We do this for each individual agent and keep track of the mean model divergence and the standard deviation of the model divergence. For visual inspection, we implemented two visualizations, one to show the simulated behavioral intention, another to show the model divergence.

4 RESULTS

In order to see how the simulation results fare against the survey methodology we first look at the results of the survey and then compare the findings with the simulation results.

4.1 Survey Results

The survey of 20 participants, yielded 14 female and 6 male participants. The average age of participants was 32.7 years ($SD = 7.6$). The participants reported a high behavioral intention to use the software ($M = 5.17$, $SD = 0.98$). The software was seen as rather easy to use ($M = 5.67$, $SD = 0.33$) and was considered to be rather neutral with regard to increasing work performance ($M = 3.91$, $SD = 0.67$). The participants rated the social influence rather positively ($M = 4.38$, $SD = 0.85$) and found that the software was well supported ($M = 5.35$, $SD = 0.52$).

4.2 Simulation Results

Total simulation runtime was approximately 20 minutes. Each simulation reached the steady state in about 7 iterations. The output of the simulation extended to about 400Mb of comma separated values of free parameters and all tracked model parameters.

![Figure 3](image.png)  
**Figure 3** – Results distribution of all 161,051 simulations. The green area indicates the range of one standard deviation around the true mean of our sample.
We use the software R to analyze the resulting data. Using multiple linear regression analyses, we find that from our simulation, effort expectancy and social influence are the most determining factors for this particular working group ($F(4, 161,046) = 1651$, $p < .001$, adj. $R^2 = .29$, see Table 1).

Table 1 – Multiple linear regression result table from simulation results

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimate</th>
<th>SE</th>
<th>$t$-value</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>3.47</td>
<td>0.19</td>
<td>18.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PE</td>
<td>0.30</td>
<td>0.19</td>
<td>1.6</td>
<td>.11</td>
</tr>
<tr>
<td>FC</td>
<td>-0.25</td>
<td>0.19</td>
<td>-1.347</td>
<td>.18</td>
</tr>
<tr>
<td>EE</td>
<td>2.64</td>
<td>0.19</td>
<td>14.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SI</td>
<td>0.91</td>
<td>0.19</td>
<td>4.86</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

PE=Performance Expectancy, FC=Facilitating Conditions, EE=Effort expectancy, SI=Social Influence

When we look at the attained behavioral intention from all simulation runs, we see that the achieved behavioral intention is on average slightly lower than the true sample mean, which was measured by the survey (see Figure 3). This means that independent of the estimates of the model behavioral intention is strongly determined by the perceived low effort expectancy in this group. The mean model divergence was -0.79 (SD = 0.73).

When we limit the free parameters of the model to the established parameters from literature ($\pm 0.1$), we get a better fit of results (see Figure 4). Mean model divergence from the data now only yields $M = -0.37$ (SD = 0.28). This indicates that the parameters established by Venkatesh et al. [5] in conjunction with our agent-based simulation help predict acceptance of novel software solutions.

The real-world data that we collected was a static snapshot of a long adoption process of two years. Since we did not collect this information regularly across time, we are unable to verify whether the adoption diffusion progressed similarly in the model as in the real world. Future research could try to validate longitudinal data—inherently available in the simulation—from simulation and the real-world.

The standard deviation of model divergence in some simulation runs was still rather large (between 0.9 and 1.1). It would be interesting to see, who is responsible for these deviations. Are individual users badly simulated or do some parameter constellations lead to overall bad results. Here, more detailed analyses would help in understanding where this simulation error can be attributed to.

So far, our model does not include a mental model for the individual agents. Thus, the agents are unaware of trends, or do not change their social network structure. Future research could investigate whether a model of trustworthy colleagues, whose social influence would then matter more, is able to predict adoption even better.

Our approach can, in theory, also be used to predict acceptance of novel technology in larger organizations, given that a proxy for the social structure is available. Future research will have to validate the simulation in larger organizational settings.

Figure 4 – Resulting simulations when the model coefficients are used from data

5 DISCUSSION AND LIMITATIONS

In this paper, we have simulated human decision making on the basis of the relatively simple UTAUT model. We surveyed twenty employees of a research group and modelled their virtual twins based on their survey results. We further used public co-authorship information to infer the underlying social network structure in the work group. The simulation of the acceptance of a collaboration software suite yielded similar results as the quantitative assessment of acceptance.

These results indicate that the agent-based model was able to generate a similar prediction as the structural equation-based approach. What was most interesting was that when looking at the individual network visualizations one could see that the users who reported the lowest behavioral intention still showed the lowest behavioral intention. The idiosyncrasies of the network were retained. Our approach was computationally not very challenging as the network was rather small in size.

6 CONCLUSION

Overall, we were able to simulate the diffusion process of acceptance in a small organization. The final outcome was relatively close to the observed real-world data. Our simulation was able to integrate dynamic behavior into a static model of technology acceptance. Applying such models can be useful in determining neuralgic users that are well connected and could drastically shift long-term adoption one way or the other. Understanding their motivation, will
help in designing a support structure to persuade these key-users and gatekeepers, allowing organizations to adapt to the required changes of digitization more rapidly.
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Abstract
This paper presents the use of the cross-entropy method for multi-objective optimisation (MOO CEM) metaheuristic and the multi-objective moonyoung yoon (MMY) procedure in a decision-support system (DSS) tool to solve multi-objective optimisation problems when simulating stochastic systems. The MOO CEM and MMY techniques are relatively new in the multi-objective optimisation field and have respectively shown quality results when used to solve bi-objective large-scale and small-scale stochastic optimisation problems. The DSS tool presented in this paper is a third-party optimiser, developed to solve discrete-event, large-scale stochastic problems using the MOO CEM, which is a search algorithm, and to guarantee the probability of correct selection of the results obtained by the MOO CEM using the MMY procedure, which is a ranking and selection algorithm. The tool is integrated with a commercial simulation software package and is used to solve the known NP-hard buffer allocation problem in a stochastic, multi-objective context.
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1 INTRODUCTION
In this paper, two relatively new algorithms are presented and utilised as the backbones of a new decision-support system (DSS) tool developed to solve stochastic multi-objective optimisation problems.

Optimal decision making under uncertainty and in the presence of conflicting objectives (i.e. multi-objectives) is an important area of study in industrial engineering. Many problems in this area of study can be formulated under the following framework:

Minimise/Maximise \( E[f_i(x, \xi)] \)
Subject to \( x \in S \);

Where the expression \( f_i(x, \xi), i = 1, \ldots, m \) represents different values that objective \( i \) can take on when solution \( x \) is selected in the presence of stochastic element \( \xi \), which is responsible for the uncertainty or stochastic behaviour in the problem. Solution \( x \in S \) is a vector of decision variables values and \( S \) is the feasible solution space. When \( S \) is large such that all \( x \in S \) cannot be evaluated practically, the problem can be referred to as a large-scale problem, whereas when it is small such that all \( x \in S \) can be evaluated practically, the problem can be said to be a small-scale problem [1]. \( E[f_i(x, \xi)] \) is the expected value of objective \( i \). Because it is difficult to obtain the true value of \( f_i(x, \xi) \) due to \( \xi \), an estimate \( E[f_i(x, \xi)] \) that can be obtained after a ‘sufficient’ number of \( N \) simulation replications (or observations) are made is used instead. Consider the notation \( f_{ij}(x, \xi) \) where \( j = 1, \ldots, N \) represents the \( j \)th observations made for objective \( i \), then

\[
E[f_i(x, \xi)] = \frac{1}{N} \sum_{j=1}^{N} f_{ij}(x, \xi)
\]

(1)
can be considered as an estimated value for objective \( i \).

It is known that multi-objective optimisation (MOO) problems have more than one optimal solution. These are often referred to as Pareto optimal solutions (\( S_p \)) or non-dominated solutions [2] [3]. Goldberg [4] developed a Pareto ranking algorithm that finds \( S_p \) with respect to a user-defined threshold \( t_h \), when given a set of \( M \) solutions and their respective objective values. \( t_h \) is an integer value that allows the algorithm to include in \( S_p \), \( x \in S \) that is/are dominated by, at most, \( t_h \) solutions in \( S \). The algorithm in [4] is used by both the algorithms presented in this paper.

To stay competitive under these conditions, decision makers often rely on state-of-the-art decision-support system tools. Among these tools are commercial discrete-event simulation (DES) products that have, as part of their software package, integrated built-in or third-party optimisers.

Optimisers (in this context) are tools that are generally used to assist DES products when solving large-scale problems. Third-party optimisers such as OptQuest [5] (a popular commercial product used in over 10 existing DES products [6]), are powerful tools in practice that utilise robust as well as smart
solution algorithms [7] [8]. OptQuest, in particular, has been praised by many researchers for its quality results [6] [9]. However, these tools are also known to lack the statistical rigour that is needed, in principle, when dealing with problems under stochastic conditions [10] [11]. In effect, when using an optimiser, the ‘sufficient’ number of $N$ simulation replications is often selected ‘blindly’ or in a manner that is too conservative.

In this paper, a new optimiser for stochastic multi-objective optimisation problems is presented. The product, namely the multi-objective optimisation solver (MOOSolver), was developed and validated in [12]. MOOSolver uses relatively new MOO solution algorithms [13] [1] in the fields of metaheuristic and ranking and section (RS) and makes an attempt to incorporate rigorous statistical analysis in its solution approach. The purpose of this paper is to provide a comprehensive description of the MOO optimiser and to show the relevance of its solution approach to large-scale stochastic multi-objective optimisation problems (hereafter referred to as multi-objective simulation optimisation (MOSO) problems), by solving the well-known, NP-hard, buffer allocation problem (BAP).

The paper is structured as follows: Section 2 details the solution approach utilised by the optimiser, and in Section 3, we use the optimiser to solve the BAP. In Section 4, we conclude the paper.

2 PROPOSED SOLUTION APPROACH

The solution approach proposed in this paper is a two-phase simulation optimisation (SO) process and is as follows: The metaheuristic, which is responsible for the search mechanism, and the RS procedure, which is responsible for the statistical analysis; Work independently in sequential order. In phase one, the metaheuristic is used to search for ‘good’ solutions with respect to an arbitrarily selected $N \geq 10$. A sample of the results obtained by the metaheuristic is then used as input candidate solutions for the RS procedure in the second phase. The process is thus an interactive one with the user involved in selecting the candidate solutions to be input into the RS procedure. Giving the user the opportunity to first see all the good solutions found by the metaheuristic before the RS procedure takes over, allows the user to select candidate solutions from the approximate Pareto set (which can sometimes be overwhelmingly large), which they may have biased interest in. Only these preferred solutions undergo further, more rigorous statistical analysis.

In summary, the two-phase interactive approach reduces the large-scale problem to a small-scale one where all $x \in S$ are known to be good solutions, thanks to the metaheuristic. Because the metaheuristic cannot guarantee the statistical soundness of the approximated Pareto set, the RS procedure is used to clean the potential ‘noise’ in the candidate solutions selected by the user by providing better estimates and guaranteeing the probability of correct selection $P(CS)$. Hence, in the second phase of the solution approach, the actual sufficient number of $N$ simulation replications for all $x \in S$ is used, thanks to the statistical rigour of the RS procedure.

The following sections detail the metaheuristic and the RS procedure used in the solution approach.

2.1 The MOO CEM metaheuristic

The multi-objective optimisation method using the cross-entropy method (MOO CEM) is a multi-objective adaptation of the cross-entropy method metaheuristic [9]. The algorithm was developed and validated in [13]. The MOO CEM is the principal algorithm of MOOSolver. The description of the metaheuristic presented here is based on the work in [9] and [13].

The MOO CEM works as follows: The algorithm is an iterative, population-based metaheuristic [7]. New populations are generated by creating a sequence of probability density functions (pdfs) for each decision variable (DV) in every iteration. To form a sample vector $X_t$ from a pdf $H(X(DV))$ in iteration $t$, where $\nu_{t-1}$ is the pdf parameters in iteration $t - 1$, a truncated normal distribution is used for each decision variable. For the $n$ DVs defined over ranges $[l_i, u_i]$, $l_i$ is the lower limit and $u_i$ the upper limit of DV $x_i$, $1 \leq i \leq n$. The truncated normal distribution $H_{Ti}$ defined in the range $[l_i, u_i]$ and having mean $\mu_i$ and variance $\sigma_i^2$, is given by

$$H(x) = \begin{cases} 0, & x < l_i \\ \frac{H_{Ti}(x)}{\int_{l_i}^{u_i} H_{Ti}(x) dx}, & l_i \leq x \leq u_i \\ 0, & x > u_i. \end{cases}$$

The function $H_{Ti}(x)$ is the normal pdf defined on $-\infty < x < \infty$.

Next, each of the objective functions is evaluated using the solutions found (i.e. the members of the population). The best combinations of objective functions are found by doing a Pareto ranking. The values of the decision variables in the non-dominated set provided by the Pareto ranking algorithm are used to construct a histogram for each decision variable. The histograms provide guiding information for the MOO CEM algorithm and are maintained while the algorithm is searching for non-dominated solutions.

The concept works as follows: For a decision variable that is defined in the range $[l_i, u_i]$, the lower boundary of the first class is set equal to $l_i$, and the upper boundary of the last class is set equal to $u_i$. Next, the upper boundary of the first class is set equal to the minimum value of the decision variable
value of each decision variable has decreased below a common threshold \( \text{epsilon} \). On algorithm termination, \( S_p \) should contain a set of solutions that is a good approximation of the true Pareto set.

To support exploration and exploitation of the search, the initial ranking threshold \( t_o \) is relaxed and a value of two is selected. When a new loop starts and a new population is formed, the elite matrix is trimmed and the threshold is set to one. When the algorithm terminates, the existing elite matrix is refined a final time, and the threshold then used is zero, which means all solutions selected are non-dominated. The algorithm is presented in pseudo-code as Algorithm 1.

**Algorithm 1 MOO CEM metaheuristic**

1. Set \( S_p = \emptyset \), \( t = 1 \), \( a_i = 1 \).
2. Initialise decision variable vectors \( X_i = \emptyset \), \( 1 \leq i \leq n \).
3. For each decision variable \( x_i \), \( 1 \leq i \leq n \), initialise a histogram class vector \( C_i = \{c_{i1}, c_{i2}, \ldots, c_{i(r+2)}, c_{i(r+2)+1}\} \) and histogram frequency vector \( R_i = \{r_{i1}, r_{i2}, \ldots, r_{i(r+1)}, r_{i(r+2)}\} \).
4. Set \( i = 1 \).
5. Set \( w = 0 \).
6. Increment \( w \).
7. Do for frequency element \( r_{iw} \) in \( R_i \).
8. Generate a class-based \( \hat{b} \) in the range \( [c_{iw}, c_{i(w+1)}] \), \( 1 \leq w \leq r + 2 \).
9. Generate a subsample \( Y \) according to pdf \( H_{T_i}(x_i, \hat{b}) \) with \( X_i \in [c_{iw}, c_{i(w+1)}] \) and \( |Y| = r_{iw}, 1 \leq w \leq r + 2 \).
10. Append \( Y \) to \( X_i \).
11. If \( w < r + 2 \) return to Step 6.
12. Increment \( i \).
13. If \( i \leq n \), return to Step 5.
14. Rank the performance values using the Pareto ranking algorithm with a relaxed \( t_h = 2 \) to obtain an updated \( S_p \).
15. Form new histogram class vectors \( C_i \) and histogram frequency vectors \( R_i \) based on \( S_p \), \( 1 \leq i \leq n \).
16. Use the values in \( S_p \) and compute \( \hat{\mu}_i \) for all \( i \), \( 1 \leq i \leq n \).
17. Smooth the vectors \( \hat{\mu}_i \) for all \( i \), \( 1 \leq i \leq n \), using (2) and (3).
18. If all \( \hat{\mu}_i > \epsilon \) or less than the allowable number of evaluations has been done, increment \( i \) and reiterate from Step 4.
19. Rank \( S_p \) with \( t_h = 1 \).
20. Increment \( a_i \).
21. If \( a_i \) is less than the allowable number of loops, return to Step 2.
22. Rank \( S_p \) with \( t_h = 0 \) to obtain the final non-dominated set \( S_p \).

### 2.2 The MMY procedure

The multi-objective mooyoung yoon (MMY) procedure is the first MOO RS procedure with the indifference-zone approach in the literature that guarantees correct selection following the Bayesian probabilistic theory [1]. The algorithm was selected to equip MOOSolver with a modern, efficient multi-
objective RS procedure. Procedure MMY was developed and validated in [1].

The following notation applies: $S$ is the feasible solution set, i.e. $S = \{1, ..., M\}$, $I$ is the set of solutions that are still in competition, $K$ is the objective set, i.e. $K = \{1, ..., m\}$, $X_{ik}(N_i)$ is the sample mean of solution $i$ for objective $k$ based on $N_i$ observations, $S_{ik}^p$ is the observed non-Pareto set based on $X_{ik}$ ($i \in S$ and $k \in K$), $n_0$ is the number of simulation replications at the first stage, $\delta_k^*$ is the indifference-zone value for objective $k$ and $P^*$ the minimum required value for P(CS).

Following are some definitions used in the procedure. Let
\[ \delta_{ijk} = \max \{ \delta_k^*, X_{ik}(N_i) - X_{jk}(N_j) \} \quad (4) \]
and $[x]$ denotes the smallest integer greater than $x$. Consider a pair of solutions $(i,j)$ where system $i$ is observed as non-dominated and system $j$ can be any other solution in $S$. This pair $(i,j)$ $(i \in S_p$ and $j \in S, j \neq i)$ is relevant to Steps 4 and 5 in Algorithm 2.

For each pair $(i,j)$ $(i \in S_p$ and $j \in S, j \neq i)$, let
\[ K_1 = \left\{ k \mid X_{ik} - X_{jk} \leq \delta_{ijk}, k \in K \right\} \quad (5) \]
and
\[ k' = \arg \max_{k \in K} \left( \frac{X_{jk}(N_j) - X_{ik}(N_i)}{S_{jk}^2(N_j) + S_{ik}^2(N_i)} \right) \quad (6) \]
where $\Phi$ denotes the cumulative distribution function (cdf) of the standard normal distribution. Note that $K_1$ and $k'$ should be defined for every pair of $(i,j)$ $(i \in S_p$ and $j \in S, j \neq i)$. Step 4 in Algorithm 2 deals with $(i,j)$ pairs when $K_1 = K$, that is, solution $i$ and $j$ are observed to be indifferent to each other, while Step 5 considers the case when $K_1 \neq K$.

The constants $h_3$ (in Step 4) and $h_2$ (in Step 5) are obtained from the following equations respectively:
\[ \int_0^\infty \int_0^\infty \Phi \left( \frac{h_3}{(N_1 - 1)^{\frac{1}{2}} + (N_2 - 1)^{\frac{1}{2}}} \right) f_1(x)dx f_2(y)dy \left| 1 - \gamma \right| = 1 - \gamma \quad (7) \]
and
\[ \int_0^\infty \int_0^\infty \Phi \left( \frac{h_3}{(N_1 - 1)^{\frac{1}{2}} + (N_2 - 1)^{\frac{1}{2}}} \right) f_1(x)dx f_2(y)dy \left| 1 - \gamma \right| = 1 - \gamma \quad (8) \]
where $\gamma = \frac{\beta}{M-1}$ and $f_1$ and $f_2$ denote the pdf of the $\chi^2$ (i.e. Chi-square) distribution with $N_1 - 1$ and $N_2 - 1$ degrees of freedom, respectively. The solution that dominates solution $j$ with the maximum probability can be found with
\[ i = \arg\max_{i' \in S_p} \prod_{k=1}^m \Phi \left( \frac{X_{jk}(N_j) - X_{i'k}(N_{i'})}{S_{jk}^2(N_j) + S_{ik}^2(N_{i'})} \right) \quad (9) \]
Note that such $i$ should be defined for every $j \in S_{ik}^p$.

This pair of solutions $(i,j)$ $(i \in S_p$ and $j \in S_{ik}^p)$ is considered in Step 7 in Algorithm 2. The constant $h_3$ in the same step of the algorithm is obtained from
\[ \int_0^\infty \int_0^\infty \Phi \left( \frac{h_3}{(N_1 - 1)^{\frac{1}{2}} + (N_2 - 1)^{\frac{1}{2}}} \right) f_1(x)dx f_2(y)dy \left| 1 - \gamma \right| = 1 - \beta \quad (10) \]
where $\beta = \frac{\alpha}{M}$ and $f_1$ and $f_2$ denote the pdf of the $\chi^2$ distribution with $N_1 - 1$ and $N_2 - 1$ degrees of freedom, respectively. Note that $P^*$ is kept constant with a typical value of 0.90%. The RS procedure is presented as Algorithm 2.

**Algorithm 2 Procedure MMY**

1: Select the probability of correct selection requirement $P^* = 1 - \alpha$, $\delta_k^*$ for each objective $k \in K$, and $n_0 \geq 10$. Set $l = \{1, ..., M\}$; And $\beta = \alpha/M$.
2: Simulate $n_0$ replications for all $M$ solutions, and calculate $X_{ik}(n_0)$ and sample variances $S_{ik}^2(n_0)$ ($i \in S$ and $k \in K$). Let $N_i = n_0$.
3: Observe $S_p$ and $S_{ik}^p$ based on $X_{ik}(N_i)$ ($i \in S$ and $k \in K$) using the Pareto ranking algorithm.
4: For each solution $i \in S_p$ and $j \in S (j \neq i)$ with $K_1 = K$, check if the following two conditions are met:
\[ N_i > \max_k \left( h_3 S_{ik}(N_i)/\delta_{ik} \right)^2 \] and $N_j > \max_k \left( h_3 S_{jk}(N_j)/\delta_{jk} \right)^2 \quad (11)
where $h_3$ is obtained from (7), and $K_1$ is defined in (5).
5: For each solution $i \in S_p$ and $j \in S (j \neq i)$ with $K_1 \neq K$, check if the following two conditions are met:
\[ N_i > \left( h_3 S_{ik}(N_i)/\delta_{ik} \right)^2 \] and $N_j > \left( h_3 S_{jk}(N_j)/\delta_{jk} \right)^2 \quad (12)
where $k'$ is the defined in (6), and $h_3$ is obtained from (8).
6: Delete solution $i$ from $l$ if conditions (11) or (12) are satisfied for all $j \in S (j \neq i)$.
7: For each solution $j \in S_k$, and solution $i \in S_p$ as defined in (9), check if the following two conditions are met:
\[ N_i > \max_k \left( h_3 S_{ik}(N_i)/\delta_{ik} \right)^2 \] and $N_j > \max_k \left( h_3 S_{jk}(N_j)/\delta_{jk} \right)^2 \quad (13)
where \( h_3 \) is obtained from (10).

8: Delete solution \( j \) from \( I \) if conditions in (13) are satisfied.
9: If \(|I| = 0\), then stop and present the current \( S_p \) as the final solution set. Otherwise, for each solution \( i \in S_p \cap I \), that is, solutions in \( S_p \) that were not deleted from \( I \) in Step 6, add solution \( j \in S_p \) \((j \neq i)\) to \( I \) if it does not satisfy conditions (11) or (12). Similarly, for each system \( j \in S_p \cap I \), that is, solutions in \( S_p \) that were not deleted from \( I \) in Step 8, add the corresponding solution \( i \in S_p \) to \( I \) if it does not satisfy (13). Go to Step 10.

10: Take one additional observation \( X_{ik} \) \((N_i + 1)\) from each solution \( i \in I \), and set \( N_i = N_i + 1 \ \forall i \in I \). Set \( I = \{1, ..., M\} \) and update \( \bar{X}_{ik} \) \((N_i)\) and \( S_{ik}^2 \) \((N_i)\) for all \( i \in I \) and \( k \in K \). Go to Step 3.

### 2.3 The MOOSolver optimiser

MOOSolver is a third-party optimiser that uses the MOO CEM and the MMY in its solution approach to user-defined MOSO problems of the form of the problem framework presented in Section 1. The optimiser is a callable module that can be integrated with discrete-event simulation software packages using the inter-process communication (IPC) technology in the C programming language.

![Figure 2 - IPC procedure between MOOSolver and the DES product](image)

Currently, the optimiser has been successfully integrated with Siemens' Tecnomatix Plant Simulation [12].

Once the optimiser is successfully integrated and ready to be used, the user must provide the necessary parameters (see Section 3.1) of the simulation model to be solved. The flow diagram in Figure 2 illustrates the concept and shows the inter-process communication procedure between MOOSolver and the discrete-event simulation software package. When the SO process is complete, the optimiser outputs the results of each phase of the solution approach in table formats; these are illustrated as Tables 1 and 2 for phase one and phase two, respectively. Note that since the results from phase one can be very large, they can be better represented as a plot of the objective values for every solution in the approximate \( S_p \) when \(|m| = 2\). The plot is generally referred to as the Pareto front. Also note that \( T \) in phase one indicates the total number of solutions found by the metaheuristic i.e. the total number of elements in the Pareto front.

#### Table 1 - MOOSolver output table format for phase one

<table>
<thead>
<tr>
<th>Solutions</th>
<th>Objectives</th>
<th>Variances</th>
<th>Rank</th>
<th>Runs</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>( f_{11} ) , \ldots , ( f_{1m} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>( x_T )</td>
<td>( f_{T1} ) , \ldots , ( f_{Tm} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Table 2 - MOOSolver output table format for phase two

\( S_{ij}^2 \) is the variance information of objective function \( j \) of solution \( i \), \( j = 1, ..., m \). \( \rho_i \) is the Pareto rank of solution \( i \) indicating the total number of solutions in the set that dominate (i.e. are better than) solution \( i \). \( N_j \) is the total number of simulation replications run for solution \( i \).

In the following section, we use the optimiser to solve the buffer allocation problem.

### 3 THE BUFFER ALLOCATION PROBLEM

Production systems are often organised with machines connected in series and separated by buffers. This arrangement is often called a flow line or a production line [14]. The buffer allocation problem is a well-known problem in the design of production lines.

The basic setting of the BAP is the following [9] [15]. Consider a production line consisting of 1, 2, ..., \( p \) machines in series, numbered 1, 2, ..., \( p \). Jobs are processed by all machines in sequential order. The processing times at all machines have, generally, a fixed exponential distribution with rate \( \mu_i \), \( i = 1, 2, ..., p \). The machines are assumed to be unreliable and the machine failures are operation-dependent failures (ODFs) with Poisson distributions having parameters \( \lambda_i \). The repair times are exponential with parameters \( \beta_i \). All repair, failure and processing times are assumed to be independent of each other.
The machines are separated by \( p - 1 \) storage areas or niches, in which jobs i.e. work-in-progress (WIP) can be stored. The total number of storage spaces, or buffer spaces, is unknown and must be minimised. The required number of buffer spaces can be determined by estimating the average WIP rate.

The decision variables are the elements of the solution vector \( x = (x_1, ..., x_p) \), where \( x_i \) is the number of buffer spaces at niche \( i, i = 1, ..., p - 1 \). The objective functions in the stochastic, MOO context are throughput \( T_p(x, \xi) \) (to be maximised) and the WIP (to be minimised), denoted by \( W_p(x, \xi) \). \( \xi \) is the stochastic element in the problem caused by the machines’ failures, as well as repair and processing times.

3.1 Specifics of the BAP solved

It was assumed for this variant of the BAP [1] that a total of \( q \) buffer spaces were available to be arranged in four niches (i.e. the number of machines in series in this case is \( p = 5 \). Every machine has a niche in front of it, except the first machine in the line). The problem therefore had a total number of \( (q + p - 2) \) candidate solutions. With \( q \) selected as 6 for the problem, the total number of potential solutions amounted to \( \binom{5}{4} = 84 \). (The BAP is NP-hard in the sense that the number of candidate solutions increases relatively fast for relatively small increases in \( q \). For instance, \( q = 10 \) has a solution space that contains 286 elements, while for \( q = 20 \) the solution space contains 1771 elements.) From the 84 potential solutions, 10 were selected randomly to form the solution space \( S \) and analysed by the MMY procedure. Although the purpose for solving this BAP in [1] was simply to validate the results obtained by the MMY procedure over the small set of randomly selected solutions (and not to try to find the actual best solutions over the entire solution space), it is nonetheless assumed, for the purpose of this paper, that the approach used to solve the BAP in [1] is ineffective as the solution space is not explored in its entirety. The goal here is, therefore, to demonstrate the relevance of the solution approach proposed in Section 2 by solving the BAP as a large-scale MOSO problem.

Because the optimiser solves MOSO problems of the form described in Section 1, the BAP is now defined as

\[
\begin{align*}
\text{Minimise } & E[W_p(x, \xi)], \\
\text{Maximise } & E[T_p(x, \xi)], \\
\text{Subject to } & 0 \leq x_i \leq 6
\end{align*}
\]

and \( x_i \) are positive integers. In this formulation of the problem, each niche is allowed to have up to 6 buffers. Although doing so ensures that the 84 candidate solutions from the original formulation are included in \( S \), this also leads to the creation of new candidate solutions whose \( q \) is greater than 6. \( S \) is hence larger in this case and contains a total of \( 7^p = 2401 \) elements. (It should also be obvious that for this formulation of the problem, \( S \) grows significantly faster than in the original formulation, hence the necessity of a search algorithm.) Note that the MOO CEM can handle, in a practical manner, solution spaces that are much bigger than those considered here [9] [12].

The parameters for the metaheuristic were set as follows: The maximum number of evaluations was made 2000, epsilon was made 0.1, the population size was made 100 and the maximum number of outer loops was made 100. For the RS procedure, \( \delta_{W_p} \) was made 0.12 while \( \delta_{T_p} \) was made 0.2. \( N \) for the first phase was selected as 15, and the system was observed over a simulation period of 100 days.

3.2 Results and discussion

Table 3 shows the set of candidate solutions that was selected in the original problem while Table 4 presents the results obtained after using the MMY procedure on the set.

Table 3 - Solutions selected for the BAP in [1]

<table>
<thead>
<tr>
<th>Solution</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (x_1, x_2, x_3, x_4) )</td>
<td>(1,1,1,3)</td>
<td>(1,1,2,2)</td>
<td>(1,2,1,2)</td>
<td>(1,2,2,1)</td>
<td>(2,1,1,2)</td>
</tr>
<tr>
<td>Solution</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>( (x_1, x_2, x_3, x_4) )</td>
<td>(2,1,2,1)</td>
<td>(2,2,1,1)</td>
<td>(3,1,1,1)</td>
<td>(1,3,1,1)</td>
<td>(1,1,3,1)</td>
</tr>
</tbody>
</table>

Table 4 - MMY output for solutions in Table 3

<table>
<thead>
<tr>
<th>Solution</th>
<th>( T_p )</th>
<th>( W_p )</th>
<th>( S_{T_p}^r )</th>
<th>( S_{W_p}^r )</th>
<th>Rank</th>
<th>Runs</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1,1,3)</td>
<td>16.44</td>
<td>1.49</td>
<td>0.06</td>
<td>0.04</td>
<td>0</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>(1,1,2,2)</td>
<td>16.69</td>
<td>1.62</td>
<td>0.07</td>
<td>0.05</td>
<td>0</td>
<td>37</td>
<td>2</td>
</tr>
<tr>
<td>(1,1,3,1)</td>
<td>16.76</td>
<td>1.71</td>
<td>0.06</td>
<td>0.09</td>
<td>0</td>
<td>37</td>
<td>10</td>
</tr>
<tr>
<td>(1,2,1,2)</td>
<td>17.00</td>
<td>1.85</td>
<td>0.08</td>
<td>0.07</td>
<td>0</td>
<td>41</td>
<td>3</td>
</tr>
<tr>
<td>(2,1,1,2)</td>
<td>17.08</td>
<td>2.18</td>
<td>0.07</td>
<td>0.05</td>
<td>2</td>
<td>77</td>
<td>5</td>
</tr>
<tr>
<td>(1,2,2,1)</td>
<td>17.17</td>
<td>1.96</td>
<td>0.08</td>
<td>0.09</td>
<td>0</td>
<td>41</td>
<td>4</td>
</tr>
<tr>
<td>(3,1,1,1)</td>
<td>17.18</td>
<td>2.82</td>
<td>0.08</td>
<td>0.05</td>
<td>3</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>(1,3,1,1)</td>
<td>17.22</td>
<td>2.14</td>
<td>0.07</td>
<td>0.15</td>
<td>0</td>
<td>143</td>
<td>9</td>
</tr>
<tr>
<td>(2,1,2,1)</td>
<td>17.31</td>
<td>2.32</td>
<td>0.07</td>
<td>0.07</td>
<td>0</td>
<td>41</td>
<td>6</td>
</tr>
<tr>
<td>(2,2,1,1)</td>
<td>17.50</td>
<td>2.55</td>
<td>0.08</td>
<td>0.10</td>
<td>0</td>
<td>41</td>
<td>7</td>
</tr>
</tbody>
</table>

According to the results in Table 4, all solutions in the set except Solutions 5 and 8 can be considered as correct selections (with respect to the \( \delta_k \) values selected by the user/decision maker).

We now consider the results of the two-phase solution approach using MOOSolver. Figure 3 illustrates the results from phase one of the proposed solution approach. A total of 127 solutions was found by the metaheuristic.
In order to be able to compare the results obtained by MOOSolver with those in Table 4, it was assumed that the decision maker was only interested in solutions whose total buffer spaces \( q \) were equal or smaller than 6 for the second phase of the solution approach. These solutions are shown in Table 5 with their respective objective values from phase one. Observe that some of the solutions from Table 3 are members of the approximate Pareto set (see Table 5); For convenience purposes, therefore, we continue with the solution IDs numbering used in Table 3. Moreover, phase one results also inform us that Solutions 6, 7, 9 and 10 from Table 3 are not Pareto optimal as they do not appear in the approximate Pareto set. (This is because there now exist, in the approximate Pareto set, solutions that have better results than them.)

Table 5 - Decision maker’s preferred solutions for phase two

<table>
<thead>
<tr>
<th>Solution</th>
<th>( T_R )</th>
<th>( W_P )</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1,1,3)</td>
<td>16.42</td>
<td>1.50</td>
<td>1</td>
</tr>
<tr>
<td>(1,1,2,2)</td>
<td>16.64</td>
<td>1.61</td>
<td>2</td>
</tr>
<tr>
<td>(1,2,1,2)</td>
<td>16.96</td>
<td>1.85</td>
<td>3</td>
</tr>
<tr>
<td>(1,2,2,1)</td>
<td>17.12</td>
<td>1.95</td>
<td>4</td>
</tr>
<tr>
<td>(1,1,1,1)</td>
<td>16.25</td>
<td>1.39</td>
<td>10</td>
</tr>
<tr>
<td>(1,1,1,2)</td>
<td>16.37</td>
<td>1.46</td>
<td>12</td>
</tr>
<tr>
<td>(1,1,2,1)</td>
<td>16.55</td>
<td>1.57</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 6 presents the results from phase two of the proposed solution approach. These results give to the decision maker more accurate estimates for the selected set of solutions as well as a guarantee of at least 90% that the solutions whose Rank values are 0, constitute correct selection (with respect to \( \delta^*_k \) values). In this case, all seven solutions can be selected.

Table 6 - Phase two results obtained by MOOSolver for solutions in Table 5

<table>
<thead>
<tr>
<th>Solution</th>
<th>( T_R )</th>
<th>( W_P )</th>
<th>( S_{T_R}^2 )</th>
<th>( S_{W_P}^2 )</th>
<th>Rank</th>
<th>Runs</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1,1,1)</td>
<td>16.27</td>
<td>1.39</td>
<td>0.07</td>
<td>0.00</td>
<td>0</td>
<td>36</td>
<td>11</td>
</tr>
<tr>
<td>(1,1,1,2)</td>
<td>16.39</td>
<td>1.46</td>
<td>0.06</td>
<td>0.00</td>
<td>0</td>
<td>36</td>
<td>12</td>
</tr>
<tr>
<td>(1,1,1,3)</td>
<td>16.44</td>
<td>1.49</td>
<td>0.07</td>
<td>0.00</td>
<td>0</td>
<td>36</td>
<td>1</td>
</tr>
<tr>
<td>(1,1,2,1)</td>
<td>16.56</td>
<td>1.57</td>
<td>0.07</td>
<td>0.00</td>
<td>0</td>
<td>36</td>
<td>13</td>
</tr>
<tr>
<td>(1,1,2,2)</td>
<td>16.68</td>
<td>1.62</td>
<td>0.07</td>
<td>0.00</td>
<td>0</td>
<td>36</td>
<td>2</td>
</tr>
<tr>
<td>(1,2,1,2)</td>
<td>17.00</td>
<td>1.85</td>
<td>0.08</td>
<td>0.01</td>
<td>0</td>
<td>41</td>
<td>3</td>
</tr>
<tr>
<td>(1,2,2,1)</td>
<td>17.17</td>
<td>1.96</td>
<td>0.08</td>
<td>0.01</td>
<td>0</td>
<td>41</td>
<td>4</td>
</tr>
</tbody>
</table>

4 CONCLUSION

This paper presented the use of relatively new solution algorithms (in the areas of metaheuristic and ranking and selection) in a novel optimiser developed to solve stochastic multi-objective optimisation or MOSO problems. The framework of the problems of interest was presented in the first section, followed by the proposed solution approach utilised by the optimiser to solve them. The optimiser was then used to solve the known buffer allocation problem, in the multi-objective context, to demonstrate the relevance of the solution approach proposed by the authors.

Large-scale MOSO problems can have an infinite number of potential solutions. Normally, an optimiser that can handle such problems would stop, in its solution approach, when a Pareto set has been approximated (by a search algorithm) using an arbitrarily, user-defined, number of observations during the SO process. In other words, despite the stochastic nature of the given problem, the optimiser would not include (in its solution approach) a rigorous statistical analysis. In effect, including rigorous statistical techniques such as RS algorithms in this case would make the SO process impractical given the fact that such algorithms can take long before statistical soundness can be guaranteed (see Section 3). The novelty of this paper, therefore, is in bringing RS in the large-scale MOSO context by, essentially, reducing the large-scale problem into a small-scale one first. And not merely arbitrarily; The solution approach gives, in effect, to the user the opportunity of selecting from the approximate Pareto set (which can be overwhelmingly large) only those solutions that they may have a biased interest towards (e.g. for business or practical reasons). As of now, the optimiser has been successfully implemented as an add-in to the commercial simulation software Tecnomatix Plant Simulation.
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Abstract
Intelligent manufacturing control is a key aspect of the Industry 4.0 paradigm. Erlang is a functional programming language designed for the development of soft real-time control systems. Erlang has many characteristics that are attractive when implementing manufacturing control. These characteristics include fault tolerance and ease of distribution. Erlang programs are built from multiple concurrent processes which interact through message passing. Code abstraction is provided by Erlang's behaviour mechanism, which separates code into a generic portion (the behaviour) and an application specific callback module. This paper presents an approach for the development of layered callback modules. Layered callback modules can be used to achieve process specialisation. To effectively layer callback modules, it is important that each layer be extensible. Extensible layers are callback modules that do not limit the functionality of subsequent layers. Some best practices relating to message handling and state access are presented. These best practices facilitate the development of callback modules that can be layered in a manner that assists modularity and code reuse. It is expected that this approach for process specialisation will be beneficial in Erlang based IIoT applications since many of the “things” in these systems will share common base functionality.
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1 INTRODUCTION
Current progression, by both industry and academia, towards the realisation of Industry 4.0 has highlighted the need for intelligent manufacturing control [1] [2] [3] [4]. Key aspects of intelligent manufacturing control include decentralisation, cyber-physical systems (CPS) and the Industrial Internet of Things (IIoT) [3].

Erlang is a functional programming language designed for the development of fault-tolerant soft real-time control systems [5]. OTP (Open Telecom Platform) is a set of libraries included in Erlang that simplify the development of large complex systems [6, pg. 73]. Erlang has many attractive features, such as concurrency, scalability and fault tolerance, that are useful when implementing intelligent manufacturing control systems [7]. Erlang has been used to implement standby redundancy on embedded systems for a manufacturing station [8].

Erlang provides for code abstraction with the behaviour mechanism which separates code into a generic portion (the behaviour) and an application specific callback module. This paper proposes an approach to achieve process specialisation in Erlang through callback module layering and recommends some best practices for improving the extensibility of callback layers. The paper begins with some background on Erlang followed by an overview of the behaviour mechanism. Callback layering is then described and some best practices for message handling and state access are discussed.

2 ERLANG BACKGROUND
The Erlang programming language is designed for applications that require concurrency, fault tolerance and distribution [9]. Erlang programs are built up as independent concurrent processes which cooperate with one another to achieve the systems goals. Erlang processes have the following properties: processes have sole access to their internal state, processes influence one another through asynchronous message passing and processes have the capability to spawn further processes [6, pg. 70].

This section introduces foundational concepts used in Erlang for the sake of readers not familiar with the language.

2.1 Syntax Overview
An overview of Erlang’s syntactic conventions is shown in Table 1.

2.2 Functional Purity
Erlang is a functional programming language; however, it is not necessarily pure. In a pure functional language, the output of a function is entirely dependent on the input arguments (i.e. it does not access global state). Furthermore, the effects of function execution are contained within the function. Therefore, pure functions do not permit side effects such as global state modification or I/O
operations. An advantage of pure functions is that their code is easy to reason through and their correct functioning can be validated.

Since many practical applications require side effects, [10] recommends separating Erlang code into sections that are pure (calculations and data manipulation) and impure (message passing, file access, etc.). In this way the pure code can be validated, and the impure code can be thoroughly tested to ensure it functions as intended.

### 2.3 Dynamic Typing

Erlang is a dynamically typed language. Dynamic typing means that types are checked at run time instead of at compile time. Erlang typing is strict which means that type mismatches (i.e. a character used in a mathematical expression) will generate exceptions. Figure 1 shows Erlang's dynamic typing used in a function that prints the value of the argument with which the function is called. This example shows that dynamic typing lets a single function definition serve multiple variable types.

<table>
<thead>
<tr>
<th>Function Definition:</th>
</tr>
</thead>
<tbody>
<tr>
<td>print_function(Var) -&gt;</td>
</tr>
<tr>
<td>io:format(&quot;The value is ~p&quot;,[Var]).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Example Usage:</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; print_function(true).</td>
</tr>
<tr>
<td>The value is true</td>
</tr>
<tr>
<td>&gt; print_function(3.14).</td>
</tr>
<tr>
<td>The value is 3.14</td>
</tr>
</tbody>
</table>

Figure 1 - Dynamic Typing Example

### 2.4 Pattern Matching

A core feature of Erlang is pattern matching. In pattern matching the input expression is compared to a pattern, and if the two are equivalent then the match succeeds. Pattern matching can be used to extract certain entries from a data structure as shown in Figure 2(a). In a pattern, underscores (_) and variable prefixed by underscores ( _Var) are "match-any" wildcards that will match any entry. Pattern matching is frequently used in function heads as shown in the recursive factorial function in Figure 2 (b). The input arguments are applied to the first function head that the pattern successfully matches. For the example, this means that while N does not match 0 the second function head matches and is executed. When N is 0, the first function head matches and returns 1.

a) Expression Pattern Matching:

```
{a,A,_,B}={a,b,4,1.2}.
% A=b, B=1.2
```

b) Function Pattern Matching:

```
factorial(0) ->
1;
factorial(N) ->
N*factorial(N-1).
```

Figure 2 - Pattern Matching Examples

### 2.5 Data Structures: Records and Maps

Erlang provides many different data structures; however, records and maps are usually the preferred options since their contents can be pattern matched in function heads. A record is a fixed length data structure which stores entries in named fields. A map is a dynamically sized key-value store. A significant difference between records and maps is that record field names are checked at compile time whereas incorrect map keys are only evident through incorrect behaviour or runtime errors.

### 3 BEHAVIOURS

#### 3.1 Background

A behaviour is an abstraction that implements the generic portions of a common model or pattern.
3.2 Behaviour and Callback Structure

The coupling between behaviour and callback modules is loose. Typically, the name of the callback module is passed to the start function of the behaviour module (which starts the process). The callback module name is stored in the process’ state and is used to make calls to functions in that module using reflection.

This paper uses the agenda manager of a singulation unit as an example. The agenda manager is responsible for managing the singulation unit’s bookings. Since booking management is a common element in manufacturing systems, that portion of the functionality can be implemented in a behaviour module while the singulation unit specific aspects can be placed in a callback module (i.e. how estimates are calculated when preparing proposals).

Figure 3 shows the code structure for a simple implementation of this example using the behaviour-callback pattern. The process is created when the start function in the callback module is called (Line 2). This function calls the start function of the behaviour module (Line 8) with the callback module’s name (singulation_am) as an argument.

The behaviour module’s start function spawns the new process (Line 9). The process starts execution with the setup function (Line 10) and then enters the loop function with the callback module and initial state as arguments (Line 12). The loop function (Line 13) enters a receive statement (Line 14) where it waits until a message is received. Received messages are matched against the specified patterns (Lines 15, 18 & 23). For certain messages, the behaviour module will handle the message internally. In the example, this happens when a booking request is received since it does not require application specific information (Line 16). If message handling requires application specific information, then this is obtained from one of the callback functions in the callback module. In the example this occurs when a proposal request is received (Line 19) and the behaviour calls the get_estimate function (Line 4) to obtain a performance estimate.

Once a message has been processed, the loop function recursively calls itself with the updated state in the arguments (Lines 17, 21 & 24) (Erlang features optimised tail recursion, so this does not lead to stack overflow). To ensure that the process’ message queue does not get overloaded, the last entry in the receive statement is usually a “match-anything” pattern (Line 23) so that messages that do not match any prior patterns are removed and ignored.

```
1) -module(singulation_am). %Callback
2) start(Arg) ->
3)   generic_am:start(singulation_am, Arg).
4) get_estimate(RequestInfo) ->
5)   Estimate=%Calculate Estimate,
6)   Estimate.

7) -module(generic_am). %Behaviour
8) start(CBMod, Args) ->
9)   spawn( %Spawns a new process
generic_am, setup,
    [{CBMod, Args}]).
10) setup([CBMod, Args]) ->
11)   InitialState=%Form Initial State,
12)   loop(CBMod, InitialState).
13)   loop(CBMod, State) ->
14)   receive
15)   {request_booking, Info} ->
16)   Estimate=CBMod:get_estimate(Info),
17)   %Create Proposal and Reply
18)   loop(CBMod, NewState);
19)   {request_proposal, Info} ->
20)   NewState=%Add booking,
21)   loop(CBMod, NewState);
22)   ->
23)   loop(CBMod, State)
24)   end.
```

**Figure 3** - Example Behaviour and Callback Modules for a Simple Agenda Manager

3.3 Behaviour and Callback Module Attributes

The behaviour module usually trusts that the callback module implements all the required callback functions: however, this can be checked using erlang:function_exported before making the callback function call. This capability can also be used to implement optional callback functions.

To help ensure that callback modules implement the required callback functions, Erlang provides the behaviour and callback module attributes. The behaviour module attribute is used to indicate the behaviour modules for which a callback module implements callback functions. The callback module attribute is used to specify which callback functions a behaviour module expects to be implemented. These attributes are used to generate compiler warnings for modules that do not implement the specified callback functions; however, these
attributes are not required for a behaviour-callback pattern to be implemented.

### 3.4 Callback Layering

The behaviour-callback pattern is not limited to the case where there is a single behaviour module and a single callback module. A module can be implemented as both the callback module for a behaviour and act as the behaviour module for a different callback module. Several of such modules can then be layered to create a stack of layered callback modules with a single foundational behaviour at the bottom. Each layered callback module should be used to enhance the functionality provided by the layer below it. In this way, the layers form a stack of increasing specialisation.

Figure 4 illustrates how callback module layering can be applied to the agenda manager example. Since the agenda manager can be considered a server which provides bookings for clients, the `gen_server` behaviour is used as the foundation of the stack. It is recommended that the foundational behaviour in the stack be a standard OTP behaviour since these behaviours are compatible with OTP's built in debugging tools. The generic agenda manager functionality is built on top of the `gen_server` behaviour as a callback module. The singulation unit specific functionality is then added on top of the generic agenda manager layer.

To start a process which executes a layered callback stack, the start function of the top layer is called. Each callback module's start function calls the start function of the layer below it with the calling module's name as an argument. In this way each layer specifies the layer below it. Execution begins with the behaviour's initialisation function which calls the initialisation function of the layer above it. These calls are propagated up the stack with the return value of each layer being integrated into the return value of the layer below. Execution then enters the behaviour's primary loop. From the primary loop, callback functions are called in response to messages. These calls propagate up the stack until they reach the layer that provides the required level of specialisation. When the process is stopped, the terminate function is called in a manner similar to the initialisation function.

Callback layering contributes to code modularity since code for a specific functionality is contained within a single layer. Furthermore, a layer module can be replaced with a different module that exposes and requires the same interfaces without influencing the remainder of the stack. Callback layering also facilitates code reuse since processes with different roles can start with different top layer modules and converge to the same layers lower down in their behaviour stacks. (i.e. the agenda manager for a robotic arm could build on top of the generic agenda manager layer).

### 3.5 Behaviour and Callback Extensibility

Often when a behaviour is developed, the developer has a clear understanding of the functionality that will be implemented in the callback functions. It is therefore tempting, and often easier, to cater directly to that expected functionality. However, when that behaviour is later reused, the behaviour may need to be altered to facilitate additional functionality. This can be particularly problematic if the behaviour is not editable by the developer (i.e. part of a closed source 3rd party library).

Therefore, to maximise the modularity and code re-use benefits of using layered callback modules, each layer module should be extensible. The extensibility of a layer module here refers to the degree to which that module facilitates the implementation of additional functionality within the subsequent callback layers. In other words, a highly extensible callback layer does not make limiting assumptions about the implementation of the layer above it.

Two categories of assumptions that limit or prevent the implementations of layered callback modules have been identified. These two categories are: assumptions about the message handling requirements of subsequent layers and assumptions about the state access requirements of subsequent layers. The following sections will discuss these assumptions in greater detail.

---

**Figure 4 - Callback Module Layering**
4 MESSAGE HANDLING

Interprocess communication is a foundational aspect of Erlang programs. It is therefore understandable that a behaviour that limits the message handling capabilities available to its callback module will limit the functionality that can be implemented in that callback module. For a layered callback module to be extensible, it must therefore not restrict the ability of the layer above it to send and receive messages. In the case of the agenda manager example, the singulation_am layer may need to request information from another process before it can generate a performance estimate.

Sending messages from different layers does not cause complications, as long as layers have access to all the data needed to formulate and send the required messages. However, complications arise if layers implement their own message receiving.

The presence of multiple receive statements in a layered callback stack can result in hanging or poor responsiveness (i.e. when blocking receive statements are used to achieve synchronous calls). Furthermore, there needs to be a “match-any” pattern in at least one of the receive statements so that messages that do not match any of the receive statements do not overload the message queue. However, this has the potential to erroneously remove messages that are intended for other layers. (i.e. a receive statement in singulation_am removing a booking request for generic_am).

Therefore, the recommended approach is to have a single receive statement in the foundational behaviour module. If a received message does not match any of the patterns for that module then the message should be passed on to the next layer in the stack using a predefined callback function (i.e. handle_message). The next layer then attempts to match it against its own patterns and passes it on upwards using a similar callback function if no match is found. If a message reaches the top of the stack without matching, it can then be safely ignored. This leads to a hierarchy since lower layers have message handling precedence over higher layers. Care should be taken to avoid (unintended) message pattern overlaps between layers.

If having additional receive statements within layers is unavoidable, then these receive statements should be non-blocking and only match messages intended for that layer.

A further advantage of having every layer in the stack use only the foundational behaviour's receive statement is that more of the callback functions in higher layer modules can be functionally pure and therefore easier to validate.

5 STATE ACCESS

State is a representation of a process' current condition. The ability to maintain state is a necessary requirement for any non-trivial process since it allows past events to influence the handling of future events. Erlang processes typically rely on local state. This local state is implemented as an argument to the foundational behaviour’s primary loop. If a function requires access to this state, then it is passed as an argument to that function. Erlang provides facilities for a global process state (i.e. the process dictionary); however, the use of global state is generally discouraged as it leads to code that is functionally impure and therefore difficult to validate.

If a callback module does not have the facility to maintain its own local state, then it will either limit the functionality that can be implemented in that module or force the callback module to use global state. An extensible layer module should therefore provide local state storage facilities for the layer above it (regardless of whether that layer currently requires state storage).

In the case of the agenda manager example, the gen_server module provides the generic_am module with state storage facilities which are used to store the booking list, etc. However, if the generic_am module does not provide the singulation_am module with state storage facilities then this would limit that layer. For example, it would not be possible to implement functionality whereby the singulation_am receives status updates from the singulation unit’s execution manager and stores the current status for consideration when generating performance estimates.

Erlang’s dynamic typing is helpful in this regard. A layer can allocate a term in its own local state for the local state of the layer above without knowing the format or contents of that layer’s state. This callback-state is then included as an argument whenever the layer calls a callback function in the layer above. Since function arguments are passed by value, callback functions should return an updated state, which the lower layer uses to replace the previous callback-state.

Another way that the achievable functionality of a layer can be limited is when the layer below it only includes certain state elements in callback function arguments. This may be because only a specific subset of the layer’s state was required for the initial callback implementation.

In terms of extensibility, it may be desirable for a layer to have as much access to the state of the layers below it as possible. However, this will be detrimental to the modularity of the callback layer, since it could require knowledge of the state structure of lower layers. If a layer incorporates references to the layer below it, these interfaces would need to be validated if changes were made to that lower layer. Erlang maps are helpful in this regard since they do not require the higher layer to import a definition header file, but this advantage of
maps comes with the risk of run-time errors, as pointed out Section 2.5.

Access to another layer’s state here implies read access, since it is recommended that layers have sole write access to their own state. This prevents modifications in other layers from creating state inconsistencies. If modification of a state entry by higher layers is desired, then this can be implemented by allowing modify requests to be included in the return values of callback functions.

6 CONCLUSIONS
This paper proposes an approach for achieving process specialisation in Erlang through callback module layering. The use of extensible layers can improve the ease of development, modularity, code re-use and ease of modification of layered callback modules.

Extensible message handling is facilitated by limiting layers to using the foundational behaviour’s receive statement. Extensible state access is facilitated by providing each layer with a mechanism for storing local state and by providing each layer with access to the relevant state of the layer below it. These best practices facilitate the development of extensible callback module layers.

Erlang has a strong heritage in telecom and internet applications. It is expected that this approach for process specialisation will be beneficial in Erlang based IIoT applications since many of the “things” in these systems will share common base functionality.
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Abstract
Since the dissemination of the philosophy of lean production, there has been an unprecedented acceptance of this organizational set of rules in Western production companies. Ever since then, lean production has been used for systematization of production organization and for waste reduction in production processes. However, it has not evolved, even though markets are more demanding due to individualization and volatility. Digitalization provides tools to adapt lean production to aggravated market conditions by expanding its capabilities. Therefore, digitalization has the potential to enhance the realization of the philosophy of lean production. In this context, the current status quo of company-specific lean production systems needs to be assessed and structural deficits have to be identified. Extensive knowledge about a company-specific lean production system and its deficits provides the basis for the selection of appropriate digitalization technologies. This paper introduces a method that allows the evaluation of lean production systems in the context of digitalization.
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1 INTRODUCTION
Enterprises are constantly forced to improve their competitiveness due to the ongoing globalization and satisfaction of increasing customer demands. Lean production systems (LPSs) support to realize efficient production processes and thus help enterprises to be economically successful [1]. Since the organizational set of rules of lean production (LP) encourages mastering the complexity of individual production processes and organizing labor, it is widely used by production companies [2]. However, in recent years the change of production challenges and constraints has brought LPSs to the limits of their capabilities [3].

2 STATE OF THE ART
2.1 Digitalization: enabler for lean production
The elements of LP have their initial origin in the Japanese automotive industry [4]. With a publication at the beginning of the 1990s, Womack, Jones and Roos created the basis for an unprecedented proliferation of LP into Western production companies [2, 5]. Ever since then, this organizational set of rules consisting of principles, methods and tools has become more and more important to production companies [2, 6] due to its efficiency and value-added process design [7]. The elements of LP contribute to the avoidance of waste by reducing efforts regarding transport, inventory, motion, waiting, overprocessing, overproduction and defects [6]. While framework conditions and challenges for production processes have been intensifying, the implementation of the elements of LP has remained mostly the same and not evolved any further. In this context, digitalization technologies offer opportunities for other ways of implementing elements of LP. Here, information and communication technologies contribute to realize functionalities like data capturing, data transfer, data retention, data processing and data provisioning [8, 9]. Therefore, such technologies support individual production processes with necessary information and facilitate an intelligent interconnection of resources, employees and objects in a factory [10]. Various implementations of digitalization technologies like a digital Kanban system or a pick-by-light system represent examples of how to implement elements of LP in a digital way. These as well as other examples state that the digital implementation of elements of LP represents the subsequent and logical next step, since digitalization technologies contribute to a more efficient use of elements of LP [3, 11]. Therefore, a profound knowledge about the current state of an LPS is necessary in order to be able to select appropriate digitalization technologies. An assessment of a company-specific LPS needs to depict where action and improvement are required.
2.2 Assessment of lean production systems

There are different ways to assess LPSs. Karlsson and Åhlström (1996) focus on “assessing changes towards lean production”. Here, the focus is on describing probable effects on a production system by applying principles of LP [12]. Dombrowski et al. (2016) are more specific by developing an interdependency framework that depicts effects among LP methods using System Dynamics. Therefore, this framework depicts changes of lean methods within an LPS [13]. Moreover, “value stream mapping 4.0” is a holistic approach that assesses lean principles with respect to deriving opportunities for digitalization. This method identifies waste in information logistics in order to optimize information logistic processes [9]. Another approach is maturity-based and focusses on the assessment of established lean principles in a production system in the context of digitalization. Based on this, migration paths are derived for the identification of individual use cases for digitalizing production processes [10].

Altogther, these approaches depict generic as well as maturity-based assessment methods that are on different levels of granularity. It is appropriate to develop a maturity-based assessment method as an assessment of an LPS on a more detailed level and towards a desired state of an LPS. Therefore, a maturity based method contributes to a comparison of a desired state (requirement) and current state (capability) of an LPS. The disparity between requirement and capability of an LPS reveals the need for action and potential for improvement. Hence, the implementation of suitable digitalization technologies can contribute to the reduction of the identified disparity.

2.3 Maturity models

2.3.1 Definition

Maturity models are specific step models that assess an current development state of a focussed object by using defined maturity degrees [14, 15]. The maturity degrees result from the requirements of a focussed object that need to be fulfilled and that are consecutively constructive [16]. Therefore, these maturity degrees need to be defined in regard to prerequisites for the development stages of an object in order to describe necessary requirements for reaching each subsequent degree [14, 17].

2.3.2 Characteristics

Different maturity models are conceptualized in regard to each specific contemplation focus. Depending on their purpose, these models can assess whole companies, certain departments or specific processes such as production processes. Maturity models have in common that their maturity degrees are used for the assessment of current states regarding focussed objects. Therefore, a structured analysis reveals probable deficits regarding a desired condition. Requirements to be met are defined for each maturity degree and the improvement measures for the realization of a higher maturity degree of an object can be derived precisely. [14, 16, 18]

2.4 Concepts for the requirement capability comparison

As a base for the development of a requirement capability comparison (RCC) method in the context of LP, the following subchapters briefly describe existing concepts.

2.4.1 Quality Function Deployment: QFD

QFD is a structured procedure model used in the product development process. Its superior objective is to guarantee that customer requirements are converted into product features. Customer requirements and their realization need to be separated precisely in a matrix for their comparison and alignment, which is also known as House of Quality (HoQ). With a HoQ for every phase of the product development process, the realization of customer requirements can be monitored and deviations can be identified in order to prevent erroneous developments soon enough. [19]

2.4.2 Business process modelling: EDEN

EDEN describes a maturity model for a company-wide process management that assesses different departments on organizational as well as on processual levels. An identified status quo reveals deficits and provides the basis for deriving a desired condition and therefore for deriving a strategy for the realization of the transformation from the status quo to a desired condition. This model consists of 170 single criteria from the following nine dimensions goals, strategy, methods, organization, measurement, competences, communication, documentation and information technology that are assessed on a scale consisting of six maturity degrees. [20]

2.4.3 Lean Logistics Maturity Model: LLMM

LLMM focusses on the evaluation of production processes regarding intralogistics. In regard of organizational as well as subject-specific aspects, this maturity model assesses four hierarchically structured objectives: configuration fields, process areas, configuration criteria and peculiarity degrees. When the maturity degree of all of the subordinate objectives has increased, the superordinate objective rises to the next level of its specific maturity degree scale. [21]

2.4.4 Lean Capability Model: LCM

LCM supports the introduction and sustainable development of LP on organizational as well as on technological levels within production companies. By evaluating the current state of the implementation of LP, development aspects are depicted that have to be improved to be able to benefit from its advantages in the long term. This maturity model therefore assesses the design on lean structures for example on an organizational level and the performance of
single LP methods on a five-step maturity degree scale. [22]

2.4.5 Lean Enterprise Transformation Maturity Model: LETMM

LETMM is a lean-specific maturity model, which focusses on the assessment of business processes. This model has differences in three sections: lean transformation, processes of the product life cycle and supportive infrastructure. Each of these sections consists of subordinate classes that need to be assessed according to five generic maturity degrees. Despite these maturity degrees, this model allows the depiction of the status quo in company-specific contexts, since responsible employees from different hierarchical levels of different departments give their professional opinion on their processes. Based on this fact, LETMM allows the identification of process-specific potentials for improvement. [23]

3 FUNDAMENTALS FOR THE DEVELOPMENT OF A REQUIREMENT CAPABILITY COMPARISON METHOD

3.1 Pivotal characteristics of the method

In order to provide a method, which is applicable on individual LPSs, the development focusses on different characteristics that the method needs to fulfill (figure 1). These characteristics should contribute to an adaptive method that can be conducted and evaluated by representatives from the production environment. Furthermore, applicability for different companies with individual peculiarities of their LPS should be facilitated as well.

3.2 Analysis of existing concepts for the requirement capability comparison

The existing concepts as described in chapter 2.4 are predominant in different application areas. Regarding the requirements for a RCC method in the context of LP, their applicability needs to be analyzed. All concepts except QFD are maturity-based. Moreover, LLMM, LCM and LETMM already have a lean connection whereas QFD and EDEN have not been used in the context of LP so far. This analysis regarding relevant characteristics, which is depicted in figure 1, differentiates between three degrees of fulfillment.

In summary, there is no method at all that fulfills the required characteristics to their full extent. Therefore, none of the listed methods are directly suitable for the RCC in the context of LP in its current peculiarity. This is an inducement for the development of a RCC method that focusses on LP. Elements of the individual approaches of the concepts described will therefore be used for the development of the method.

3.3 Requirements for production processes

Varying production challenges bring LPSs to the limits of their capabilities. Nevertheless, lean structures are a solid base for the implementation of digitalization technologies. Due to these aspects, a RCC for assessing the level of implementation of an LPS is needed. This alignment needs to rate the level of fulfillment of production requirements by the capability of the methods that are defined as part of LP.

Main goals for production processes focus on the minimization of cost and time and maximization of quality [6]. In order to provide a more specific clustering of requirements for production processes, these goals are augmented in regard to flexibility, logistics, environment and human needs. These goals are the superior clusters for further specification that was conducted in this context and resulted in 40 requirements that are not mentioned in this paper in detail. These goals can however be adapted according to the LPS to be assessed.

4 REQUIREMENT CAPABILITY COMPARISON METHOD

4.1 Derivation of maturity degrees

Based on the previously described concepts, a new RCC method is derived in the context of LP. This method requires a rating scale to evaluate the current as well as the target states regarding the fulfillment of requirements for production processes in regard to the capability of LP methods. Six maturity degrees (0 to 5) are therefore specified (figure 2). As mentioned in chapter 2.3.1, maturity degrees are consecutive and characterized by requirements regarding focussed objects that have to be fulfilled to reach the

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>QFD</th>
<th>EDEN</th>
<th>LLMM</th>
<th>LCM</th>
<th>LETMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intuitive usability [21]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Generality [24]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Scalability [25]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Evaluability of different states [26]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Feasibility of detail levels [25]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Graphical evaluation [26]</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Focus on lean production</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
<tr>
<td>Precise rating scale</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
<td>☐</td>
</tr>
</tbody>
</table>

 Definitions: The method…

<table>
<thead>
<tr>
<th>Degree</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>…is not implemented or has no influence on the requirement.</td>
</tr>
<tr>
<td>1</td>
<td>…was implemented as part of a pilot project to support fulfilling a requirement.</td>
</tr>
<tr>
<td>2</td>
<td>…is implemented in several production areas to support fulfilling a requirement.</td>
</tr>
<tr>
<td>3</td>
<td>…is entirely implemented and contributes slightly to fulfill the requirement.</td>
</tr>
<tr>
<td>4</td>
<td>…is entirely implemented and contributes significantly to fulfill the requirement.</td>
</tr>
<tr>
<td>5</td>
<td>…is entirely implemented and contributes to fulfill the requirement completely.</td>
</tr>
</tbody>
</table>

Figure 1 – Analysis of existing concepts

Figure 2 – Maturity degrees
4.2 Elements and functionality of the requirement capability comparison method

The RCC method serves to assess the contribution of LP methods in regard to a systematic fulfillment of requirements for production processes. A matrix-based model is developed for the conduction of this method and is used for documentation and analysis of the RCC. The requirements for production processes are listed line-by-line on the left of the matrix and are grouped by their main categories. The LP methods are listed column-by-column at the head of the matrix and are grouped by their principles. In the matrix, the evaluation concerning the fulfillment of requirements is performed. Two key figures are defined for analyzing the result of the RCC. The degree of fulfillment of requirements is calculated by dividing the maturity degree of the current state by the target state for each requirement for production processes. The degree of establishment for each LP method is calculated similarly to the degree of the fulfillment of requirements. This key figure is calculated column-by-column and compares the current state with the target state of maturity degree in regard to the establishment of an LP method. Due to the categorization of requirements for production processes and LP methods, the analysis is possible on various levels of detail. Thus, the model supports the gathering of all relevant information for the RCC. Furthermore, it allows a mathematical analysis as well as a graphical analysis of the result by using a cobweb chart. An Excel-supported model was developed to perform the method of the RCC in practice.

The procedure starts with defining relevant requirements for production processes. Therefore, a selection of several requirements that are adaptable or expandable is provided. LP methods that have already been implemented in a company's production system have to be determined subsequently. As an option, a prioritization of requirements can be set for production processes. The assessment of the current degree and the target degree of the fulfillment of requirements is the main objective of the RCC method. The fulfillment of requirements by an LP method is assessed one-by-one according to each of the six maturity degrees, whereas the current state is assessed for each requirement in comparison to the desired target state. By defining the target state, the future direction of production is determined with the lean philosophy in mind. Not until the evaluation of an LP method is completed, can the next one be considered. After completing the evaluation, the automatic calculation of the result by the model provides an immediate analysis. Hence, discrepancies between the current state and the target state can be identified. These discrepancies are potential for optimization, which can be realized by appropriate measures or by the implementation of digitalization technologies. To check the effectiveness of defined measures, the RCC method has to be conducted iteratively.

4.3 Generic guidance items

To realize the identified potentials for optimization and thus achieve the target state of fulfillment of requirements, the following guidance items have been defined:

- Implementation of further LP method(s)
- Expansion of the implementation of the LP methods
- Staying at current maturity degree
- Decreasing the current maturity degree to avoid an unnecessary use of resources
- Support of the LP method with a digitalization technology

As not all generic guidance items fit and promise optimization for all identified potentials, the RCC results are clustered for the assignment of appropriate guidance items (figure 3). The threshold value for clustering the results is defined by the discrepancy of the assessed value for the current state and the target state. The angle bisector therefore represents the optimal state, where the current state and target state are identical. For all of the results above the angle bisector, the current state is higher than the target state. For all of the results below the angle bisector, the current state is inferior than the target state. The clustering is divided into two steps. The rough clustering first determines whether there are measures absolutely necessary (C.x), not absolutely necessary (B.x) or depending on the future target state (A.x). On the basis of the
detailed clustering (A.1, A.2, B.1, etc.), which depends on the assessed current state, appropriate guidance items are determined for all individual results.

5 USE CASE

5.1 Subsumption of the use case

For the validation of the RCC method, it was conducted in regard to the LPS at two production sites of a company from the German medium-sized businesses that develop, produce and distribute filter elements for filter presses. A company-specific LPS had been implemented several years ago as well since there have been other projects focussing on LP in the past.

5.2 Conduction of the requirement capability comparison method and analysis of the result

The RCC method was conducted in a three-hour workshop with the lean experts for the German factories. After a short description of the method, its procedure and maturity degrees, the fulfillment of requirements was assessed. The automatic calculation of the result by the model supporting the method allowed a first analysis at the end of the workshop.

22 of the 35 defined LP methods according to [6] are implemented. The analysis in regard to the clustering of the results shows that measures for the optimization of the current state of three methods are absolutely necessary. The three methods revealing potentials for optimization are process standardization, quick changeover and value stream planning. Due to the clustering, the process standardization and the value stream planning can be optimized company-wide by extending the implementation of the methods. Supporting the LP method with a digitalization technology is a possible approach for improving the method quick changeover. By observing these guidance items the target state for the improvement of this LPS can be achieved.

5.3 Critical reflection of the method

The use case revealed insights concerning the RCC method. At the beginning, the result quality grows rapidly as the number of participants increases since more perspectives of experts are respected. Another insight for a small number of participants depicts that the development of the expense-benefit-ratio shows the same behavior as the result quality. But at a certain number of participants, the expense-benefit-ratio decreases rapidly. Hence the optimal expense-benefit-ratio can be achieved at the number from approximately 5 to 8 participants. This number depends on the company size, number of relevant requirements for production processes and number of implemented LP methods. Finally, the guidance items are not very detailed. The RCC method can therefore be re-developed to be more process-related. If the degree of granularity of the method is higher, more specific measures can be set for optimizing concrete processes.

6 CONCLUSION AND OUTLOOK

Digitalization technologies offer new opportunities for the productivity of LPSs, since elements of LP can be implemented differently. In order to identify the areas where an implementation of such technologies is most promising, LPSs need to be assessed first in regard to the identification of their deficits.

In order to derive an assessment method for LPSs, different elements of existing concepts used for the comparison of requirements and capabilities are combined and adjusted for this specific context. The RCC method determines the individual status quo of enterprises regarding the implementation of LP and reveals discrepancies between the current state and the target state of fulfillment of requirements with the capability of LP methods. Measures have been defined to realize the identified optimization potentials. In the end, a validation of the developed method demonstrates its practical applicability. In summary, a method for assessing the level of implementation regarding the LP methods has been developed. This method therefore reveals potential deficits in existing LPSs. These deficits can be indications for implementing digitalization technologies in order to support implemented LP methods.

The developed method assesses the implementation level of LP methods regarding their degree of fulfillment according to production requirements. In a subsequent step, this method could be developed further in regard to its level of granularity in order to identify potential deficits not only in the method layer but also in the process layer in LPSs.
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Abstract
The competitiveness of future manufacturing systems depends on their flexibility and availability. The development of the last years within the topic of Industry 4.0 have shown that the convergence of the information technology and operational technology (IT-OT-Convergence) is key to ensure this aim. Cyber-Physical-Systems (CPS) and Industrial Internet-of-Things (IIoT) are core technologies to realize the IT-OT-Convergence. This paper shows a future-oriented, decentralized architecture model for CPS based on the synergy between elements of classical automation technology and modern IT paradigms to leverage service-orientation down to the edge-level.
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1 INTRODUCTION
Looking at the developments within automation technology over the last few years, it becomes obvious that the trend is increasingly moving towards individual production ('batch size one', cf. e.g. [1]).
Along with the currently ongoing shift from an industrial to post-industrial market in the consumer industry, manufacturing is, in direct consequence, undergoing drastic changes as well.
Whereas previously in a quasi-stable market situation with a more or less guaranteed acceptance of goods the focus in production was on maximizing output volumes while simultaneously minimizing costs, today flexibility and versatility are becoming increasingly important. Manufacturers need to be able to adapt to customer wishes as quickly as possible in order to remain competitive in an oversaturated environment [2].
This shift is, however, accompanied by the need to rethink existing automation technology paradigms such as the traditional automation pyramid in order to meet the requirements imposed by the recent market developments.
In this context, blueprints based on the further evolution of the existing approaches can be found, for example, in the work of the 'Industrie 4.0 Platform' in the form of the 'Reference Architecture Model for Industry 4.0 (RAMI4.0)' [3] or in the research agenda CPS of the VDI/VDE society of measurement and automation technology [4].
In this paper, however, a more far-reaching approach is presented, which, instead of merely focusing on the further refinement of existing models, synergistically integrates principles of modern software development.

2 CONVENTIONAL DESIGN OF AUTOMATION SYSTEMS
Historically, conventional production systems were initially designed with the goal to optimize repetitive, always identical processes. As aforementioned, since the acceptance of goods was guaranteed within the scope of the manufacturer's acquisition potential, priority was given to maximizing the output quantities while at the same time minimizing the cost. Due to the latter, all elements not essential for the production process were streamlined or eliminated. This resulted in a lean, highly specialized architecture with real-time capabilities as the main focus, as the individual manufacturing steps were highly synchronized to maximize output. This involved the monolithic centralization of the process logic on the field layer to further reduce the reaction times as well as the system's complexity as the core principle.
This pattern is also reflected in the traditional automation pyramid. Even though today, layers 3 and above are gradually dissolving and becoming increasingly decentralized (as described in [4]), the control layer and below remain largely unchanged. This remains true as well for the improved model as defined in the RAMI4.0 guidelines [3], which adds additional life-cycle and infrastructure perspectives to the automation pyramid (making it a three-dimensional cube) and proposes changes concerning the hierarchical structure, e.g. logically merging the field and the control level, but does not break up the centralized process logic.
The problem with this is, that for a complex and highly dynamic market situation where flexibility and versatility are key to stay competitive [5], such a monolithic architecture is far too rigid. Today, the strong specialisation in the Taylorist industrial model is proving counterproductive in terms of adaptability.
since the original framework conditions no longer apply. New, alternative approaches are needed.

3 DECENTRALIZATION AND MODULARIZATION

One such alternative and sensible approach with regard to system flexibility requirements consists in the modularization of process logic.

This methodology is in line with the procedures established in the IT industry for the development of complex, highly dynamic software systems (cf. e.g. ‘Microservices Architecture Pattern’, [6]).

Contrary to the widespread assumption in automation technology, decentralization is not necessarily synonymous with a decline in system safety. Although the inherent complexity increases, this is only a consequence of the fact that a system cannot be depicted losslessly by a model of a lower complexity level [5]. This measure does thus not increase the general susceptibility to errors any more than the retention of the existing monolithic design with respect to the changing environment would do. Merely the type of errors changes; meta-level deficiencies are replaced by potential technical deficiencies.

While the former eventually proves to be fatal from a business perspective, the latter is preventable. As modularization is a common procedure in software development, there are already many guidelines that describe how to create fault tolerant distributed systems (cf. e.g. [7]).

Consequently, it comes down to the decision whether to stick to the centralized approach in favor of a lower system complexity and thus to hazard shortcomings on the strategic side, or whether to adapt to the shifting market situation and accept the inherent, yet avoidable technical pitfalls associated with decentralization of process logic.

If one decides in favor of modularization, it is furthermore intuitive to detach oneself from the conventional models coupling hierarchical layers to physical equivalents as they reach their limits with regard to service-oriented architectures (as illustrated in [4]). Consequently, this means to move away from the traditional automation pyramid to a perspective that focusses mainly on organizational dependencies.

In the following, one approach to achieve decentralization of process logic is shown using the development of a testbed for innovative architectures in automation technology as an example.

4 CASE STUDY: CONCEPT OF A CLOUD-BASED ARCHITECTURE FOR MANUFACTURING SYSTEMS WITH CASCADED PROCESS LOGIC

4.1 Background

The aforementioned testbed was developed as part of the research into future-oriented architectures for competitive manufacturing in the department for automation engineering at the Bochum University of Applied Sciences, Campus Velbert-Heiligenhaus. It is intended to serve as a basis for investigating the effects of service-oriented architecture in automation technology under realistic conditions.

4.2 Architectural design

Following the previous argumentation, a modular, decentralized and logically cascaded approach was chosen as the basis for the implementation.

Figure 1 - The historical course of market dynamics and the recent rise of complex and dynamic markets [2]
As illustrated in figure 4-1, the organizational layout is based on the infrastructure layers known from software development at its core. Contrary to the traditional automation pyramid, this model does not imply immanent hierarchical links between the individual levels.

In order to achieve the greatest possible flexibility with regard to the extensibility of the testbed and to facilitate the subsequent integration of external services, a cloud solution was chosen for the back end. In this case, the selection process favored Amazon Web Service (AWS), since its IoT-stack supports the chosen decentralized approach with AWS IoT Core and AWS Greengrass well across all levels of infrastructure.

The latter serves to leverage part of the service landscape from the cloud to the fog layer, thus not only providing offline capabilities and drastically reducing latencies – which is crucial in terms of systems safety – but also enabling a service-oriented programming paradigm in a local environment. Furthermore, it offers an integrated deployment mechanism for software updates. This is an important feature as it allows for the application of subsequent security patches as well as for fast validation of effects from measures.

On the field layer, it was decided to use the Modular Production System by Festo Didactic as it is well suited for a testbed application due to its modularity and extensibility.

To ensure maximum flexibility with regard to the later adaptability and modifiability of the application, no conventional PLC running proprietary software was used. Instead, the setup is controlled by a Linux based programmable logic controller (PLC), specifically a RevPi Core 3 by KUNBUS, providing full, unhindered access to all underlying processes.

As shown in figure 4-1, an OPC UA server based on the open source project open62541 was set up on the PLC as an interface between the edge and the fog layer. OPC UA is well suited for this task since it already supports asynchronous and event-based communication by default, which is a core requirement for a service-oriented architecture.

Special to this implementation is, that it was carried out right from the start according to the ‘API first’ principle by making use of the ‘UA Methods’ defined in the OPC UA standard. The result is a so-called ‘API as a product’ [8], an abstraction layer against which can be developed from the outside and which, in contrast to a pure mirroring of the PLC’s input and output states on the server, allows for elements to be facaded towards the outside. Thus, for example, all real-time critical program sections can run locally encapsulated with guaranteed safe execution, while the actual process flow is defined via the API at the fog or cloud layer. This enables effective cascading of the logic across the various infrastructure levels. From the perspective of a manufacturing system, such a design is highly advantageous, as it significantly increases the immanent flexibility and safety in a service-oriented architecture.

In the following, the OPC UA information model as well as the cloud-based services and the communication interface between the fog and the edge layer shall be discussed in more detail.

4.3 Implementation

4.3.1 OPC UA information model

Building on the aforementioned ‘API first’ principle, the key requirements for the creation of the OPC UA information model were as follows: First, all IOs of the PLC shall be accessible through open62541 while also being easily configurable without changing the
code of the server or editing configuration files on the PLC. Secondly, all IOs as well as the states of core modules like indicators, sensors and actuators have to be provisioned with getter- and setter-methods to provide a basic level of API.

Individual IOs shall not be writable directly by a client, but rather be linked with the core modules they belong to. These core modules can perform basic functions which they provide in form of methods to clients via OPC UA. Picture a pneumatic cylinder which is controlled by two valves and which position can be monitored via two sensors. Not only does the information model have to represent the position of the cylinder; it also has to provide methods to command a change of position. Therefore, the PLC needs to know what the current position is, which inputs the sensors are connected to and which outputs must be set to a given state to move the cylinder to the target position.

This information shall be provided by the model itself to allow for easy adaptation and modification of the system by application engineers while sparing them the time and effort changing and testing the program itself would require. This is achieved by utilization of OPC properties containing all the necessary information. These properties are evaluated at runtime by the server. If necessary and permitted, these can be edited at runtime via the same tools used to monitor the system (e.g. a regular OPC UA client), allowing for a reconfiguration of individual modules without shutting down the overlying system.

At the current state of implementation, the information model only provides methods for the IO and core modules as well as for safety critical elements. Higher level functions, for example the process logic required to transform a pneumatic cylinder and a number of sensors into a system module like a part magazine, are implemented at the fog and cloud layer.

4.3.2 Cloud-based services and communication architecture

As mentioned before, the core cloud services used in the testbed application are AWS IoT Core and AWS Greengrass. The former provides the classic features of an IoT platform like secure communication, data processing and routing, and device management. In the implementation process, it was used for the creation of a so called ‘Digital Twin’ (cf. e.g. [3]) of the testbed, meaning a virtual representation of the physical object, as well as an interface to other cloud services.

For this purpose, the submodules of the MPS were recreated in the device management section as virtual devices. Through the constant synchronization with Greengrass and under usage of the AWS Shadow functionality, they were then configured to be updated automatically when a state change on the physical testbed is registered via the OPC UA server. As a result, the state of the digital twin is always consistent with the ‘real’ MPS. Other cloud services can access the virtual devices and thus obtain the live data from the manufacturing process.

The other way around, it is also possible to define a so called ‘desired’ state of the digital twin through the Shadow protocol. This will cause a gateway
application – an AWS Lambda function hosted locally on the Greengrass device (cf. figure 4-1) – to be notified which then again resolves the specified condition into a function call and invokes the respective method on the OPC UA server. Thus a fully bidirectional synchronization between the virtual representation and the physical testbed is achieved. Since the whole communication process is event based, this harmonizes well with a service-oriented architecture.

For demonstration purposes, the application was additionally extended by a service-based automatic mode for the MPS as well as by a voice control option based on Amazon Alexa. The former is hosted locally on the Greengrass device alongside the OPC UA facing gateway in order to ensure fail-safe operation even in the event of a network failure while the latter is located in the cloud and serves as an example for the integration of further services into the described architectural design.

5 CONCLUSION

Already during the implementation process, several positive aspects of the chosen architectural layout became apparent: The high degree of modularization allowed for a parallel and agile development of core software components.

Due to the ‘API first’ design approach and the resulting cascading of functional entities like the core modules of the MPS, changes in the process logic of the PLC could be made without requiring an adaptation in the information model or the gateway functions and vice versa. One disadvantage of this approach however is the redundant curation of the information model on the edge and the fog layer. These are currently modelled in different formats, although this could possibly be resolved by the use of an additional abstraction layer or common format in the likes of AutomationML (cf. [9]) in the future.

Another big advantage of this highly modular design is the minimal effort required to integrate additional services on all layers from edge to cloud into the application. The deployment of these services on the AWS infrastructure as well as the local Greengrass instance has proven itself as very versatile and intuitive.

Overall, the immanent synergies between automation technology and IT became apparent and proved to be very advantageous for the development process. For example, the utilities provided by the latter greatly facilitated the state synchronization between the ‘real’ testbed and the digital twin on the technical level.

Concluding, the chosen approach has proven very promising with respect to the initially formulated requirements. The decentralisation of process logic significantly enhanced the flexibility of the system. In general, the adaptability increased drastically due to the service-oriented architecture. Choosing a cloud-stack as the backend for the application augmented this aspect even further since the extensive service landscape available makes it possible to deploy and evaluate changes in a fast and simple way.

Even though, while this work provides first findings regarding the feasibility of such a design approach in the domain of industrial automation, it does this only in the scale of a small and independent system. While this is sufficient in the context of an initial case study, a quantitative analysis of the scalability as well as potential risks of this approach in a production environment require further research.

Nevertheless, one thing that this case study shows for sure is that in the future the job profile of the automation technician will change drastically. With eventually increasing system complexity, the number of elements from conventional software development in this area will rise as well. In the long run, at least a partly merging of both domains, also referred to as IT-OT-Convergence, is inevitable. On the other hand, some traditional components of automation technology like the automation pyramid will most likely be abandoned or evolved as their initial framework conditions no longer apply.

From a corporate perspective, this means that employees have to be actively educated and trained to enable them adapt to the shifting circumstances. However, as assimilating such disruptive changes is a very time-consuming process, it is advisable to start as soon as possible.
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Abstract
Because of saturated markets and of the low profit margins in the sales of cars, car manufacturers focus more and more on profitable product related services. This paper deals with the question how to classify product related services in the automotive industry and which characteristic product related services are offered to the end-users (consumers) in a standardized format. Two research studies on the provided product related services in 2010 and 2017 by 15 car manufacturers and 20 exemplary automotive brands in Germany revealed that the application degree by the OEM (original equipment manufacturers) in these years increased considerably. While in 2010, the average range of services only amounted to 33%, the value in the automotive industry increased until 2017 to 57%.
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1 INTRODUCTION
According to Bullinger, product related services (PRS) are those services, which are provided by producing enterprises to respond to the need or to solve a problem of the customer in connection with the product [1]. This service is provided in addition to the primary product pre-sales, sales, or after sales and either refers to the primary product lifecycle [2] or is independent on it [3]. The automotive industry mainly focuses on the primary product "car" even if some car manufacturer adapt the primary product to "mobility" in response to the changed customer behaviour in recent years [4,5]. In this respect, terms like “Product Service System (PSS)" or "Customer Solutions" were defined in literature. It designates the marketable bundle of product and services which is characterized by the fact that the benefit for the customer is higher than the value of each component in common [6]. In delimitation thereof, PRS in the automotive industry are defined as services that can be marketed as a service product in connection with the car in all phases of the product lifecycle or independent on it, which in this way generates an added-value to the primary product for the user to satisfy a need of the customer or to solve a problem of the customer. Hence, the sales and distribution of new or used cars in this sense is a primary performance and no product related service.

Due to saturated markets and low profit margins in the sales of cars, the car manufacturers see their profitability focus more and more in PRS [1]. The objective of this document is to analyse the offer of product related standardized services by the car manufacturers to private end-users and to identify the changes in the last years. To answer this question the public offer (websites of the manufacturers) of different OEM was analysed. A systematic analysis requires to first describing the scope of PRS in the automotive industry. For this purpose, first a scheme of features was generated. This feature scheme forms the basis for the validation of the PRS of the automotive industry as well as for the statistic execution of a typology.

2 TYPOLOGY OF SERVICES
To be able to have a closer look at the diversity of services it is necessary to classify them in different groups. The segmentation of services knows different classifications or typologies. A classification is the result of a division of objects in groups or classes. The objects are grouped by the characteristics of selected features. The characteristics form the classes. [7]

In a typology, features and characteristics of features can have relations and unclear boundaries to each other. In contrast to a classification, a typology has the additional property that it does not need to be complete. Some objects can belong to several types and others in turn do not belong to any type at all. In spite of the disadvantage of incompleteness, a topology suits to structure complex and vast objects by far better than a classification. [8]

To generate a model for the product related services of the automotive industry, the typology method is used for classification, for the following reasons:

- PRS show a large number of features.
- Between the features, strong relationships may occur. This property is identified by the typology types, which are described below.
- With services in general and with PRS in particular, multiple characteristics of features can be fulfilled in one feature.
Typologies and services in the literature are divided into two- or multidimensional models. Schmenner [9] divides the services by the features “working intensity” and “interaction intensity” and describes four types of services with two characteristics, each (high, low). The service typology of Barth, Hertweck and Meiren [10] divides the services by the features “contact intensity” and “variant diversity” and refer to the same four types. The feature scheme of Jaschinski [11] (see Figure 1) was derived from the effect carriers of the service products which are used by the company, the external factors which are mostly coming from the customers in the production process, the interaction of factors with each other as well as the result and profit of the service production.

<table>
<thead>
<tr>
<th>Feature Scheme for the classification of services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product type</td>
</tr>
<tr>
<td>Individual product</td>
</tr>
<tr>
<td>Main application factors</td>
</tr>
<tr>
<td>Human</td>
</tr>
<tr>
<td>Main object of service</td>
</tr>
<tr>
<td>Customer</td>
</tr>
<tr>
<td>Product scope</td>
</tr>
<tr>
<td>Individual performance</td>
</tr>
<tr>
<td>Product type</td>
</tr>
<tr>
<td>End-user consumer related</td>
</tr>
<tr>
<td>Planning of order</td>
</tr>
<tr>
<td>Short (&lt; 1 day)</td>
</tr>
<tr>
<td>Provision period</td>
</tr>
<tr>
<td>Short (&lt; 1 day)</td>
</tr>
<tr>
<td>Interaction site</td>
</tr>
<tr>
<td>Supply oriented</td>
</tr>
<tr>
<td>Process stability</td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>Role of customer</td>
</tr>
<tr>
<td>Active</td>
</tr>
</tbody>
</table>

Figure 1 - Typology of services [11].

3 DEVELOPMENT OF A FEATURE SCHEME FOR PRODUCT RELATED SERVICES OF THE AUTOMOTIVE INDUSTRY

The cluster analysis is a procedure, which summarizes the investigated objects in groups [12]. This procedure recognizes patterns, structures and relationships in a comprehensive and possibly vast area, from which further information can be gained and handling fields be recognized. The objective of cluster analyses is to create groups as homogenous as possible in itself and as heterogeneous as possible to other groups. Consequently, the objects in a group should be as similar as possible with reference to the used feature characteristics. Objects, however, which belong to different groups, should be as different as possible in their characteristics. [12]

The range of the PRS of the automotive industry forms the solution space for the generation of the feature scheme. A solution space contains all sources of revenue of the relevant area. Consequently, the solution space includes all PRS, which are provided by the automotive industry. The following three areas are used to determine the features in this space:

- Services,
- Product related services and the
- Automotive industry.

The PRS frame is a subset of the service space. The PRS of the automotive industry which, according to the set theory, form the intersecting set between the automotive industry and the PRS space, are a subset of the PRS range.

\[ \text{PRS} \subseteq \text{SR} \]

\[ \text{(AI} \cap \text{PRS)} \subseteq \text{PRS} \]

\[ \text{PRS} \ldots \text{Product related service range} \]

\[ \text{SR} \ldots \text{Service range} \]

\[ \text{AI} \ldots \text{Automotive industry} \]

Analog to the theory of inheritance of properties, a subset is described by subset features as well as by other specific features of the subset. It describes the PRS range in the automotive industry by service-, product related service range and by domain-specific features. The form of this inheritance is shown in Figure 2.

Figure 2 - Definition of product related service range in the automotive industry [13]

The investigation by features is done separately in the three observation spaces. Then, the typology of Jaschinski was transferred to the domain of the automotive industry where the non-relevant features were eliminated and the following features were derived:

- Internal factors (from main application factors)
- External factors (from main object)
- Product scope
- Provision period
- Interaction location with the occurrences: service provider, customer, separated location and footless services (customer and service provider go to the location where the service is executed)
- Role of customer

In addition to the features from the typology acc. to Jaschinski, other features were found in the areas of service production and product related services. The feature “sales form” describes in how far a connection exists between two product related services in sales. If a sales related connection to another PRS is missing then it is designates as “independent”, else as additional service (add-on). An example would be a replacement car in connection with the repair of the own car.

“Sales cycle” describes the time point of service provision in the sales cycle of the main product and/or the car. The sales cycle is divided into the phases Pre
The need of a customer often goes beyond the purchase of a tangible good. To provide the customer with an added value and to meet the requirement of the customer in its totality, PRS are offered in addition to the object. The offer of PRS orients to the customer's benefit and can be subdivided into the following five customer benefits:

- **Product** (additional products to main product, e.g. merchandising articles)
- **Function / Product oriented** (functional capability of the product, e.g. oil service or cosmetic repairs)
- **Benefit oriented** (e.g. insurances)
- **Result oriented** (e.g. Roadside-Assistance)
- **Service** (pure service, e.g. pick-up and delivery service)

In addition to the already described features, further features were determined from the literature referring to the domain of the automotive industry. Services, which offer mobility benefits, provide the users with human and technical performances to satisfy cognitive and emotion dominant mobility needs. These needs can be divided into three areas [15]:

- **Mobility creating services** (e.g. leasing)
- **Mobility securing services** (e.g. full comprehensive insurance)
- **Mobility extending services** (e.g. telemetry services)
- **Mobility independent services** (e.g. plant or factory tour)

The feature “car type” describes in how far the product related services are linked with the primary product (car) of the automotive industry.

From the customer's point of view, a new car is understood to be a purchased car, independent on new or used. These features show those product related services, which can only be used in connection with the purchase of a car. To them belong, among others, car credits, credit protection insurances, and guarantee contracts.

To the area “rented cars” belong all product related services where rented cars are delivered as internal production factors. Examples are travel events where the customer gets a car. The feature “own car” includes those product related services which are linked with the ownership of a car and which are primarily offered in the After Sales phase. To this area belong, among others, repair, maintenance and sales of spare parts and accessories.

Figure 3 gives a summary of the feature scheme for the classification of product related services in the automotive industry.

### Feature Scheme for the typology of product-related services in the automotive industry

<table>
<thead>
<tr>
<th>Service-specific features</th>
<th>Human performance</th>
<th>Technik, devices</th>
<th>Information-/ Communication systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal factors</td>
<td>Customer</td>
<td>Material objects</td>
<td>Immaterial objects</td>
</tr>
<tr>
<td>External factors</td>
<td>Individual service</td>
<td>Service package</td>
<td></td>
</tr>
<tr>
<td>Product scope</td>
<td>Short (&lt; 1 Tag)</td>
<td>Middle (&lt; 1 month)</td>
<td>Long (&gt; 1 month)</td>
</tr>
<tr>
<td>Provision period</td>
<td>At service provider</td>
<td>At customer</td>
<td>Separate location</td>
</tr>
<tr>
<td>Interaction site</td>
<td>Actor/active</td>
<td>Audience/passive</td>
<td>Without direct participation</td>
</tr>
<tr>
<td>Role of customer</td>
<td>Planing of customer order</td>
<td>Short (&lt; 1 day)</td>
<td>Middle (&lt; 1 month)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Product-related specific features</th>
<th>Sales form</th>
<th>Additional service (Add-on)</th>
<th>Independent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales cycle</td>
<td>Pre Sales</td>
<td>Sales</td>
<td>After Sales</td>
</tr>
<tr>
<td>Customer benefit</td>
<td>Product</td>
<td>Function oriented</td>
<td>Application oriented</td>
</tr>
<tr>
<td>Domain-specific features</td>
<td>Mobility creating</td>
<td>Mobility securing</td>
<td>Mobility extending</td>
</tr>
<tr>
<td>Car type</td>
<td>New car</td>
<td>Own car</td>
<td>Rented car</td>
</tr>
</tbody>
</table>

Figure 3 - Feature scheme for classification of PRS in the automotive industry [13]
The first survey was executed from October to December 2010 with 15 car manufacturers and 20 brands. The companies were selected by their sales quantity in 2008 and included American, Asian, and European manufacturers to also include cultural differences. When selecting the brands, attention was given to the representation of all market segments. In total, the first survey identified 658 product related services, which were offered on the German market. A second survey followed from April to June 2017 with the same selection of automotive companies and brands on the German market.

The data was checked for statistical independence. The calculation of the cluster based on the distance scale of Lance and Williams and on the Ward Clustering procedure, and first formed nine clusters (2010) which was expanded because of the extended service offer to ten (2017) for PRS in the automotive industry.

4 ANALYSIS OF PRODUCT RELATED SERVICES IN THE AUTOMOTIVE INDUSTRY

With reference of the unused potential, different analyses can now be executed. First, a brand-specific offer of PRS in relation to the total offer of all brands can be presented. Furthermore, a delta results between the total potential used in the automotive industry, and the actually possible theoretic potential, as well as a potential of the future need. The three potentials are shown in Figure 4.

In response to the brand-specific use compared with the potential total offer of the automotive industry, a definition of the characteristic PRS is necessary.

After elimination of context-related similar services, 60 characteristic PRS of the automotive industry were defined (see Figure 5). They represent the current total offer of the automotive industry (in Germany).

With reference to the analysis in 2010, this space increased from 54 to 60 used services, i.e. by 11%. This growth took place in Type 1 (non-automotive product related services) and in Type 10 (conversion and processing of information). The latter type with three characteristic services was not offered by the automotive industry in 2010 at all. The degree of use of the service frame in the automotive industry increased on the average for the observed 20 brands from 33% in 2010 to 57% in 2017. The best brand value in 2010 amounted to 67% and in 2010 to 90%. The highest increase of a single brand between two observation dates was 40%. The offer of the investigated single brands is shown in Figure 6.
5 SUMMARY

The objective of this document is the introduction of a feature scheme to classify product related services (PRS) in the automotive industry and to define characteristic PRS in the automotive industry. This enabled to make statements about the degree of use in the automotive industry. The investigation was executed in 2010 and 2017. It could be stated that the degree of use by the car manufacturers in these 6.5 years increased significantly. While in 2010 only 33% on the average of the offered range was used, the value increased to 57% until 2017. In particular, the German car manufacturers increased their offer on the domestic market by 35% and achieved the highest value of about 90%.

PRS to use information and knowhow could be identified in the meantime in 2017 in comparison with 2010, although free-of-charge offers still prevail. While in 2010, the product range offered by the car manufacturers seemed partially to be rather wilfully, a structured proceeding seems to prevail in 2017. In total, it can be derived from the considerable efforts of all car manufacturers and brand to complete the offer, that the product related services will develop from a brand-differentiating feature to an important own competitive factor.
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Abstract
With increasing globalization, urbanization and rural depopulation, the development of metropolitan regions can be observed. They are considered to be of high economic and social relevance. Metropolitan regions are characterized by different spatial structures, whereby the location qualities of the different types of spatial structures diverge significantly. Companies are therefore faced with the challenge of identifying the potential within a region and further developing their locations in line with their requirements. In addition to aspects such as budget targets and opportunities of site development by municipalities, the interdependencies that occur between different site factors must also be taken into account. This article provides insights into a problem-adapted planning model to be developed for site planning and the improvement of existing sites. In addition, first results of the empirical survey of companies and municipalities conducted for this purpose will be presented.
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1 INTRODUCTION
Continuing megatrends such as globalization and urbanization are leading to changes in spatial structures. In this process the establishment and improvement of so-called metropolitan regions plays a decisive role [1]. Metropolitan regions are spatial and functional areas, which are considered to have an important function in economic and social development [2, 3]. High-performance infrastructures and dense production networks are typical characteristics of metropolitan regions [3]. With the associated high job and employment potential, the development of metropolitan regions is regarded as an important parameter for strengthening performance in international competition [1, 2]. However, with the different spatial structure types of urban, suburban and rural areas, there are explicit regional quality differences with regard to economically relevant location factors within a metropolitan region [4, 5].

Up to now, the task of operational location planning has been to select a location that offers optimal conditions for sustainable corporate success [6, 7]. Since a location is described by a multitude of location factors, which need simultaneous consideration, the location decision is usually multicriterial and thus a weighing decision between location factors in conflict with each other [8, 9]. The availability of space for new settlements in metropolitan regions is often limited, so that the development of existing locations is constantly gaining in importance. However, in order to identify the potential of the spatial structures in the metropolitan regions and to further develop locations according to one's own needs, it is also important to include company-related development measures. In addition, municipal-driven options for location development as well as interdependencies between regional location factors can be observed, which can change the location quality and must therefore be taken into account.

According to RICHTER these aspects are marginal or only insufficiently considered in existing site planning models [5]. As a result, there is a clear need for research in the area of operational site planning in metropolitan regions [10]. To address this need for research, the German research foundation (DFG) is supporting the project "MetroPlant" from the Technical University Braunschweig and the Leibniz University Hannover.

2 RESEARCH OBJECTIVES
The aim of the research project "MetroPlant" is to create an integrated planning model for operational site planning and development in metropolitan regions. This should support the site decision process based on company requirements for regional location factors. In doing so, both the municipal and the company's possible measures for site development are to be included. The planning procedure therefore includes a multi-criteria evaluation and decision model (Figure 1).
The evaluation model enables a target-is comparison of alternative sites on the basis of economically relevant regional location factors. In the first step, the current and future requirements for a company's location as well as the available total budget are recorded (a). In addition, the current as well as the forecasted site quality of each location is analyzed (b). A decision model is to be developed on the evaluation model. In the first step, the decision model is used to develop the future location characteristics of the individual locations. This is based on the allocation of corporate and municipal measures to influence the quality of the site. It should be noted that all company requirements are met as far as possible. The allocation of measures is based on a multi-criteria evaluation of the site factors. The site qualities and requirements as well as budget compliance are taken into account (c). In a second step, the best location for the company is selected from the original site candidates. On the other hand, the development measures to be planned at the site are also selected (d) [11].

A unique selling point of the planning process is the integrated allocation of development measures at the regional level of the decision. The specified budget, which is available for site-specific and measure-dependent development payments, is also considered. The approach also includes dependencies in the development of location factors. The associated planning model is very complex, which results from the possible combinations of locations and development measures [11].

Figure 2 shows the research questions to be answered in the research project in order to successfully develop the planning model.

<table>
<thead>
<tr>
<th>Research question 1</th>
<th>Which dependencies exist between quantitative and qualitative regional location factors?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research question 2</td>
<td>Which development measures exist for companies and municipalities to develop regional site factors and how do they affect the regional site factors?</td>
</tr>
<tr>
<td>Research question 3</td>
<td>How can alternative sites be evaluated on the basis of quantitative and qualitative regional site factors?</td>
</tr>
<tr>
<td>Research question 4</td>
<td>How can an approach for the selection of a site be designed taking into account uncertain municipal location developments as well as company-related development opportunities with integrated allocation of measures?</td>
</tr>
<tr>
<td>Research question 5</td>
<td>What potential results from the newly developed planning approach for site decisions?</td>
</tr>
</tbody>
</table>

Figure 2 - Research questions

The relevant regional site factors were defined in a preliminary study. First, the relevant dependencies between these site factors must be identified. These must be taken into account when assessing sites...
and site development measures (research question 1).

The dynamic planning model should include the development opportunities of municipalities and companies. This requires knowledge of the development measures of companies and municipalities and their effects on regional site factors (research question 2). The evaluation of a site by comparing the requirements of the company with the characteristics of regional location factors is a core element of the planning approach. In addition to the quantitative regional site factors, the qualitative factors must also be assessable (research question 3). The decision model selects an alternative site, based on the evaluation model. It also includes existing company requirements and restrictions. In doing so, both the uncertain community-driven developments and the development possibilities of company-related measures must be observed (research question 4).

The planning approach serves to evaluate and select company sites, with regard to municipal site developments and opportunities for influence on the company side. This shows additional degrees of freedom compared to previous methods, which leads to research question 5.

3 DETERMINATION OF THE EMPIRICAL BASIS

To answer the research questions, an empirical study conducted identifies possible development measures for improving regional site factors. In order to assess further effects initializing a development measure on other site factors, it is also necessary to include all interdependencies between the regional site factors. The aim of the empirical study therefore is on the one hand to identify the influence of regional site factors and on the other hand to determine suitable measures for the development of site qualities. In addition, synergetic and conflictual interdependencies between regional site factors are to be identified. The found development measures, including all identified interactions, have to be transferred to a generic catalogue of measures.

The empirical study is based on results from an interdisciplinary preliminary study on factory, location and network planning in metropolitan regions [12]. Economically relevant qualitative and quantitative regional site factors were identified in advance and aggregated into suitable clusters. The existing literature as well as a survey of companies and municipalities in a German metropolitan region were used. The clusters with the associated site factors can be seen in Figure 4 later in this paper.

The empirical study is based on the identified site factors and follows a two-stage survey concept. The survey is targeted at companies and municipalities in two German metropolitan regions. The first stage includes a quantitative online survey with a questionnaire. Here, the respondents assess their influence on the development of regional location factors and the associated interactions. The second stage serves to qualitatively supplement the

Figure 3 - Statistics of the respondents based on [11]
anonymous results through interviews with selected experts (Figure 3).

In the first stage, a representative sample of 110 completed questionnaires was obtained. This corresponds to a response rate of 21.4%. With a share of 50.9% representing companies and 49.1% consisting of municipalities, the sample of respondents is heterogeneous. Figure 3 illustrates the percentages of the company and municipality side according to spatial structure type, function and company size for the completed questionnaires. [11]

While 22.5% of companies and municipalities are located in urban and rural areas, the majority (55.0%) are located in suburban areas (a). Concerning the size of companies (b), large companies (34.0%) responded most frequently, followed by medium-sized (32.1%), small-scale (26.8%) and micro-companies (7.1%). Most of the municipalities and company representatives work in positions directly related to location planning. They also have experience and the necessary authority to make decisions in the context of site planning. Management boards and various management positions on the company side as well as economic developers and mayors on the municipal side, which underlines the relevance of the regional site problems, answered the questionnaires in particular (c and d). In addition to the questionnaires, seven expert interviews with selected company and municipal representatives were conducted in the second stage in order to supplement the results with qualitative statements. Special emphasis was placed on the selection of interview partners in heterogeneous types of spatial structures (rural, suburban, urban) and with heterogeneous company and municipalities sizes. The analysis of the expert interviews will be part of further publications and will not be discussed in this paper [11].

4 FIRST RESULTS OF THE EMPIRICAL STUDY

During the online survey, municipal and company representatives were able to assess their influence on regional location factors. Additionally, the regional location factors were compared so that existing interdependencies between the location factors could be evaluated. Initial results from both parts of the online questionnaire are presented in this section. The estimates regarding the influence of regional site factors by companies and municipalities were aggregated and compared using the six clusters in Figure 4.

With reference to KIK, in general, companies on average rate their influence on regional site factors lower than municipalities. While companies see their main influence in the cluster of employees, municipalities assess the site factors of municipal politics as highly influenceable. The evaluation of site factors in the cluster traffic infrastructure shows that municipalities and companies consider the connection to road and public local transport to be significantly easier to influence than the connection...
to the airport or harbor. In this context, municipal influence on the connection to road and public local transport as well as the railway station is greater than that of companies. The other infrastructure cluster shows that the quality of the educational and communications infrastructure can be influenced more strongly by companies and municipalities than the distance to research centers. The ability of companies and municipalities to influence the site factors in the cluster network is evaluated similarly in absolute terms. However, this influenceability belongs to the upper third of the ranking for companies and to the lower third for municipalities in comparison to other site factors. In the costs cluster, there are significant differences in the influence of wage levels in comparison to the metropolitan region and local taxes out of the perspective of companies and municipalities. Companies rate their impact on wage levels higher than municipalities, while municipal taxes are more strongly influenced by municipalities. Municipalities also point out a higher influence on the price level of trade and industrial sites as well as of energy and water. [11]

In the second part of the online questionnaire, company and municipal representatives had the opportunity to evaluate dependencies between regional site factors. The question was whether the improvement of one site factor had an impact on another site factor. Figure 5 shows the identified dependencies between the location factors at the cluster level.

The first evaluation of the interdependencies between the clusters of regional location factors shows that the employee is at the center of possible changes. Both the improvement of the traffic infrastructure and the other infrastructure have a decisive influence on the attractiveness for employees and the prospective and current availability of qualified employees. The respondent companies and municipalities also see strong dependencies within the employee cluster. Increasing the attractiveness for employees, for example, plays an important role in the availability of qualified employees. In between the other clusters, only minor dependencies are discernible, which are also shown in Figure 5.

5 CONCLUSIONS
Continuing megatrends such as globalization and urbanization are leading to changes in spatial structures. In this context, the emergence of metropolitan regions can be observed, which have a high economic and social relevance and are characterized by different spatial structures. In order for companies to use the potential of existing spatial structures and develop locations according to their specific requirements, these aspects must be taken into account in the context of operational location planning. In addition, the availability of free space for new settlements is limited, so that the improvement of existing company locations is becoming increasingly important. In order to exploit these identified potentials, an integrated planning model for operational location planning and development in metropolitan regions is required.

This paper addresses the need for research for the first time by developing an integrated planning procedure for operational site planning and development in metropolitan regions. For this purpose, an empirical survey of companies and municipalities in two selected German metropolitan regions is presented. This allows the identification of the influence of regional site factors on the companies and municipalities, corresponding development measures and expected interdependencies. The results of the empirical study will be incorporated into the planning model to be developed in the future.

Future research activities of the "MetroPlant" project will focus on three areas. Initially the empirical results are to be reflected on the experiences of the discussion partners and evaluated with regard to their plausibility in interdisciplinary expert rounds with representatives from companies and municipalities.

Figure 5 - Dependencies between regional site factors at cluster level
municipalities. In addition, a problem-adequate model of operational site planning and development needs to be developed. Finally, case studies and workshops with companies should ensure the transfer of the developed planning model into practice and serve to evaluate the application potentials in comparison to existing approaches. The overall aim of the planning process is to strengthen the decision-making process in municipalities and companies and to improve the future viability of and in metropolitan regions.
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Abstract
This paper is concerned with a systematic optimization framework for preparing and supporting design space exploration for products and manufacturing systems. In contrast to other publications which concern design space exploration for products and manufacturing systems, this research literally deals with the design space, i.e. a certain volume within which a certain product, product component or manufacturing system can be realized. Such design spaces are very common in modular design, as remaining spaces may already be taken by predetermined modules of a modular technical system. Very often engineers need to develop product components with certain required characteristics and functions within a given volume. A specific support for this kind of product development task is not addressed in current design science. This paper seeks to explain a possible framework for a systematic analysis and representation of important aspects for this specific task in product development. A product example is used for explanation: an automotive bonnet (front hood) together with its manufacturing processes. The exemplary framework was realized using graph-based languages which employ the unified modelling language (UML) for a holistic digital representation of products as well as manufacturing and assembly processes and systems. Such languages were developed in recent years into a powerful tool for product development engineers and production planners; they offer several synergies and advantages for design space exploration. The digital generation of the bonnet starts with requirements (such as global stiffness or head injury criterion (HIC)) and functions (such as open/close). The available design space is defined by interface lines and areas. A reinforcement structure of the bonnet (consisting e.g. of struts and junctions) is automatically generated within this given design space using techniques based on coulomb repulsive forces and voronoi diagrams. The result is realized digitally using an interface to a commercial cad modelling system. The automated process allows holistic optimization processes.
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1 STATE OF THE ART
Kang et al. [1] define design space exploration (DSE) as follows: "design space exploration refers to the activity of exploring design alternatives prior to the implementation". The basic idea of DSE is to replace a variant based procedure scheme by a design variable based procedure scheme [2], [3]. Practical experience in an industrial surrounding [4] as well as an investigation led by Tomiyama et al. [5] show, that expert teams can develop important system interrelationships in a variant based procedure scheme, but cannot arrive at with a complete system understanding. This fact underlines the necessity of DSE in product development processes.

When applying DSE, the existence of a quantitative system model is a prerequisite for an unequivocal evaluation of solution variants. Each changeable parameter of the system or a sub-component is referred to as design variable (DV) [4]. Several researcher report applications of DSE in the field of computer hardware [6], [7], [8], [9].

A DSE allows far reaching optimization techniques such as topology optimization. The procedures applied for identifying optimal product topologies range from heuristics with full-factorial experiment designs such as Pesce [10] over scaling procedures (e.g. Eghtessad [11], Felden et al. [12] to multi-criterion optimization with different algorithms. Moses [13] applies genetic algorithms for the optimization of electrical vehicles which are modelled using neuronal nets. Betram and Herzog [14] use a particle swarm approach. Goncalves et al. [15] describe the design of an unmanned aerial vehicle (UAV) and point out that design-space exploration techniques should be adopted for the component design steps. However, detail information about the design space exploration in the product concept phase is not given.

The design space in the publications mentioned above is spanned by two or more design variables and can be multidimensional. Each possible product topology is a point in this space. This understanding of DSE could be referred to as general design space exploration and is shown in Figure 1 on top for 3 dimensions (design variables). In contrast to this understanding, the research in this paper literally deals with the design space, i.e. a certain volume within which a certain product or product component can be realized. This understanding of DSE could be referred to as spatial design space exploration in
mechanical engineering and is shown in Figure 1 - lower part.

The importance of this kind of DSE is underlined by the fact that engineers frequently need to develop product components with certain required characteristics and function within a given volume. Such design spaces are very common in modular design, as remaining spaces may already be taken by predetermined modules of a modular product.

2 FRAMEWORK FOR THE DESCRIPTION OF DESIGN SPACES

In theory, design space exploration is also possible for complete products. However, in this case the number of degrees of freedom and the overall complexity is very high. Therefore, it is usually sensible to apply it to modules of a modular product. It is usually sensible, as well, to determine the general functionality, the general spatial arrangement and predetermined modules of the product up front using conventional product development methods. Following this stage a design space exploration stage using graph-based design languages may open the path towards optimized products. Once a general modular structure is determined, certain entities can be defined which have to fulfil a certain task or mission and for which a certain design space can be allocated.

2.1 Entity

In this context an entity is understand as a structure which is located within an allocated design space and has to fulfil a certain mission. Examples for entities can be brackets holding a certain load or an electrical drive system. In this paper the entities used for explaining the presented approach are an automotive bonnet. The task which an entity has to fulfil can be described in a mission statement.

2.2 Mission statement

In the modular structure of a product, each module or entity has to fulfil certain functionalities and has to respect certain requirements. A conscious clarification of this mission allows designers an abstract view of their module and decreases the risk to forget important aspects of the module. Additionally, this mission contains the criteria for later optimization cycles. The mission statement of an entity should therefore contain a description of the required functionalities together with certain requirements which may concern certain required characteristics of the module such as “with corrosion protection”. Figure 2 explains the notions “design space”, “entity” and “mission statement”.

2.3 Design Space

While determining the general spatial arrangement of a product, certain spaces can be allocated for certain modules. This space can be considered to be the possible design space for a certain entity. Rather often relatively simple spaces can be assumed, e.g. boxes or cylinders. For complex products more complicated geometrical forms can be allocated as design space, for instance when the space requirements of adjoining modules are already predetermined at the stage of design exploration for a certain entity. Usually it is sensible to describe these more complicated spaces with spatial CAD data such as step files.

2.4 Interfaces

Generally everything getting in or coming out of such spaces can on an abstract level be described with matter, energy or signal (using the entities described in flow oriented function structures compare Pahl et al. [16], Ehrleinspiel and Meerkamm [17], Eisenhart et al. [18], Ramsaier et al. [19]. The geometrical position of such interfaces can be already determined by
some structures outside the design space – in this case the notion “interface point” is sensible. Sometimes it might be possible to change the location of the interface in a certain region of the surface of the design space – this can be indicated using the notion “interface area”.

In extreme cases, when no surrounding structures were defined earlier the interface area for certain flows may even be the entire surface of the design space. In this case the optimization algorithms can chose any position for the interface – it only needs to be present. Very often the general dimension of the interface will be known – e. g. for certain electrical connectors or can easily be determined by calculating the amount of flow needed and the possible and sensible velocity of the flow. Figure 3 shows different interfaces.

![Figure 3 - Sample illustration of design space interfaces](image)

**2.5 Loads**

For design space exploration it was however found to be sensible to add another category which might already be represented in the energy flow, but is so prominent for the optimization that it may be addressed separately – the load. A load can be coming from the outside, e. g. some weight resting on the future entity in the design space or may go to the outside, e. g. the weight of the future entity itself which needs to rest on something else outside the design space.

Similar to the general interfaces, the position of the load transmission can be already determined by some structures outside the design space – in this case the notion “load point” is sensible. In certain situation it might be possible to move the load transmission on a straight or curved line – in this case the notion “load line” can be used. Furthermore, it might be possible to move the load transmission in a certain region of the surface of the design space – this can be indicated using the notion “load area”. Figure 4 explains the different kinds of loads.

![Figure 4 - Sample illustration of design space loads](image)

This kind of loads can be described using stress tensors which contain normal and shear stresses. Sometimes it is also sensible to describe the loads using force and moment vectors in order to allow an optimization of the size of the load transmission area. It is usually sensible to distinguish static and dynamic loads and to describe how frequent the load will be acting on the interface point, line or area.

### 2.6 Required Elements

Very often it is clear upfront that certain elements are necessary for the mission of the future entity in the design space. It may be necessary that the entity includes a battery of certain dimensions. For required elements the following cases can be distinguished:

- Predetermined elements: it is exactly know upfront which element has to be used.
- Selection from an element family: elements can be chosen from a selection of possible elements, e. g. a modular system of such sub-elements.
- Parametrical elements: the dimensions of necessary elements can be changed in order to optimize the usage of the design space, but usually certain restrictions have to be obeyed (e. g. battery capacity often corresponds to space requirements).

### 3 PRODUCT EXAMPLE: AUTOMOTIVE BONNET

The presented research results are parts of the research project DIP (Digital Product Life Cycle) which attempts to represent the entire product life cycle of industrial products in a fully digital manner in order to make product development processes more effective and efficient. As one of the sample products serves an engine hood (bonnet) for automobiles (compare [20]). Bonnets are mounted in automotive car bodies and are used to cover engine components. In the project graph-based design languages are used.

#### 3.1 Graph-Based Design Languages

An innovative approach for product development is to use a common language to describe the product lifecycle by means of the Unified Modeling Language (UML). Through vocabularies (UML classes) and rules (UML activities) a design language can be generated which leads to an inherent consistency. Rudolph [21] firstly proposed to use graph-based design languages for engineering design.

One important advantage in the underlying project is the availability of the “DesignCockpit43©”. This compiler is developed by the IILS mbH (http://www.iils.de) in cooperation with the University of Stuttgart, which is one of the cooperation partners in this project. DesignCockpit43 (DC43) is an eclipse-based software tool for the compilation of design languages formulated in UML.
3.2 Geometry Synthesis

Initially a variety of different topological structures for automotive bonnets could be identified. The different designs are mainly driven by strength and stiffness requirements. In addition to the consideration of real bonnet structures, different surface and solid modeling techniques were examined. A procedure for the creation of robust surfaces was created. This procedure can start with rather simple features which may considered as design parameters, which consists of points, lines, splines, etc. The topologies, positions, interfaces and the surfaces are modelled by using simple features. Figure 5 shows the development process of any shapes respectively surfaces of entities by using design parameter in an abstract way.

![Figure 5 - Design methodology for entities (shapes)](image)

This design procedure is based on design parameters and one variant of the general solid model representation – the Boundary Representation (BRep). The BRep approach forms the basis for the design methodology which will be implemented in DC43. Figure 7 contains an illustration of the individual geometry modeling steps of the synthesis process.

While the design space as well as the initial design parameters (e.g. strut profile) will be manually specified at the beginning of the design process, all required and further design parameter and the resulting surfaces become generated in a fully automatic manner.

The engineering task starts with a package model of the bonnet, which is derived from the concept package model of the car. From this package model the design space can be derived. All functional elements and manufacturing requirements have to be considered and are all placed in the total design space of the whole assembly. As can be seen in Figure 6, all geometrical information is abstractly described using design parameters (simple elements) such as points, lines, etc. By using mathematical logics and algorithms all necessary further design parameters are calculated automatically. That leads to a skeleton model, which contains all positions, geometrical interfaces and geometrical information of each functional element and manufacturing requirement. Based on the skeleton model, the individual surfaces may be created and transformed to a volume model.

![Figure 6 - Modelling Steps](image)

In this project the design process is implemented in DC43. Therefore the product architecture of the bonnet has been modelled in UML. Classes represent the product components such as “Inner Panel” or “Hood Look” (compare Figure 7).

![Figure 7 - UML Classes as Representatives of the Product Components](image)

In the next step the classes are instantiated to specific objects of product components by the design compiler – this step leads to the design graph (Figure 8).

![Figure 8 - Design Graph of one specific design variant of bonnet and its geometrical expression in CAD system](image)

This design graph represents the central data model of one specific design variant (one specific automotive bonnet). Through model to model
transformation the design graph may be geometrically expressed in domain specific CAD systems or formats. This graph can also contain information from other phases of the product life cycle (e.g. assembly information) or other domains (e.g. physics).

3.3 Generation of Reinforcement Variations

One important part of a bonnet assembly is the reinforcement structure (inner sheet, ...) which is located below the outer surface (class A design surface). While the outer surface is mainly driven by design, the reinforcement structure is mainly driven by functional considerations. One very important aspect is the pedestrian protection. Today, the Head Injury Criterion (HIC) is used in order to assess the danger of injury if the head of a pedestrian would hit the bonnet in the case of an accident. However, engineers need to consider many other aspects. For instance, the global stiffness requirements are in direct conflict with the need for compliance in the event of a head impact accident.

The automatic generation of the reinforcement geometry within the given design space can be based on two totally different topological variants: on a system of struts and on a sheet with a number of round holes. The engineer can choose certain parameters of the topological variants and the system generates possible solutions (Figure 9).

Figure 9 - Determination of geometry within the design space

For the sheets with a number of round holes the coulomb repulsive forces can be applied, while for strut topologies additionally voronoi diagrams are used (Figure 11).

3.4 Holistic Optimization of Reinforcement Variations

In the developed system an automatic evaluation of the HIC values for a large number of points of the bonnet could be realized. This results can be used in order to optimize the geometry of the bonnet. One example may be the possibility of changing the topological structure of the inner panel in order to influence local stiffness jumps and the resulting high local HIC-values. This effectively reduces HIC levels and minimizes the risk of injury for pedestrians. The optimization starts with an identification of grid points with high HIC-values. In the optimization, the structure of the underlying geometry in the given design space is adapted in order to achieve more compliant behavior at this point of the structure. As a result the structure meets the head impact requirement.

Figure 10 - Possible reinforcement variants

4 CONCLUSIONS

This paper explained possibilities for design space exploration using a systematic optimization framework based on graph-based design languages. In contrast to other research works, the notion “design space” is literally a space within which product components can be realized. Very often, engineers need to realize a certain functionality – a mission – within a given design space and need to find the best possible solution with regards to several requirements – they need to perform a holistic optimization. On the basis of an automotive engine hood, the presented research was able to demonstrate, that graph-based design languages using UML can allow an executable digital process which leads from a mission over the investigation of the design space to an optimized solution with regard to several requirements, for example safety requirements (e.g. Head Injury criterion HIC).
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Abstract
In recent years graph-based languages were developed into a framework which allows the digital development of products, manufacturing systems and assembly systems and the holistic optimization of the product life cycle. Currently, the connection between the company’s strategy and these processes as well as the digital realization of this connection were not in the focus of research. One prominent tool for supporting the strategic development of a company is the balanced scorecard, which is essentially a performance management tool which combines financial and non-financial measures such as employee satisfaction. Obviously, the innovations, products and production systems and process can be decisive for the success of a company and therefore require an inclusion in a concise strategy. However, this inclusion and especially the continuous tracking of the company’s progress in these aspects could frequently not be realized in conventional processes. Graph-based languages allow the digital representation of many aspects of innovations, products and production systems and processes in a holistic framework. Furthermore, they foster optimization cycles which extend beyond the product development phase into manufacturing, assembly and usage; several aspects of the company are influenced by these products, components and processes. Additionally, graph-based languages allow not only parametrical detail design optimization but also topological concept optimization; such optimization process require weighted objectives which also need to be derived from the strategic objectives of the company. This kind of strategies, for instance concerning the quality objectives, can be developed on the basis of a balanced scorecard process and can be divided into operative goals for processes and products. Additionally, the balanced scorecard combined with techniques such as aggregation, triangulation, consensus building, expert panels and Delphi method can be sensibly applied for assessing the innovation performance of a company. An integration framework of the balanced scorecard with graph-based languages is the focus of the paper.
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1 INTRODUCTION
The main contribution of this paper is a framework for a combination of the balanced scorecard with graph-based languages for the sake of continuous digital process and integrated optimization. Large studies underline the importance of continuous digital processes: “the goal must be that a holistic cross-disciplinary design of a complex system is possible in the course of further concretization in the established development methods and the corresponding tool environments of the affected domains such as mechanic, electrical engineering, software engineering and plant and process technology” [1]. Graph-based languages are promising tools to address this issue and allow the synthesis of products and technical processes [2]. In 2013, the Balanced Scorecard (BSC) was the most widely used management tool in Germany and Europe, worldwide it was ranked 5th [3]. Industrial examples show that the BSC can develop an integrating and coordinating effect in in the field of control of innovation areas and can bridge the gap between strategy and operational business [4]. Consequently, the framework explained in this paper is aiming at a continuous digital combination of these two approaches. For this explanation, the next section describes graph-based languages. The application of the balanced scorecard in innovation processes is explained in section 3. The framework for the combination is presented on this basis in section 4.

2 GRAPH-BASED LANGUAGES
Graph-based languages are a novel way to create and model product designs in a holistic digital manner. In such languages, the individual terms (i.e., the “vocabulary”) represent reusable and relatively freely (re) combinable language building blocks. The building knowledge about the individual vocabulary (i.e., the “rules”) are mapped as language operations. Graph-based, in the context of graph-based languages, means that in the digital representation of the vocabulary of a design language, the nodes of a graph serve as abstract placeholders (i.e. models) for real objects, processes, or states, and thus represent
the product design. With the graph-based design languages, a very powerful and digital engineering framework was generated based on the work of Rudolph [5], which enables the automated processing and reuse of design and manufacturing knowledge [6].

The digital data model of software-derived Unified Modeling Language (UML), which is used to represent graph-based languages, enables to store the entire design knowledge required for product and production development throughout the product lifecycle. This knowledge includes all relevant product requirements, design parameters and interfaces in the development and production of selected components. With UML it can be represented completely independent of a specific, program-specific or proprietary data formats in a free, open source and internationally standardized language standard. Only in the last step is the holistic data model in UML transformed into domain-specific language representations (DSLs). This achieves a clear separation between knowledge representation in the form of an object-oriented language in UML and possible further processing in the diverse process chains and data formats of the various manufacturers [7]. The basic structure is shown in Figure 1.

Figure 1 - Basic structure: graph-based languages with UML

Because of this deliberately chosen abstract representation of knowledge, abstractly formulated vocabulary and rules must naturally be found, written down, and processed in a language compiler for all terms and their interactions occurring along the product life cycle. The required abstract representation of a concrete CAD product geometry in the form of a so-called “abstract geometry” (in UML) and for further multi-physical product properties (e.g. in the form of MKS, FEM and CFD models for multi-body, structural-mechanical and fluid-mechanical simulation) in the form of a so-called “abstract physics” (also in UML) in graph-based design languages allows the information representation in UML independent of a specific data formats in a specific domain or from a specific proprietary or proprietary data format. The final transformation from UML into one or more target languages (Domain-Specific Languages, DSLs) then takes place and through another machine processing step in the language compiler or its plug-ins.

The concrete application of a graph-based design language by means of UML diagrams is portrayed in Figure 2.

Figure 2 - Basic structure: graph-based languages with UML

The process flow in Figure 2 is from the bottom to the top. In this graph-based language, the engineering objects (e.g., product components, processes) are represented by UML classes (vocabulary of a design language). One example of such a UML class could be systems such as a car with its attributes, operations and sub-classes (components). The various interconnections of the engineering objects (spatial, physical, logical, etc.) as well as the hierarchical structure of the overall system are represented by the UML class diagram. One exemplary interconnection is that a system consists of different parts. The model transformations are represented by rules. It can be seen in Figure 2 that these rules consist of a left-hand side (LHS) containing the structure before the instantiation of the rule and a right-hand side (RHS) describing the structure after the instantiation process (result after considering concrete requirements, e.g. the maximum fuel consumption of the car). In an activity diagram, the sequence of rules is specified by the project engineer. By executing this sequence, the
individual vocabulary (UML classes) and their interconnections are instantiated. The UML class diagram can be seen as a blueprint of all possible products within the specific design language.

With the methodology of graph-based languages in UML, a consistent, holistic and very powerful IT modelling of the entire product lifecycle is achieved. Design automation achievable through the rule-based presentation of design and manufacturing knowledge enables an automatic generation of a large number of new or alternative product designs along with their virtual manufacturing simulation. The projection of the features of the topologically and parametrically different product variants into specially selected subspaces allows a greatly improved understanding of the technical and economic interactions (in the sense of the knowledge of hidden system couplings) between the individual components, subsystems or sub-disciplines.

3 BALANCED SCORECARD
This section describes the fundamentals of the balanced scorecard, the application in the area of product and production innovation and the development of strategic innovation objectives and related key figures.

3.1 Fundamentals
The balanced scorecard (BSC) was developed by Robert Kaplan and David Norton in the 1990s and assists companies to clarify their strategy and to communicate the top strategic objectives and priorities. The basic concept of BSC therefore complements the traditional financial key figures through (i) a customer, (ii) an internal process and (iii) a learning and development perspective (Figure 3).

Figure 3 - Four perspectives in the balanced scorecard

In a BSC leading indicators are combined with performance key figures [4], [6], [8]. The addition of the three other perspectives to the financial perspective means that the traditional key performance indicators are extended by leading indicators, such as throughput times or quality indicators. These performance drivers reflect the actual competitive advantages of the company. Every single key figure, should be part of a cause-and-effect chain that ends in a financial goal, which in turn reflects the company’s strategy. The BSC is not a recent collection of isolated measures; it rather specifies how improvements are made in operational areas, to affect financial performance, e. g. by higher sales, or lower costs [4].

3.2 Balanced Scorecard for Innovations
In recent year several approach to apply the balanced scorecard in the area of innovation management have been reported. Vinkemeier [4] describes the connection of a so-called “balanced innovation card” (BIC) with a technology roadmapping. He underlines that the BSC can have a positive effect in key area for the long term success of a company, such as R & D and Innovation. Beeck [9] reports about applications of the balanced innovation card in medium sized enterprises of the automotive supplier industry. Nestle [10] uses the term “innovation balanced scorecard” and presents the interactions between balanced scorecard and innovation balanced scorecard (Figure 4).

Figure 4 - Interactions between balanced scorecard and innovation balanced scorecard (compare [10])

3.3 Development of strategic innovation objectives and key figures
Beeck [9] distinguishes certain perspectives on the innovative power of a company, i. e. all aspects which influence the innovation management. The three aspects innovativeness (with a cultural and a resource oriented perspective), innovative activities (through the process perspective) and innovative success (through the output perspective) represent the innovative power in a holistic way (Figure 5).

This paper will focus on the two later aspects innovative activities and innovative success, as the cultural and resource oriented perspectives are beyond the scope of the research.

For the aspect innovative activities, Beeck [9] proposes four strategic innovation objectives: “early customer orientation”, “reduction of innovation
duration”, “optimization of the market entry timing” and “optimization of the evaluation and selection processes”. Each of the strategic innovation objective is assigned possible key figures.

“Early customer orientation” can be a crucial factor for supplier companies: a possible key figure can be formulated as “the ratio between number of customer contacts before concept development and number of customer contacts before market entry”. Also a “reduction of innovation duration” can be very important, because only companies that are able to timely to have finished the innovation processes, can exist on the market [11]; a possible key figure is consequently the “average project duration”. Closely related to this is the objective of optimizing the “market entry timing”. In supplier industry, the compliance with costumer’s market entry strategies is for customer satisfaction of elementary importance. A formulated key figure could be “the ratio of the number of timely finished work packages and the number of work packages before market entry”. An optimal use of resources requires at different times decisions about the continuation or termination of innovation projects. This necessitates an “optimization of the evaluation and selection processes”. A possible key figure could be “the ratio between the number of terminated ideas before concept realization and the number of terminated ideas before market entry”.

For the aspect innovative success, it is sensible to propose five strategic innovation objectives: “enhancement of customer satisfaction”, “enhancement of production processes”, “enhancement of innovation efficiency”, “enhancement of innovation rate” and “enhancement of innovation success” (compare [9]). An “enhancement of customer satisfaction” can lead to a strategic advantage of a company; a key figure can result from customer surveys and can be labelled “average customer satisfaction”. Additionally, due to the enormous importance it can be sensible to distinguish the customer satisfaction into “functional customer satisfaction”, “efficiency user satisfaction” “design customer satisfaction”, “quality user satisfaction”. Many innovations due not change the products of a company but allow the company to produce their products more efficiently with lower cost; this can be captured in the strategic objective “enhancement of production processes”; a possible key figure can be “reduction of production cost”. Measuring the achievement of the objective “enhancement of innovation efficiency” allows to estimate whether innovations actually contribute to economic success; a key figure can be formulated as “ratio between present value of revenues with new product in year n and present value of payments for innovation projects in year n”. The objective “enhancement of innovation rate” also focuses on a successful strategy implementation; a key figure may be: “the ratio between profit with new products in year n and overall profit in year n”. An “enhancement of innovation success” is only possible if the four objectives of perspective innovation process were achieved. While the other three objectives have a direct connection to business success, this objective refers exclusively on the quantitative number of successful innovations; a key figure can be “ratio between number of successful product innovations and overall number of product innovations”. The resulting concept is shown in Figure 6.

An “enhancement of customer satisfaction” can lead to a strategic advantage of a company; a key figure can result from customer surveys and can be labelled “average customer satisfaction”. Additionally, due to the enormous importance it can be sensible to distinguish the customer satisfaction into “functional customer satisfaction”, “efficiency user satisfaction” “design customer satisfaction”, “quality user satisfaction”. Many innovations due not change the products of a company but allow the company to produce their products more efficiently with lower cost; this can be captured in the strategic objective “enhancement of production processes”; a possible key figure can be “reduction of production cost”. Measuring the achievement of the objective “enhancement of innovation efficiency” allows to estimate whether innovations actually contribute to economic success; a key figure can be formulated as “ratio between present value of revenues with new product in year n and present value of payments for innovation projects in year n”. The objective “enhancement of innovation rate” also focuses on a successful strategy implementation; a key figure may be: “the ratio between profit with new products in year n and overall profit in year n”. An “enhancement of innovation success” is only possible if the four objectives of perspective innovation process were achieved. While the other three objectives have a direct connection to business success, this objective refers exclusively on the quantitative number of successful innovations; a key figure can be “ratio between number of successful product innovations and overall number of product innovations”. The resulting concept is shown in Figure 6.

**Figure 5 - Perspectives on the innovative power (compare [9])**

**Figure 6 - Concept with aspects of key figures (compare [9])**

4 FRAMEWORK FOR THE COMBINATION OF BALANCED SCORECARD AND GRAPH-BASED LANGUAGES

This section seeks to investigate the links between this innovation perspective and digital development processes on the basis of a simplified model of a product and production development process (Figure 7 – compare [12]).

**Figure 7 - Model of a product and production development process with BSC/BIC aspects – framework for the combination**
The main part of this process are the core elements of digital engineering: requirements engineering, geometry synthesis, simulative analysis, evaluation and optimization. The specific elements for integrating the strategic considerations of the BSC can be found on the left and upper side; this will be explained in the remaining part of this section.

Central key figures of the innovation output (compare Section 3) concern the customer satisfaction. In product and production development processes requirements are an absolutely central element [13]; however today the connection between the fulfilment of certain requirements and an enhanced customer satisfaction is frequently unclear. Consequently, it is a key element between strategy considerations and operative digital processes that the link between user satisfaction and requirements is closed. A considerable body of research concerns the integration of the voice of the customer into the requirement models of digital processes. For this integration a number of models, methods and tools were analysed such as the Kano model [14] and virtual customer environments [15]. Salado and Nilchiani [16] were able to establish categorization models of requirements which are based on a well-known model of human needs. These research results form a solid basis for a connection between user satisfaction key figures from the BSC with the requirements driven development of digital processes with graph-based languages; thus allowing customer exploration (see Figure 7). It is important to note that the relationship between customer satisfaction and requirements can be complex and changing over time; therefore a continuous surveillance, reflection and optimization of the relationship is necessary. Considerable efforts are necessary for capturing the influence of requirements on user experience (UX); however these efforts can be a key factor for successful products, processes and innovations and a cornerstone of the system engineering processes [16], [17]. For such tasks, amongst others, certain elements of the theory of inventive problem solving (TRIZ) and digital product modelling techniques can be used [18].

A profound assessment of the future customer satisfaction frequently requires detail knowledge about the characteristics of future products. Conventional process do not allow the generation of this knowledge in the early phases of innovation selection. Graph-based languages allow a digital representation of many aspects of future products and far-reaching investigations of numerous parametrical and topological realizations. On the basis of this investigations a profound assessment of possible future characteristics and the consequential customer satisfaction is possible; thus allowing a key figure analysis (Figure 7). In the same manner, digital process also allow to investigate more possible technologies due to the efficient and fast evaluation processes; thus allowing a technology exploration (Figure 7). This exploration can also consider the internal processes of the company; a prominent example are more efficient production processes based on technological innovations which will allow to produce cheaper, faster or more flexible.

Key figures which capture the innovation processes are essentially process quality indicators. Digital methods reduce the amount of undocumented tasks and enable a holistic evaluation of the process quality; thus allowing a strategic objective evaluation (Figure 7).

A core element of the application of graph-based languages are digital processes in product and production development as well as adjacent processes. Such digital processes ease and enhance monitoring possibilities of these company processes and the generation of certain process quality indicators can be automated. This kind of quality indicators such as number of iterations, average time for certain tasks or investigated solution variants can lead to a continuous process improvement based on BSC and BIC.

5 CONCLUSIONS

This paper explained a framework to bridge the gap between the strategic considerations which the application of the balanced scorecard especially in the field of innovation management can foster and graph-based languages, which enable effective and efficient digital process in product and production development. Key aspects are user satisfaction, the exploration of a large number of innovation variants and improved processes. Further research needs to focus on a conscious implementation of the framework in company processes.
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Layout Design for Industrial Production Systems using Graph-Based Design Languages
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Abstract
Contemporary product design processes are becoming increasingly fast-moving and volatile, thus more agile planning concepts are needed. Modern planning tasks for layout design purposes are performed by trained planning personal and supported by software tools. It is of interest to examine how a planning approach based on graph-based design languages can be implemented in a concept planning environment. The main idea was to establish an autonomous design language, which is able to create production lines as well as shop floor manufacturing systems for larger production scales. This paper proposes a method that supports the design process for manufacturing and assembly layouts in an automated way. Structured data input (from product, process, resource and organizational levels) is used to generate material flow-based manufacturing layouts with the help of graph-based design languages. Within the mapped process, in- and outputs have been set in a way that keeps human interference to a minimum. While the layout optimization process is done manually, layout structuring and dimensioning are done by the prior mentioned design language. Subsequently, the design language evaluates each solution through the comparison of several cost factors (e.g. machine hour rate, fixed and variable costs). This way, an optimized result for layout purposes is achieved. The method is verified by application on a use case in which an assembly layout for a self-balancing two-wheel scouter is planned.

Keywords
Production systems, layout design, design languages

1 INTRODUCTION
Modern planning processes are becoming more volatile and fast living. Through competition, companies are bound to be up-to-date on current product developments as well as on recent production technologies to stay competitive. When disruptive product ideas are entering the market, it is best to have reliable, fast paced and general applicable processes that aid in production design. Those are in turn decreasing the time-to-market for products. There are various challenges and goals regarding the project phase of concept planning such as [1]:

- Reduction of engineering times (e.g. development of production design concepts)
- Reduction of lifecycle costs (e.g. definition of the most economic production setup)
- Highest engineering quality (e.g. quality and consistency of presented solutions)

In order to meet these planning challenges, the process of graph-based digital layout planning represents a promising approach. Therefore, the main research question was to investigate whether and how graph-based design languages can be applied to digital layout planning [1]. As shown in Figure 1, the paper’s focus is on the project phase of layout planning, as a part of the concept phase, which describes the early phase of production engineering.

Figure 1 - Layout design process during concept planning phase (adapted from [1]).

The planning engineer’s range of tasks are very versatile and can be subdivided into technical, economic and organizational activities. Examples of these tasks are the definition of process sequences (e.g. assembly sequences) and production layouts. In addition to that, the quantity structure of the production equipment is defined and concepts of production plants are clarified. The selection of the most appropriate production concept takes place in two main steps: the planning engineer develops...
several possible production concepts (e.g. several 3D plant layouts). Afterwards, all these concepts are compared to each other by means of specific criteria (e.g. costs, degree of flexibility). The “best” production concept is finally chosen to be transferred into specifications, which serve as basis for the detailed design of the production facilities [1].

The design language presented in this paper covers the layout planning in the context of production system planning. The layout design process is based on certain input information, which is necessary to generate a feasible layout solution. The target is to generate a functional layout design based on fixed process inputs (provided by earlier planning stages).

For the automatic processing of a large number of planning situations, a consistent approach is needed. Furthermore, it is required to trace process operators and their development throughout the different planning stages. Moreover a layout optimization solution is needed to generate a usable production layout.

2 METHODS AND TOOLS FOR LAYOUT OPTIMIZATION USED IN THIS PAPER

Within the concept of layout design there are numerous different methods and tools available. Optimization tools used within this paper are the transportation matrix and the circular procedure, which are explained in the following section.

2.1 Transportation matrices for layout optimization

Qualitative characteristics (e.g. presence and direction of material flow) and quantitative characteristics (e.g. material flow quantity per period and material flow intensity between areas) can be recognized in material flow matrices. The total number of all elements to be transported is displayed in the directed “From/To-Matrix”. Within this matrix, the component elements are combined to load units. This specifies the number of transports that are required to supply a production station with production goods over a certain period of time. The transport matrix is therefore an indicator of the transport effort and takes into account the quantity of transported units [2].

After all production areas and material flows have been classified, the ideal arrangement of the production departments can be determined through application of the circular procedure.

2.2 Circular procedure application for layout optimization

The circular method for layout design [2] serves as a tool for structuring material flows. The starting model is a circle on which the production areas are applied. Due to the recorded material flow intensities and directions between the individual departments, material flows can now be transferred to the diagram (Figure 2). The arrow thickness and color indicate the intensity (e.g. volume) of the material flow. The arrowhead characterizes the material flow direction. In the next step, the departments that have the largest material flow relationships to each other are arranged in close proximity on the circle. Accordingly, conclusions can be drawn about the ideal layout, which production areas must be close together.

3 GRAPH-BASED DESIGN LANGUAGES

The planning approach presented in this paper is based on the idea of graph-based design languages. Through the integration of these design languages in a digital engineering framework, it is possible to reuse pre-existing models for planning or simulation purposes [1].

In the design process a multiplicity of different domains exist. This causes immense efforts and leads to an interface design and standard for exchanging data between these domains.

The concept of graph-based design languages [3] has evolved into a generic framework for the definition of computerized design processes. Its basic structure is depicted in Figure 3. Partial ontologies (e.g., abstract geometry, abstract digital factory) are expressed as vocabulary in a class diagram and are instantiated by means of rules within this process. In an activity diagram sequences of rules are predefined and processed and compiled in a so-called design compiler. As one example of these design compiler, the Design Compiler 43 (DC43) is an eclipse-based software tool to compile design languages, which are formulated in UML (Unified Modelling Language). It is developed by the IILS mbH.
in cooperation with the University of Stuttgart. The central data model is built during the execution process, which is referenced as “Design Graph”. From this data model, domain-specific models can be developed in the respective software via different interfaces, e.g. geometry or simulation models. By this architecture an improved model consistency can be achieved, which is a central advantage of the described approach.

The process flow for application of a graph-based design language by means of UML diagrams is depicted in Figure 4. The process flow can be seen from top to bottom. The engineering objects (e.g., product components, processes, resources) are represented by UML classes (vocabulary of a design language) in this design language. One example of such an UML class could be a system such as a layout with its attributes, operations and (sub-)classes. By the UML class diagram all interconnections of the engineering objects (spatial, physical, logical, etc.) are represented as well as the hierarchical structure of the overall system. An example for those interconnections is that the layout consists of several parts, such as a sink. The model transformations are generated by rules (e.g. how to build up a production layout). These rules consist of a left side (LHS), which contains the structure before instantiation of the rule, and a right side (RHS), which describes the structure after the instantiation process (result under consideration of concrete requirements, e.g. the degree of automation). The activity diagram, which contains the sequence of the rules, is specified by the planning engineer. The UML class diagram can be seen as a blueprint of all possible layouts within the design language (e.g. all possible configuration of a layout suitable for a specific degree of automation). While executing this activity diagram, the individual vocabulary (UML classes) and their corresponding interconnections are instantiated. The design graph is created automatically taking into account project-specific data entries (e.g. production program). It thus represents a specific system from the blueprint system (e.g. a specific layout for a scooter that meets a specific production program) [1].

The described digital design process using graph-based design languages, is a consistent and holistic modelling methodology, which achieves a design automation through the rule-based presentation of design and manufacturing knowledge. The digital design process using graph-based design languages. It has already been applied in a number of different use cases. Examples of implemented design languages can be found in [5], [6] or [7].

4 NEW PLANNING APPROACH OF GRAPH-BASED LAYOUT DESIGN

Based on this initial situation (e.g. definition of factors such as component geometry and assemblies) the method used, performs its calculations and in the end generates a possible layout solution. Numerous parameters have to be taken into account during the layout planning phase of a production environment. Influential factors can be identified on product-specific, process-specific, resource-specific and on organizational levels. The following influencing factors are used for further calculations such as the engineering drawing, parts list and operation sheet, production program and further specifications and requirements. The information provided by these data records provides a detailed outlook for capacity planning. The operation sheet is the main factor in the process stage. The production process can be read and entered here. On the resource side,
considerations are made, based on a cost perspective. Figure 5 depicts the process steps that the design language performs to generate a layout solution.

Firstly, influences are used for demand calculation purposes (e.g. space, workforce, workstations and their respective costs). This results in a product-specific quantity structure. On the product side, the parts list data (i.e. the necessary components and their respective quantities) are recorded. This has a particular effect on the subsequent material flow analysis. By calculating all production requirements with regard to parts/material flows, personnel and the required workstations, the quantity structure can be used to create the respective layouts for the different production approaches (e.g. different due to varying degree of process automation). The degree of automation has a direct impact on the design of the production system, its output, the investment costs and the operating costs. It is therefore an important decision criterion. A distinction can be made between manual, automated and semi-automated (hybrid) assembly-/manufacturing systems. The degree of automation must be selected for the entire production process environment.

Once the requirements and type of workstations have been determined based on the quantity structure defined in combination with the different automation levels, a final comparison of expenses and income can now be created. From this the profit margin based on the assumption that all customer orders will be fulfilled is calculated. Within the design language, the profit margin serves as the main criterion for selecting the degree of automation and the final layout solution.

After the selection of the automation level, the circular procedure makes it possible to identify the stations with the largest material flow. Likewise, all other areas are arranged in descending order of importance. Through the use of transportation matrices, it is possible to calculate the quantitative material flow via spreadsheet calculation. This enables the calculation of the transport effort of the accumulated material flow. In addition to the costs, material flow quantities are an important indicator for the quality of the layout as a whole.

5 USE CASE APPLICATION AND DISCUSSION

5.1 Assembly design for a self-balancing two-wheel scooter

As one specification of a production system the layout planning for an assembly system is portrayed. This use case deals with a self-balancing two wheel scooter [1], as it is depicted in Figure 6.

Based on the level of automation, respective production costs and demands, the design language selects the best layout variant and displays it to the user.
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2) Steering Rod  
3) Electrical Control Unit  
4) Power Electronics  
5) Total Assembly  

5.2 Assembly scenario  
For simulation purposes, an assembly scenario with initial data was created. It is based on a random customer order situation. This includes the variable unit costs, the order quantity, and the revenue per unit (depending on the order quantity). From this the contribution margin per unit is calculated. The requirements calculation for workstations and machines is based on the table values stored in a reference data base. The costing values for different levels of assembly automation are then specified. To determine the operating costs, the totals of the fixed and variable costs are required. In this case, the (notional) fixed costs amount to a composition of premises, maintenance, insurance costs and depreciation. Variable production times and respective costs are based on needed energy, operating resources, media and personnel cost rates that can all be adjusted if desired.

Table 2 shows an example of how certain production parameters (e.g. costs and working times) were defined in the simulation environment.

| Working days per Year [d] | 200 | = 1.500 hours of work per year per worker |
|--------------------------------------------------|
| Shifts per day | 1 | |
| Hours per shift [h] | 7.5 | |
| Fixed costs per year in [€] | 884.000 | |
| Variable costs per year in [€] | 185.000 | |

Table 2 - Exemplary values for working time per year as, well as variable and fixed costs.

5.3 Design language  
The entities necessary for the layout design process that form the class diagram, are shown in Figure 7. It is possible to generate sources and sinks within the perimeter of the green field layout. Meanwhile the subordinated classes enable the use of a machine data base. Each “FactoryArea” – class has its own workstation data base, which serves as a reference catalogue and thus provides 3D models and table values (e.g. for costs). It is used to generate the necessary machinery/workstations for assembly and/or manufacturing purposes. The “GetData” class functions as a provider of imported data (e.g. from user input, spreadsheets or the production program), thus, the various calculation processes and the generation of the individual functional areas can be carried out on the basis of the selected degree of automation.

Figure 8 depicts an extract of the activity diagram that contains the procedure (sequence of specified rules) that generates the scooter-specific production concept. Based on user entry (e.g. production program, level of automation) and the base layout, numerous factory areas with specific workstations are created and evaluated by the “Interface” – rule.

The design graph is a depiction of how the different properties of each factory area (e.g. spatial position and coordinates, space) are combined to create a material flow based layout. It illustrates one solution variant of the scooter-specific assembly system. For this specific solution the branches of the design graph are split up into several generated work areas with their respective properties.

5.4 Resulting layout  
This paper presents the method of graph-based digital layout planning during the concept phase as well as its software-technical implementation. The main research question was to investigate whether and how graph-based design languages can be applied for digital layout design planning. By means of a practical example, the application and advantages of the new planning approach are illustrated.
The solution presented by the design language is a block layout (Figure 9), which can also be presented in a 3D environment if desired. Three viable approaches (one for each automation level) have been considered and their respective production areas and the needed workforce have been calculated accordingly. The routine selected the layout with partly automated workstations, due to highest profit margin resulting on the preset circumstances.

Table 3 - Solution comparison of the generated layouts.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Full Automation</th>
<th>Hybrid Automation</th>
<th>Manual Assembly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area [m²]</td>
<td>53.00</td>
<td>270.00</td>
<td>410.00</td>
</tr>
<tr>
<td>Required Workforce</td>
<td>15.00</td>
<td>54.00</td>
<td>132.00</td>
</tr>
<tr>
<td>Profit in [€]</td>
<td>527,938.80</td>
<td>596,353.86</td>
<td>422,140.66</td>
</tr>
<tr>
<td>Transportation effort in [km]</td>
<td>244,018.00</td>
<td>251,934.00</td>
<td>251,934.00</td>
</tr>
</tbody>
</table>

Based on the unit loads that have to be handled, material flow is shown by the arrows, which connect the adjacent factory areas with each other (Figure 9).

Figure 9 - Resulting block layout according to the rules set within the design language.

6 CONCLUSION AND OUTLOOK

Based from the substance of this investigation the conclusion can be drawn that much progress has been made in the field of graph-based layout design. However, many topics remain to be addressed in further research activities to improve the layout design process with graph-based design languages, such as:

1. Automation of layout algorithm
2. Consideration of uncertain project specific data inputs
3. Closed control loop between production planning and production

Moreover, it is of scientific interest how the product life-cycle can be further digitized using graph-based design languages and how to connect different product life-cycle intersections with each other.

7 ACKNOWLEDGEMENTS

The contents presented in this paper are part of the ZAFH project “Digital product life cycle”. It is supported by the ERDF and the MWK Baden-Württemberg, Germany. For more information please visit: https://dip.reutlingen-university.de/.

8 REFERENCES

9 BIOGRAPHY

Christoph Schlueter is a master’s degree candidate from the Ulm University of Applied Sciences. His focus is the layout design process with graph-based design languages.

Dipl. Ing. (FH), Theresa Breckle, MBA is a doctoral candidate at the Siegen University. Her specific focus is the concept planning of assembly systems.

Jens Kiefer obtained his PhD degree in Mechanical Engineering from the Technical University of Saarbrücken. In 2013 he was appointed Professor for Quality Management at the University of Applied Sciences Ulm.

Ralf Stetter obtained his PhD degree in Mechanical Engineering from the Technical University of Munich. In 2004 he was appointed Professor for Design and Development at the University of Applied Sciences Ravensburg-Weingarten.