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Abstract
Reinforcement Learning (RL) is a powerful technique to develop intelligent agents in the field of Artificial Intelligence (AI). This paper proposes a new RL algorithm called the Temporal-Difference value iteration algorithm with state-value functions and presents applications of this algorithm to the decision-making problems challenged in the RoboCup Small Size League (SSL) domain. Six scenarios were defined to develop shooting skills for an SSL soccer robot in various situations using the proposed algorithm. Furthermore, an Artificial Neural Network (ANN) model, namely Multi-Layer Perceptron (MLP) was used as a function approximator in each application. The experimental results showed that the proposed RL algorithm had effectively trained the RL agent to acquire good shooting skills. The RL agent showed good performance under specified experimental conditions.
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1 Introduction
Operations research (OR) applies a large suite of methods to improve decision-making, including mathematical modelling, heuristics and artificial intelligence (AI). Various AI techniques such as reinforcement learning, neural networks, decision trees and support vector machines are employed in the context of OR [4, 6, 7, 31]. Aiming to develop “intelligent agents” [18], AI is widely used in real-world applications including speech recognition, image processing, machine translation, game playing, automation, medical diagnosis, robotics and many more.

The victory of a computer, Deep Blue, over the human chess world champion in 1997 was probably the most outstanding achievement of AI at the time. It was not only a great
breakthrough but also became a turning point of mainstream AI research. The focus then shifted to more complicated problems, that is, developing intelligent agents working in dynamic, uncertain environments.

RoboCup [23], an annual international robot soccer competition, is one such attempt to promote AI. Aiming at developing a team of fully autonomous soccer-playing robots, teams participating in RoboCup competitions are challenged to incorporate various technologies such as design principles of autonomous agents, computer vision, hardware design and control, real-time reasoning, strategy acquisition, robotics and multi-agent collaboration [32]. There are several leagues in RoboCup, namely the Small Size League (SSL), the Middle Size League (MSL), the Simulation League, the Standard Platform League and the Humanoid League [23]. The focus in this paper is on the SSL.

An AI method, reinforcement learning (RL), is widely used to solve real-world problems. Examples of RL applications to real-world problems are filtering personalised web-documents [35], steering an automobile [22], controlling power systems [34], solving job-shop scheduling tasks [9], autonomously flying artistic maneuvers with a helicopter [2, 15], operational space control [17], and implementing real-time strategy games [1].

In robot soccer domains, RL is applied to learn hardware controls such as walking patterns for humanoid robots [5, 16] and ball trapping for four-legged robots [13]. It is also applied to learning individual soccer skills and team-level strategies. Examples of learning individual soccer skills include kicking patterns [20], shooting skills [8], dribbling [21], aggressive defence behaviours [21] and scoring penalty goals [11]. Stone’s KeepAway task [29] is a good example of an RL application to develop team-level naive attacking strategies. The work inspired other researchers to develop more aggressive attacking strategies based on reinforcement learning [12, 14].

In this paper, reinforcement learning was used for an SSL soccer robot. In particular, a new RL algorithm was proposed for infinite Markov Decision Process (MDP) problems with the dynamics of the environment known, and applied to develop shooting skills under various scenarios. The purpose of this paper is to show that the proposed RL algorithm can equip an SSL soccer robot with the mentioned shooting skills, thus allowing the soccer robot to make better decisions during a match. This is, to the best of our knowledge, the first application of RL in the RoboCup SSL domain.

The rest of the paper is organised as follows: In the following section, reinforcement learning methods are discussed and the new RL algorithm is introduced. A brief overview of the RoboCup SSL architecture is provided in the next section, followed by descriptions of the scenarios and the design of the RL experiments. The results of the RL experiments are discussed next, and the last section contains concluding remarks and mentions possibilities for future work.

2 Reinforcement learning background

A reinforcement learning agent tries to learn its behaviour policy to achieve a specific goal through repeated interactions with the environment. At each time-step the RL agent observes the current state (an environmental situation in which the agent finds itself),
takes an action (from a set of actions allowed in that state) and receives a reward (or cost) accordingly. The environment is transitioned to a new state at the next time-step as a result of the action taken by the agent. A sequence of these steps or interactions between the agent and the environment that has a natural end is called an episode.

2.1 Reinforcement learning

Reinforcement learning problems are normally formulated as Markov Decision Processes (MDP) [19]. That is, the transition probability from a state $s$ to the next state $s'$ depends only on the current state $s$ and the chosen action $a$, regardless of the states that the agent passed through to reach the current state $s$. In a finite-MDP, where the state and action variables are finite, the dynamics of the environment are defined by the following two functions. Let

$\mathcal{P}_{ss'}^a$ be the probability of a possible next state $s'$ given a state $s$ and an action $a$ and

$\mathcal{R}_{ss'}^a$ be the expected value of the reward given any current state and action, $s$ and $a$, along with any next state, $s'$.

These functions are given by

$$
\mathcal{P}_{ss'}^a = P(s_{t+1} = s' | s_t = s, a_t = a), \text{ and }
\mathcal{R}_{ss'}^a = \mathbb{E}(r_{t+1} | s_t = s, a_t = a, s_{t+1} = s'),
$$

where $s_t$ and $a_t$ denote the state and action at time-step $t$, respectively, and $r_{t+1}$ represents the reward given to the agent at time-step $t$. If an RL problem is formulated as a finite-MDP and $\mathcal{P}_{ss'}^a$ and $\mathcal{R}_{ss'}^a$ are known for all $s \in S$ ($S$ denotes the set of possible states), then it is called a model-based problem.

The goal of the RL agent is to obtain the optimal policy, i.e. to learn how to choose the best action in a state to fulfil the task given to the agent. To do this, RL algorithms employ the notion of value functions, which represent the value of each state or the value of each state and action pair. Typically the value of state $s$ is denoted by $V(s)$ and the function $V$ is called the state-value function. Similarly, the value of a state-action pair is denoted by $Q(s, a)$ and $Q$ is called the action-value function. If $R_t$ represents the sum of rewards the RL agent receives after time-step $t$ and $r_{t+1}$ is the reward given to the RL agent as a result of its action at time-step $t$, then $V^\pi(s)$, the value of a state $s$ under a policy $\pi$, is defined as

$$
V^\pi(s) = \mathbb{E}_{\pi}\{ R_t | s_t = s \} = \mathbb{E}_{\pi}\left\{ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s \right\},
$$

where $\mathbb{E}_{\pi}\{\cdot\}$ denotes the expected value given that the agent follows policy $\pi$. The symbol $\gamma$ is used in equation (1) for a discount rate to determine the present value of future rewards ($0 \leq \gamma \leq 1$). Thus $V^\pi(s)$ represents the value of a state $s$ based on the expected sum of future rewards, assuming the RL agent starts from that state and follows policy $\pi$.

Bertsekas & Tsitsiklis [3] showed that for each MDP there exists an optimal policy $\pi^*$ that satisfies, for any policy $\pi$, $V^{\pi^*}(s) \geq V^\pi(s)$ for all states. All RL algorithms seek
to estimate the true value of $V^{\pi^*}(s)$ or $Q^{\pi^*}(s,a)$ through repeated interactions with the environment. The RL agent starts with random values of $V(s)$ or $Q(s,a)$. As it explores through the state space and receives rewards, it updates the estimated value function according to the experience.

One important feature of value functions is that they satisfy a recursive relationship known as the Bellman equation, defined by

$$V^\pi(s) = \mathbb{E}_\pi\{R_t | s_t = s\} = \mathbb{E}_\pi\left\{ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} | s_t = s \right\}$$

$$= \mathbb{E}_\pi\{r_{t+1} + \gamma \sum_{k=0}^{\infty} \gamma^k r_{t+k+2} | s_t = s\}$$

$$= \mathbb{E}_\pi\{r_{t+1} + \gamma V^\pi(s_{t+1}) | s_t = s\}$$

$$= \sum_a \pi(s,a) \sum_{s'} P_{ss'}^a [R_{ss'}^a + \gamma \mathbb{E}_\pi\left\{ \sum_{k=0}^{\infty} \gamma^k r_{t+k+2} | s_{t+1} = s' \right\}]$$

$$= \sum_a \pi(s,a) \sum_{s'} P_{ss'}^a [R_{ss'}^a + \gamma V^\pi(s')] \quad (2)$$

Here $\pi(s,a)$ denotes the probability of choosing action $a$ in state $s$ under the policy $\pi$. The Bellman equation shows the relationship between the value of a state $s$ and the values of all possible following states of $s$. This particular property of value functions is used throughout RL algorithms in the estimation of the value function.

Value iteration (Algorithm 1) is an important RL algorithm to estimate $V^{\pi^*}(s)$ for model-based problems. It uses the expected sum of future rewards over all possible next states ($\sum_{s'} P_{ss'}^{a} [R_{ss'}^{a} + \gamma V^{\pi}(s')]$) in estimating the value of state $s$ (see Line 6 in Algorithm 1), but with the maximum value, not the expected value as seen in equation (2), over possible actions. The symbol $\pi(s)$ in Line 9 denotes the action to be taken in state $s$ under the policy $\pi$.

Algorithm 1: The value iteration algorithm [30].

```
1 Initialise $V(s)$ arbitrarily, for all $s \in S$;  
2 repeat  
3     $\Delta \leftarrow 0$;  
4     for each $s \in S$ do  
5         $v \leftarrow V(s)$;  
6         $V(s) \leftarrow \max_a \sum_{s'} P_{ss'}^a [R_{ss'}^a + \gamma V(s')]$;  
7         $\Delta \leftarrow \max(\Delta, |v - V(s)|)$;  
8 until $\Delta < \delta$ (a small positive number);  
9 Output a deterministic policy $\pi$ such that $\pi(s) = \arg \max_a \sum_{s'} P_{ss'}^a [R_{ss'}^a + \gamma V(s')]$;
```

For model-free problems, where the dynamics of the environment are not known, the Temporal-Difference (TD) algorithm (Algorithm 2) is typically used to estimate $V^\pi(s)$ for a given policy $\pi$. The TD algorithm does not go through all possible states as the value
Algorithm 2: The TD algorithm for estimating $V^\pi$ [30].

1. Initialise $V(s)$ arbitrarily, $\pi$ to the policy to be evaluated;
2. forall episodes do
   3. Initialise $s$;
   4. repeat (for each step of episode)
      5. $a \leftarrow$ given by $\pi$ for $s$;
      6. Take action $a$, observe reward $r$, and the next state $s'$;
      7. $V(s) \leftarrow V(s) + \eta[r + \gamma V(s') - V(s)]$;
      8. $s \leftarrow s'$;
   9. until $s$ is a terminal state;

The three algorithms introduced in this section (Algorithm 1, 2 and 3) are popular RL algorithms. Algorithm 1 is for problems modelled as finite-MDPs when the dynamics of the environment are known. Algorithms 2 and 3 are for both finite- and infinite-MDP problems when the dynamics of the environment are not known. There exist problems, though not common, that are modelled as infinite-MDPs when the dynamics of the environment are known. A novel RL algorithm called the Temporal-Difference value iteration algorithm with state-value functions is proposed in this paper for such problems. Algorithm 4 shows the pseudo-code of this algorithm.

The value iteration algorithm (Algorithm 1) can be used for this kind of problem by dis-
cretising the continuous state space. However, it does not seem as effective as Algorithm 4 because the value iteration algorithm exhaustively visits all states including states that the agent is not likely to visit. In contrast, in Algorithm 4 the RL agent explores the state space in episodes and updates only the values of the visited states.

Infinite-MDP problems with the dynamics of the environment known can also be dealt with using the Q-learning algorithm (Algorithm 3), which uses action-value functions. Using action-value functions instead of state-value functions requires more resources. In addition, it will take more time to estimate optimal values \( Q^{\pi^*}(s, a) \) for all state-action pairs than to estimate \( V^{\pi^*}(s) \) for all states. When the dynamics of the environment are not known, Q-learning is a good option. However, when the dynamics of the environment are known, then the optimal policy can be obtained by greedily exploiting \( V^{\pi^*}(s) \) according to

\[
\pi^*(s) = \arg \max_a \sum_{s'} P_{ss'}^a[R_{ss'}^a + \gamma V^{\pi^*}(s')].
\]

Therefore Algorithm 4 can be used effectively for problems modelled as infinite-MDPs when the dynamics of the environment are known, which are the cases dealt with in the RL experiments discussed in later sections. In general, the proposed algorithm can be applied to all RL problems in this category (infinite-MDPs with the known dynamics of the environment).

### 2.2 Function approximation

Thus far, it was assumed that the value functions \( V(s) \) or \( Q(s, a) \) are represented as a lookup table storing a value for each state \( s \) or for each state-action pair \( (s, a) \). For RL problems with a large number of states, or with continuous state variables, value functions need to be represented approximately by a set of parameters \( z \), as follows:

\[
V(s) = [F(z)](s),
\]

\[
Q(s, a) = [F(z)](s, a).
\]

The problem of estimating \( V(s) \) or \( Q(s, a) \) is now changed to the problem of searching for the parameter vector \( z \) that represents \( V(s) \) or \( Q(s, a) \) as accurately as possible. This is called function approximation.

---

**Algorithm 3:** The Q-learning algorithm [30].

```
1 Initialise \( Q(s, a) \) arbitrarily;
2 forall episodes do
3     Initialise \( s \);
4     repeat (for each step of episode)
5         Choose \( a \) from \( s \) using policy derived from \( Q \) (e.g. \( \epsilon \)-greedy);
6         Take action \( a \), observe reward \( r \), and the next state \( s' \);
7         \( Q(s, a) \leftarrow Q(s, a) + \eta[r + \gamma \max_{a'} Q(s', a') - Q(s, a)] \);
8         \( s \leftarrow s' \);
9     until \( s \) is a terminal state;
```
Algorithm 4: The TD value iteration algorithm with state-value functions.

1. State Initialise $V(s)$ arbitrarily;
2. forall episodes do
   3. Initialise $s$;
   4. repeat (for each step of episode)
      5. $v \leftarrow \max_a \sum_{s'} P_{ss'}[R_{ss'} + \gamma V(s')]$;
      6. $V(s) \leftarrow V(s) + \eta \left( v - V(s) \right)$;
      7. $a \leftarrow \arg \max_a \sum_{s'} P_{ss'}[R_{ss'} + \gamma V(s')]$ with $\epsilon$-greedy;
      8. Take action $a$ and observe the next state $s'$;
      9. $s \leftarrow s'$;
   10. until $s$ is a terminal state;

Figure 1: A multi-layer perceptron model. It is assumed that the multi-layer perceptron has two hidden layers with $m$ inputs and $n$ outputs. The number of neurons in the hidden layers are not specified in this figure.

Function approximation is an instance of supervised learning, which is to learn a mapping from inputs to outputs based on a training data set so that the mapping provides the output correctly for any input that is not included in the training data set. The Multi-Layer Perceptron (MLP), a popular supervised learning model, was employed in this research to approximate the value functions.

The MLP is an artificial neural network model that has inputs, outputs and a number of neurons arrayed in different layers between inputs and outputs. Figure 1 shows an example of an MLP. Each connection (denoted by an arrow in Figure 1) between the inputs, outputs and neurons has a weight. An MLP model learns the mapping by adjusting the weights according to the training examples provided. An algorithm called back-propagation (BP), proposed by Rumelhart et al. [25], is typically used in updating the weights of the MLP. The algorithm starts with random initial weights and at each iteration the weights are adjusted to minimise the error between the target value of the input, which is provided in the training data set, and the actual response of the network for the given input. More information on the BP algorithm can be found in Haykin [10, pp.161–173].
When an MLP is used as a function approximator for RL problems, the batch mode BP algorithm is known to be more efficient than the sequential mode [21]. In the sequential mode of the BP algorithm, the weights are updated every time each example in the training set is fed to the network. The batch mode BP algorithm, on the other hand, accumulates the errors and makes the update once after all examples in a training data set are presented.

Algorithm 5 shows the pseudo-code of the TD value iteration algorithm with state-value functions (Algorithm 4) combined with an MLP as a function approximator. Therefore, the value \( V(s') \) in Lines 6 and 8 is the output of the MLP when the state \( s' \) is given as an input. The TD target \( v \) and the current input \( s \) form a training example. These training examples in the training set \( T \) are used in the batch mode BP algorithm once the episode finishes (see Line 12 in Algorithm 5). Algorithm 5 is used in all the experiments discussed in later sections.

**Algorithm 5:** The TD value iteration with MLP (batch mode).

```
1 Initialise \( z \) arbitrarily;
2 forall episodes do
3     Initialise the training data set \( T = \emptyset \);
4     Initialise \( s \);
5     repeat (for each step of episode)
6         \( v \leftarrow \max_a \sum_{s'} P_{ss'}^a [R_{ss'}^a + \gamma V(s')] \);
7         \( T \leftarrow T \cup \{(s, v)\} \);
8         \( a \leftarrow \arg \max_a \sum_{s'} P_{ss'}^a [R_{ss'}^a + \gamma V(s')] \) with \( \epsilon \)-greedy;
9         Take action \( a \) and observe the next state \( s' \);
10        \( s \leftarrow s' \);
11     until \( s \) is a terminal state;
12     Update \( z \) using the batch mode BP algorithm with training data set \( T \);
```

### 3 The RoboCup SSL

A brief overview of the RoboCup SSL is presented to explain the context of the research. In the RoboCup SSL, teams consisting of maximum six robots play soccer games using an orange golf ball on a pitch of \( 6050 \times 4050 \) mm. The robots’ shape and size are confined to a cylinder with a diameter of 180 mm and a height of 150 mm. Figure 2(a) shows an example of the hardware design of a typical SSL robot. The robot has four omnidirectional wheels (Figure 2(b)) and a kicker unit. The omnidirectional wheels have numerous small wheels all around the circumference. These small wheels rotate freely, enabling the robot to move in any direction without having to turn. This feature had a significant effect on the design of the RL experiments discussed in later sections.

The SSL control process is as follows: activities on the field are captured by two cameras mounted above the field and the corresponding information, such as the positions of robots and the ball, is processed by open-source software called SSL-Vision [28] on an off-field computer. Using this information, an independent computerised decision-making module (DMM) produces team strategies for the robot’s actions and sends commands to the
robots in a team via a wireless radio link. Changes on the field caused by movements of the robots and the ball are again captured by the cameras and the processes described above are repeated throughout the game. This control loop iterates approximately 60 times per second. Figure 3 shows the basic elements of the RoboCup SSL system.

The SSL control system described above is centralised. The robots perceive their environment via the cameras and not as individuals, and the DMM makes decisions for all the robots in the team; they are thus under the control of the DMM of their team. Designing and implementing an intelligent DMM is therefore one of the major challenges for teams in the RoboCup SSL.

One of the most important features in the design of the DMM is that it is built in a layered architecture with different levels of abstraction. In a layered architecture, individual soccer skills such as Shoot, Pass, Intercept, etc. are developed first, then these skills are used to implement high-level team strategies such as AggressiveAttack or Defence. Figure 4
Figure 4: A layered architecture of a DMM. The DMM consists of $n$ team strategies ($TS_1, \ldots, TS_n$) and each team strategy has multiple individual soccer skills (IS).

shows an example of a layered architecture of a DMM.

In general, individual skills and high-level team strategies are programmed based on human knowledge and experience, and are then fine-tuned manually. But no matter how fine-tuned they are, these hand-coded skills and strategies are error prone for it is almost impossible to account for all potential game situations by human logic [8]. Also, the hand-coded, human-driven solutions are not guaranteed to be optimal because humans, even experts, are likely to be biased.

Various OR techniques have been applied to improve existing hand-coded skills and strategies in robot soccer. These techniques include linear programming, reinforcement learning, evolutionary algorithms, neural networks and case-based reasoning. Of these, reinforcement learning is particularly widely used in robot soccer domains because its specific settings for problem-solving are well suited to the learning tasks of autonomous robots in a highly dynamic and complex environment such as robot soccer. The next two sections describe one of these attempts: RL applications to the development of shooting skills for an SSL soccer robot.

4 Experimental design

To verify the ability of the proposed algorithm in the robot soccer domain, several experiments were conducted. The purpose of the RL experiments was to develop shooting skills for an individual soccer robot, in various scenarios. The scenarios were defined based on the settings of the experiments such as whether the ball is stationary or moving, or whether there is a goalkeeper or not. When a goalkeeper is assumed, the scenarios were refined according to the behaviour of the goalkeeper. The following tasks were given to the RL agent in each experiment to acquire the basic shooting skills (we refer to the soccer robot as the RL agent):

- Experiment 1: Shooting a stationary ball assuming no goalkeeper.
- Experiment 2: Shooting a moving ball assuming no goalkeeper.
- Experiment 3: Shooting a stationary ball against a confined goalkeeper.
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- Experiment 4: Shooting a stationary ball against a smarter goalkeeper.
- Experiment 5: Shooting a moving ball against a confined goalkeeper.
- Experiment 6: Shooting a moving ball against a smarter goalkeeper.

The behaviour of the confined goalkeeper is as follows: The goalkeeper is initially located at a random position on the goal line between the two goal posts. It waits at its initial position until the ball is kicked. Once the goalkeeper detects that the ball is kicked, it tries to block the ball by moving on the goal line. The goalkeeper is not allowed to move forward off the goal line.

A smarter goalkeeper can move off the goal line before the ball is kicked as long as it remains in the defence area. The goalkeeper comes forward as soon as the episode starts, to minimise the open angle for shooting, i.e. the angle between the goalkeeper and either side of the goal posts. It moves towards the point on the border of the defence area where the line connecting the ball and the centre of the goal intersects (see Figure 5(a); the target position is marked with an arrow.) If the goalkeeper reaches the target position before the ball is kicked, it waits there until the ball is kicked because the goalkeeper is not allowed to move outside the defence area. When the goalkeeper detects that the ball is kicked, whether it has reached the target position or not, it tries to block the ball by moving from its current position to the closest point on the path of the ball. Figure 5(b) shows the new target position of the goalkeeper in both cases.

![Figure 5: Target position of the smarter goalkeeper.](image)

Three state variables are used for the experiments dealing with a stationary ball: 1) the distance $D$ between the ball and the RL agent, 2) the angle $\alpha$ between the orientation of the RL agent and the line connecting the ball and the target, and 3) the angle $\beta$ between the line connecting the robot and the ball, and the line connecting the ball and the target. These variables are from Duan et al. [8]. The geometric relations of the objects in the field and the state variables are illustrated in Figure 6. It is assumed that the target is the centre of the opponents’ goal box in this figure. Four additional state variables were used for experiments dealing with a moving ball: $v_{bx}$ and $v_{by}$, the velocity of the ball in $x$- and $y$-direction respectively, and $v_x$ and $v_y$, the velocity of the RL agent in $x$- and
Figure 6: Schematic (not to scale) showing the soccer robot on the playing field and the associated state variables for a given orientation and distance from the ball. A goalkeeper is also present.

Three action variables were considered to form an action space: moving direction of the robot, $\theta$ (in rad), its moving speed $v$ (in m/s) and its angular velocity $\omega$ (in rad/s). These three action variables are used for all experiments, but the number of actions used is different in each experiment. As the skills in later experiments are more complex and harder to achieve, more refined control of actions is required, which led to the difference in the number of actions in each experiment.

Thirty-six moving directions (evenly distributed between 0 and $2\pi$) were used in Experiments 1 and 2. The number of moving directions was extended to 72 in Experiments 4–6. For the moving speed, the value $v = 0.5$ or $v = 1$ m/s was used for Experiment 1, and $v = 0.5$, $v = 1$ or $v = 2$ m/s for the remaining experiments. Nine different values were used for the angular velocity. They are

$\{-2\pi, -\pi, -\frac{1}{2}\pi, -\frac{1}{4}\pi, 0, \frac{1}{4}\pi, \frac{1}{2}\pi, \pi, 2\pi\}$

for the first two experiments and

$\{-\pi, -\frac{1}{2}\pi, -\frac{1}{4}\pi, -\frac{1}{8}\pi, 0, \frac{1}{8}\pi, \frac{1}{4}\pi, \frac{1}{2}\pi, \pi\}$

for the remaining experiments.

By virtue of its omnidirectional wheels, the RL agent can move from one position to another without first having to turn to face the target. Therefore an action is defined by the combination of the three action variables. In addition, nine more actions are possible when the RL agent does not move but only turns at a certain angular velocity, including when $\omega = 0$. This special case is considered as the kick action. A constant kicking force of 50 N was assumed. Table 1 summarises the total number of actions used in each experiment.
<table>
<thead>
<tr>
<th>Experiments</th>
<th>Number of values in $\Theta$</th>
<th>Number of values in $\mathcal{V}$</th>
<th>Number of values in $\Omega$</th>
<th>Total number of actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36</td>
<td>2</td>
<td>9</td>
<td>$36 \times 2 \times 9 + 9 = 657$</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>3</td>
<td>9</td>
<td>$36 \times 3 \times 9 + 9 = 981$</td>
</tr>
<tr>
<td>3 to 6</td>
<td>72</td>
<td>3</td>
<td>9</td>
<td>$72 \times 3 \times 9 + 9 = 1953$</td>
</tr>
</tbody>
</table>

Table 1: Number of values in action sets and the total number of possible actions for each experiment. The action sets $\Theta$, $\mathcal{V}$ and $\Omega$ contain possible values of moving direction $\theta$, moving speed $v$ and angular velocity $\omega$, respectively.

A cost-based method was used for the reward system, as was done in the work of Riedmiller et al. [21]. In a cost-based method, the RL agent is given a cost $c_{t+1}$, instead of a reward $r_{t+1}$, as a result of an action $a_t$ at a state $s_t$, and the task is to minimise the overall cost in the long run. The cost function $c(s, a, s')$, the cost given to the agent when it chooses an action $a$ at a state $s$ and the following state is $s'$, is defined as

$$c(s, a, s') = \begin{cases} 
0.00 & \text{if } s' \in \mathcal{S}^+, \\
1.00 & \text{if } s' \in \mathcal{S}^-, \\
0.01 & \text{else,}
\end{cases}$$

where $\mathcal{S}^+$ and $\mathcal{S}^-$ denote the set of terminal states with success and failure, respectively. Punishing the agent with a small constant cost 0.01 in all non-terminal states encourages the agent to achieve the goal as soon as possible. The costs for terminal states were determined as such because the output of the MLP is in the range of $[0, 1]$ due to the activation function used in the BP algorithm (refer to Haykin [10, pp.12–15] for more information on the activation function).

All experiments were conducted in a simulation environment with the length of time-step 50 ms. An open-source library called *Open Dynamics Engine* (ODE, Smith [27]), was incorporated in the simulator to calculate the next state (caused by the chosen action) based on the motion dynamics of the robot and the ball. Algorithm 5 was used in all experiments. Each episode was initialised with random positions of the ball, the RL agent and the goalkeeper where applicable.

## 5 Results and discussion

To show the performance of the RL agent after each learning episode, a learning curve was drawn for each experiment. Figure 7 shows the learning curves of all six experiments. The performance was measured from the results of five tests that were conducted after each learning episode, but the graph was smoothed by using a moving average over the last 100 tests.

As can be seen in Figure 7, the learning was very effective for the first two experiments. After about 30–35 episodes, the RL agent consistently succeeded in scoring a goal with a success rate of approximately 99% and 96% respectively. The small fraction of failure cases was not because of the inefficiency in learning, but due to the initial set-up of the episode. It was observed, for example, that in all failure cases in Experiment 1, the ball
Figure 7: Result: shooting a stationary ball with no goalkeeper present.

was placed too close to the goal line and therefore the shooting angle from the position was
too small (see Figure 8). Figure 9 shows an example of the failure cases in Experiment 2
where the ball is placed relatively close to the goal box while the initial position of the RL
agent is far from the ball. This gives insufficient time for the RL agent to approach the
ball. This case clearly shows that the possibility of scoring with this initial set-up is very
low.

In Experiments 3 and 4, the RL agent tries to learn to shoot a stationary ball against a
confined and a smarter goalkeeper. Figure 7 shows that the RL agent reached a success rate
of approximately 76% and 52% in Experiments 3 and 4, respectively. Most of the failure
cases were found again in episodes where the initial positions of the ball and the goalkeeper
were determined such that the scoring was impossible in the first place. However, the
RL agent failed sometimes in an episode with a seemingly good chance. An intensive
investigation of these cases showed that the failure occurred when the RL agent could not
aim at the target as accurately as necessary due to the discrete action variables. With the
action scheme described in the previous section, the minimum angular velocity of the RL
agent is $\pm \frac{\pi}{8}$ rad/s. As the time-step in the simulator was set to 50 ms, the RL agent was
able to aim at the target position only with an accuracy of $\frac{\pi}{160} = \frac{\pi}{8} \times \frac{1}{20}$ rad. This causes
a difference between the ideal orientation and the actual orientation of the learning agent
at the final position before shooting. In most cases, the difference was not problematic.
In some cases, however, the difference became significant especially when the ball was
positioned far from the goal box and thus aiming accuracy was more important.

In Experiments 5 and 6, where the RL agent plays with a moving ball against a confined
and a smarter goalkeeper, the success rate reached approximately 40% and 20%, respec-
tively. Besides the usual failure cases due to the initial set-up of the episodes, failures
were also caused by the momentum of the moving ball (See Figure 10). The RL agent
did not suffer with this problem in Experiment 2, where it also had to deal with a moving
ball but without a goalkeeper. In Experiment 5, however, the RL agent had to aim at
Figure 8: The initial position of the ball in 500 test episodes for Experiment 1. Failure cases are indicated with arrows.

Figure 9: The trajectory of the RL agent and the ball in a failure case in Experiment 2.
the corner of the goal box (rather than at the center of the goal box as in Experiment 2) to play against a goalkeeper, which posed the problem of the momentum of the moving ball. Interestingly, the same problem was not an issue in Experiment 6, where most of the failures were due to the competence of the goalkeeper. Figure 11 presents an example of the behaviour of the goalkeeper with the trajectory of the moving ball, showing the competence of the goalkeeper.

6 Summary and conclusion

In this research, reinforcement learning (RL) was applied to develop basic soccer skills for soccer robots playing in the RoboCup Small Size League. The Temporal-Difference value iteration algorithm with state-value functions was proposed to exploit the knowledge of the dynamics of the environment with an infinite-MDP model. The Multi-Layer Perceptron was employed in the RL algorithm as a function approximator to deal with the continuous state variables.

Six RL experiments were performed to develop shooting skills in various scenarios. Table 2 presents a summary of all the experiments done along with the success rate achieved (rounded up) and the number of learning episodes required to reach the performance.

It was found that the RL agent failed in cases when either the initial set-up of the episode (such as the initial position of the ball and of the RL agent) made it very difficult to achieve the given task, or when the RL agent could not aim at the target as accurately as required due to the discrete nature of the action variables in the experiments dealing with a stationary ball.
Figure 11: The behaviour of the goalkeeper in Experiment 6. The one-sided arrows indicate
the moving direction of the ball and the goalkeeper, respectively. The two-sided arrows
with dashed lines show the corresponding positions of the ball and the goalkeeper at the
same time-step.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary ball</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moving ball</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goalkeeper (confined)</td>
<td>a</td>
<td>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goalkeeper (smarter)</td>
<td>a</td>
<td>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Success rate (%)</td>
<td>99</td>
<td>96</td>
<td>76</td>
<td>52</td>
<td>40</td>
<td>20</td>
</tr>
<tr>
<td>Number of episodes</td>
<td>35</td>
<td>30</td>
<td>65</td>
<td>40</td>
<td>30</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 2: A summary of the experiments.

In the experiments involving a moving ball, failures occurred due to the difference be-
tween the target direction and the actual moving direction of the ball after being kicked.
However, in these cases too, the RL agent was able to score a goal in episodes where the
difference in question did not have a significant impact. Therefore, it can be concluded
that the RL agent was able to score a goal whenever circumstances allowed.

It is also concluded that reinforcement learning using the proposed Temporal-Difference
value iteration algorithm with state-value functions effectively trained the RL agent to
acquire shooting skills in various situations. The proposed algorithm was applied to robot
soccer, but it can be applied to general RL problems with infinite-MDPs and known
dynamics of the environment. A comparison study of the performance of Algorithm 4 and
other RL algorithms (Algorithm 1 and 3) would be interesting for a future study.

For a better performance of currently developed shooting skills, a new experiment can be
designed for the RL agent to handle a moving ball more precisely, *i.e.* to account for the momentum of the moving ball. This would require a new state variable indicating the angular difference between the moving direction of the ball (Arrow ‘A’ in Figure 10) and the target direction (Arrow ‘B’ in Figure 10).
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