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Abstract 

Artificial Intelligence (AI) has the potential to transform and revolutionise the healthcare industry. 

More specifically, it stands to improve patient outcomes, reduce costs, and increase productivity by 

providing customised and precise solutions. AI applications range from mental health to diagnosis, 

treatment, nursing, and hospital management. However, there are ethical concerns and obstacles that 

must be addressed, such as bias, data privacy, regulatory compliance, and various other ethical 

considerations. In this thesis, I critically apply the Principlist framework to the abovementioned issues, 

with the aim of incorporating AI into healthcare in a way that fosters dignity, solidarity, and trust in 

healthcare and technology. In a medical context, trust is critical because patients have no choice but 

to put themselves in the hands of healthcare practitioners who have the specialist knowledge they 

need. The relationship between patients and healthcare practitioners is thus one of dependency or 

asymmetry, whereby patients must assume that the healthcare practitioner has their best interests at 

heart. 

After applying the Principlist framework, I then use the three influential ethical theories: 

consequentialism, deontology and virtue ethics, to consider the notion of morally competent AI in 

‘robot’ form. This includes a critical consideration of human interactions with autonomous robots and 

some of the concerns elicited in this regard. Finally, I propose the ethics of responsibility, first 

introduced by Max Weber and subsequently developed by numerous influential thinkers, as a 

potential framework to address the ethical, legal, and social implications of AI in healthcare. I also 

explore the historical development of ethics of responsibility to gain valuable insight and apply these 

insights to AI in Healthcare. I conclude with some recommendations and insights that may be valuable 

for policymakers, practitioners, and the public in navigating the ethical challenges and ensuring the 

responsible and beneficial use of AI in healthcare settings. 
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Chapter 1 
 
1.1 Brief Introduction and Background 
 
The field of Artificial Intelligence (AI) is currently undergoing rapid development and has increasing 

application throughout various sectors of society. In the healthcare industry, the abundance of data 

obtained from medical research and healthcare, coupled with the integration of technology, has 

paved the way for an exciting prospect - the effective utilization of these data through artificial 

intelligence (AI). Experts believe that AI has the potential to analyse and extract valuable insights from 

these data, leading to ground breaking discoveries in the field, with implications for improved 

diagnoses and treatments, while reducing costs and increasing productivity. (1) AI has already been 

utilized in multiple areas including medical image analysis, oncology scanning, disease diagnosis, 

forecasting the success of dental implant cases, and, more recently, during the COVID-19 pandemic to 

triage patients in the Intensive Care Unit (ICU) etc. (2,3)  

 

The World Health Organisation (WHO) has, however, recommended caution in adopting innovative 

technologies, such as AI. (4) Successfully translating such technologies into clinical and research 

contexts requires rigorous evaluation and expert supervision, to avoid errors and harm to patients. 

Moreover, transparency and public engagement are crucial to foster trust in AI. In this regard, the 

WHO proposes that unambiguous evidence of benefit be measured, before widespread use in routine 

healthcare contexts, to ensure patient safety and protection, primarily. (5) This requires addressing 

concerns about safety, threat to autonomy, data privacy, regulatory compliance increased healthcare 

costs, inequity, data-source bias, transparency, and accountability regarding the implementation of 

artificial intelligence and other ethical considerations. (3 6,7) Failure to adequately address these 

concerns could result in AI exacerbating existing inequities in society. (9) It is crucial to examine these 

challenges to ensure that AI is used ethically and effectively in healthcare. 

 

1.2 Aims and Objectives 
 
I contend that the successful and ethical implementation of AI in healthcare clearly necessitates 

attention. In this thesis, therefore, my aim is to consider the various ethical concerns, regarding the 

translation of AI into healthcare contexts, by drawing on various ethical theories and perspectives. I 

also aim to address some of these concerns by developing a framework for the ethical implementation 

and responsible use of AI in healthcare. 
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Relatedly, my research objectives are:  

1. to provide relevant definitions and outline the increasing relevance of AI in healthcare. 

2. to conceptualise the ethical concerns related to use of AI in healthcare.  

3. to examine and fully consider these ethical challenges to ensure that AI is used ethically and 

effectively in healthcare. 

4. to address ethical concerns related to AI in healthcare using the Principlist framework.  

5. to consider how three influential ethical theories - consequentialism, deontology, and virtue 

ethics – can inform the development of morally competent AI robots.  

6. to suggest an ethics of responsibility as a way of complementing existing ethical approaches, 

and one which is particularly relevant for the application of AI in healthcare contexts.  

7. to make future recommendations based on the proposed ethical framework. 

 

1.3 Chapter layout 
 
In the second chapter I begin by defining Artificial Intelligence and considering how AI and robots are 

currently used in healthcare and their future potential. I then introduce the AI components that pose 

ethical risks, namely, Deep Learning, Machine Learning, and the generation of Big Data, and Robots. I 

also briefly touch on the ethical implications of AI in healthcare which will be further expanded in 

Chapter Three.  

In the third chapter, I delve into the ethical implications of AI in healthcare. I begin by introducing the 

concept of an ethical framework and providing a short justification for the suitability of Beauchamp 

and Childress’ Principlist framework for ensuring ethical application of AI in healthcare. This is followed 

by a more substantial discussion of the Principlist framework and a deeper discussion of how it can be 

applied to address the ethical issues arising from AI in healthcare. Next, I explore how conceptions of 

morality and ethics relate to AI. I analyze the ethical issues involved in the use of AI in healthcare and 

the potential impact on patients and healthcare providers. I also examine ethical considerations in the 

design, development, and implementation of AI in healthcare. Furthermore, I discuss the importance 

of trust in AI in healthcare and how it relates to ethical considerations. The introduction of AI in 

healthcare creates a responsibility gap, which, without sufficient oversight and accountability, risks 

leaving healthcare providers and patients potentially vulnerable. I consider the ethical implications of 

the responsibility gap and propose ways to address them, including the need for transparency, 

accountability, and ethical oversight in the design and implementation of AI in healthcare. 
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In the fourth chapter I consider the possibility of effectively training AI systems to be sensitive to 

human moral norms, values, and ethics. The focus of this chapter is to highlight the necessity for AI 

systems to be programmed to ‘make decisions’ and ‘behave’ in a manner that reflects and is sensitive 

to human values and principles such as privacy, fairness, non-discrimination, and human dignity. AI 

systems that are not programmed or ‘trained’ without deep consideration of these principles and 

values may reinforce biases and other unintended consequences such as human rights and privacy 

violations. To assist this discussion, I consider how influential ethical theories, such as Utilitarianism, 

deontology or Kantian ethics, and virtue ethics, can guide the design and programming of AI systems 

in healthcare. Each approach has its limitations and challenges, and a combination of these 

frameworks may be necessary to address the complex ethical issues in AI development. 

 

In the fifth chapter, I propose the ethics of responsibility as a framework to consider when developing 

a morally sensitive robot. I propose this framework as a dual construct, encompassing both forward 

and backward responsibilities. The main aim of this framework is to support developers and 

healthcare professionals in taking accountability for the outcomes of their decisions. This includes 

assuming proactive responsibilities to shape their behaviour and prevent future harms, as well as 

accepting retrospective responsibilities for any harm that has already occurred. Thereafter, I offer 

suggestions that could be beneficial to decision-makers, professionals, and the public when it comes 

to handling ethical dilemmas and promoting the ethical and advantageous application of AI in 

healthcare environments. 
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Chapter 2  

2.1 Background, Definition, and terminology  
 
The field of Artificial Intelligence (AI) has experienced radical change in recent years and is now in a 

position of considerable, and increasing, global relevance and interest.  This field is, however, a vast 

one that defies easy definition, because its scope is continually changing due to rapid development in 

this area. In this chapter I start by briefly defining artificial intelligence before moving on to the focus 

of the chapter, and thesis, which is the application of AI in healthcare.  After this overview, which 

introduces some of the ethical concerns that will be discussed in subsequent chapters, I then narrow 

the focus to explain the specific areas of artificial intelligence systems that elicit ethical concern, 

namely deep learning and machine learning as well as the risks associated with the ability to generate 

large datasets. I conclude by discussing another area where AI makes a significant contribution to 

healthcare, namely through medical robots.   

 

2.2 Defining artificial intelligence 
 
Artificial intelligence (AI) can be broadly defined as the simulation of intellectual processes usually 

associated with intelligent human cognition, such as learning, decision-making, troubleshooting, 

problem-solving, executing tasks and self-correction. (10–12) AI is a vast field that encompasses 

various subfields, including Machine Learning (ML), which involves the development of computer 

algorithms1 that are designed with the capacity to learn and improve automatically through 

experience. (2,13) However, the terms AI and ML have fuzzy boundaries which are heavily debated in 

the literature. Kaplan and Haenlein define AI as “a system’s ability to correctly interpret external data, 

to learn from such data, and to use those learnings to achieve specific goals and tasks through flexible 

adaptation.” (14) Poole and Mackworth (2010) define the field of AI as focused on “the synthesis and 

analysis of computational agents that act intelligently.” (15) Here we can understand an agent as an 

entity capable of action, and an intelligent agent as an entity whose “actions are appropriate for its 

circumstances and its goal…is flexible to changing environments and changing goals…. [can] learn from 

experience, [and] makes appropriate choices given its perceptual and computational limitations.” (15) 

While the development of AI systems has numerous applications in various industries (2,13), what is 

of interest for the focus of this thesis, is its application in health care.   

 

 
1An algorithm is a procedure used for solving a problem or performing a computation task. In AI, an 
algorithm enables a computer to learn from data and make decisions without explicit programming.  
AI algorithms in healthcare assist in radiographic image interpretation and skeletal age determination, 
improving diagnostic accuracy and efficiency. 
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2.3 How can AI be used in healthcare? 
 
The introduction of AI into the healthcare system has the potential to transform how healthcare is 

delivered. (16) AI can help healthcare professionals make better decisions, improve patient outcomes, 

and increase healthcare delivery efficiency. More specifically, machine learning and natural (human) 

language processing2 are two AI technologies that can be used to analyze large amounts of data and 

extract meaningful insights that can be used to improve clinical decision-making and patient care. (16) 

AI systems also hold significant potential in aiding early disease diagnose in healthcare settings. For 

example, AI-driven technologies are trained to analyse medical images to diagnose and identify 

specific diseases, including being able to differentiate between benign and malignant tumours. (17) In 

addition, AI-enabled microscopes can scan for harmful microorganisms in blood or fluid samples and 

monitor viral transmission patterns in real-time, quicker, and more efficiently than manual scanning. 

In Low- and Middle-Income Countries (LMICs), for example, AI has been used to assist in the detection 

of tuberculosis by scanning for symptoms and signs of tuberculosis, X-ray scanning, and interpreting 

staining images, which allows for early identification of the disease. (18,19)  

 

During the COVID-19 pandemic, AI technologies were used to assist decision-making about 

prioritisation and allocating scarce resources. While, the Sequential Organ Failure Assessment (SOFA) 

had been used for decades before the pandemic, (20) to determine the severity of illness, analyse, 

and predict mortality, to help guide the allocation of Intensive Care Unit (ICU) beds, it is not an AI-

powered system. An AI-powered version called "DeepSOFA" has, however, been developed, and used 

in some settings to help lessen the burden associated with the use of the manual SOFA's score. (21) 

During the peak of the pandemic, most countries lacked sufficient ventilators and bed capacity, which 

resulted in high mortality levels, with the worst affected countries being overwhelmed due to limited 

resources. The DeepSOFA technology powered with AI technologies has considerable potential to 

assist in identifying patients who will benefit most from bed and ventilator allocations, as well as those 

who no longer require ventilator support or further interventions. Beyond patient care, AI can also be 

used to optimize administrative tasks to ease the workload of healthcare professionals and prevent 

unnecessary hospital visits or remissions. However, the aim of AI is not intended to replace human 

physicians but to enable them to more accurately diagnose and better treat patients. (22) 

 

 
2 Natural Language Processing (NLP) is a field of computer science, specifically within artificial 
intelligence (AI), that focuses on empowering computers to comprehend and interpret text and 
spoken language like human beings. 
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The use of health-related AI technologies has also extended beyond the healthcare environment 

because these technologies are now easily, and in many cases, affordably, acquired and can be used 

without involvement from the healthcare sector. Wearable technologies on the body, such as smart 

watches, insulin pumps, electroencephalogram devices and activity trackers, enable patients without 

clinical training to self-manage their health. (23) These wearables create opportunities to efficiently 

monitor and capture data to predict health risks in real-time. It has been estimated that by the end of 

2025, 1.5 billion wearable units will have been purchased annually. (24) While healthy individuals 

using these wearables can generate information to detect health risks and improve wellbeing, for 

those with health conditions, these devices could be used to suggest medications/prescriptions and 

improve treatment when necessary. (17,25)  

 

In medicine, AI was first introduced in the 1970s when medical expert systems— based on Bayesian 

statistics and decision theory — were used to diagnose and recommend glaucoma and infectious 

disease treatments. (26,27) Considerable progress made in artificial neural networks, hybrid 

intelligent systems, and Bayesian networks in the late 1990s has scaled up bioinformatics research. As 

a result, the uptake of Medical Artificial Intelligence (MAI) has expanded. (26,27) It has been projected 

that global investment in MAI will reach $6.6 billion by 2021; therefore, it is anticipated that AI 

implementation in healthcare can help save $150 billion in costs by 2026. (28) Medicine thrives on 

innovation – and as the examples mentioned above have shown, the primary aim of rolling out AI in 

the health sector is to perform autonomous procedures, relieve clinicians from mundane roles, assist 

with precision medicine and provide more efficient and accurate results.  

 

While the incorporation of AI in healthcare is a much-needed innovative approach to better service 

delivery within the healthcare industry, medical practice is already fraught with ethical dilemmas and 

challenges. Insofar as every decision in healthcare has ethical implications, such decisions must be 

morally and ethically justified, or at least, justifiable. From a technical perspective, AI would have to 

either suggest or make predictions about the best possible treatment outcomes.  This has ethical 

implications insofar as there is a potential for misdiagnosis by way of flaws in the programming of such 

systems, such as algorithmic bias, or errors that might occur as part of the learning process. Where 

there is resultant harm or loss of life, the use of AI systems may generate gaps in accountability or 

responsibility. There are also concerns about privacy and the security of the large scale generation of 

data sets, with the use of AI in healthcare contexts, which may threaten patients, physicians, 

manufacturers, regulatory bodies and other stakeholders. Addressing these gaps and concerns would 
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improve both trust in, and trustworthiness of, AI, whereas failure to address them could have 

detrimental effects on the use and success of AI in the healthcare sector.   

 

In this regard, while the introduction of AI in the healthcare sector is primarily aimed at improving 

service delivery within the industry, (29) the impact it will have on the healthcare sector as a whole, 

and on patient well-being, will depend on how it is developed, applied, and regulated. This includes 

identifying, understanding, and fully addressing the ethical concerns raised by the application of AI. 

These concerns include: (1) obtaining consent to store and use data (2), ensuring adequate attention 

is paid to safety and the need for transparency, (3) algorithmic fairness and awareness of algorithmic 

biases3 (4) data security and privacy (5) dignity and solidarity and (6) trust. (30) All these challenges 

pose a significant threat to the success of AI in healthcare if adequate attention to them is not 

forthcoming. Moreover, failure to address these concerns could have the result of increased inequities 

and inequalities in society. All these ethical challenges will be discussed fully in chapter two.  

 

2.4 Robots in healthcare  
 
In the 21st century, robots and robotics in healthcare are poised to revolutionise medical practice. A 

robot can be defined as an autonomous or semi-autonomous machine that has the capacity to act 

independently of external commands. Robots4 can make use of artificial intelligence to improve their 

autonomous functions by way of machine learning, but not all robots have artificial intelligence, as 

defined above. While machine learning and miniaturisation have contributed to improvements in the 

design and increased use of robots in healthcare, medical robots are not new to the field. In fact, 

robots were first introduced 34 years ago when biopsy specimens were obtained by a commercial 

robot and computed tomography navigation when inserting a probe into the brain. (31,32) 

Subsequently, robots have been used to perform urological procedures and total hip arthroplasty. 

(33,34) Healthcare practitioners, and surgeons in particular, remain sceptical about the possibility of 

fully autonomous robots. (33,34) As a result, developers had to design robots to function as tools for 

their surgeon operators, rather than being fully autonomous. (31,32) 

 

 
3 Algorithmic biases refer to the lack of fairness in the outputs generated by an algorithm. These 
biases may include age discrimination, gender bias, and racial bias. 
4 Robots are used in healthcare in various forms, such as humanoid robots, animal-like robots, and 
specialized robotic systems. These robots are equipped with sensors, actuators, and artificial 
intelligence algorithms to interact with patients, assist healthcare professionals, and perform specific 
healthcare-related tasks. 
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Robots are well known for their roles in precision medicine, clinical diagnoses, surgeries, and computer 

software, in which they are used to accurately analyse radiology images and manipulate surgical 

instruments through one or more small incisions for multiple procedures. (35) In 2000, the Food and 

Drug Administration (FDA) in the United States approved a device called da Vinci robotic surgery.  The 

da Vinci robotic device, which has four ‘arms', has been used to perform more than 6 million surgeries 

worldwide, including in Cape Town, South Africa. (35) Both surgeons and patients benefit from 

robotic-assisted surgery, which is more time-efficient and cost-effective, in comparison to traditional 

surgery, and which have the added advantage of being able to make smaller incisions, which reduce 

blood loss. (35) 

 

Robotic endoscopic capsules can be ingested into a patient’s digestive system to gather and send 

diagnostic information back to the operator. Micro-robotics can also be used to deliver therapy such 

as radiation or medication to a specific site in the body via the blood vessels. Prostheses and robotic 

limbs are also benefitting from new structures and control systems. In rehabilitation centres, robotic 

exoskeletons (orthoses) are used to assist paralysed patients in walking and to correct malformations. 

(36,37) Due to the global shortage of healthcare workers, there are also robotic assistants designed 

to assist or replace overworked nursing staff with mundane tasks such as digital entries, drawing 

blood, patient monitoring and moving carts. Beyond healthcare diagnoses, robots are also used to 

keep the hospital clean using high-intensity ultraviolet (UV) light applied by a robot. (38) Robots in 

healthcare are becoming more prevalent due to their ability to perform tasks with greater efficiency 

and accuracy. Amidst the pandemic, the medical field has witnessed the reliability and transformative 

potential of robotic and AI-powered. These innovations have emerged as significant advancements, 

poised to revolutionize the discipline and open new frontiers in healthcare. 

 

In the remainder of this chapter, I provide a brief explanation of areas that pose ethical risks such as: 

Deep Learning (DL), the various categories of Machine Learning (ML), and Big Data in Health care. It is 

important to understand these concepts as they form the backbone of innovative technologies and 

solutions in healthcare. 

 
2.5 Areas of AI that pose ethical risks   
 
2.5.1 Machine Learning (ML)  
 
As mentioned above, machine learning is the process whereby systems can independently learn, 

thereby improving their performance on a task. Rather than needing to be explicitly programmed, 

large amounts of data are fed into a computer program, which uses statistical algorithms to find 
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patterns and make predictions or decisions based on the input data. This data-driven learning process 

has a wide range of applications, from detecting spam emails to recognizing speech and images. This 

is in keeping with the goal of machine learning which is to teach computers to perform tasks that would 

otherwise require human intelligence. (39) Machine learning has many practical applications in fields 

such as healthcare, as mentioned in the previous section, machine learning algorithms can be used to 

predict patient outcomes and diagnose diseases in healthcare. 

 

A concern that has received extensive attention, is the risk of bias in machine learning, which can be 

introduced during the acquisition of datasets.  Bias in medical data can arise in two ways: first are 

cases in which the data source does not reflect true epidemiology within a given demographic 

population. An example of this is the entrenched overdiagnosis of schizophrenia in the African 

American population. (40) This overdiagnosis can be attributed to racial biases, whether conscious or 

subconscious, in the African American population. (41) Second are cases whereby the algorithms are 

trained on a data set that does not represent enough members of a certain population – for instance, 

an algorithm trained mostly on data from older white males. (40) Such an algorithm would have poor 

predictions, for example, among older black females. (40) If these algorithms trained on biased data 

sets are introduced in healthcare settings, they can exacerbate disparities within the health care 

sector. (42,43) Thus, for AI to function efficiently, there is a need for robust data sets to enhance its 

effectiveness within the healthcare environment. Contemporary ML is a rapidly evolving field, and 

there are three sub-categories of learning: supervised learning, unsupervised learning and 

reinforcement learning.  

 

 
Figure 1: Shows the Flow chart of the types of machine learning algorithms.  

(Source-https://towardsdatascience.com/types-of-machinelearning-algorithms-you-should-know-

953a08248861) 
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Supervised learning is method centric such as regression and classification. In this type of learning, 

we have labelled data, which are used to solve classification problems. The process of labelling is 

important as it helps humans to access each piece of data and label the data (Figure 1). In this form of 

learning, algorithms aim to understand the connections and patterns between input features and the 

desired output, enabling them to predict output values for new data based on the knowledge gained 

from past datasets. (44) The outcome of this ML process is called a classifier. A classifier is a software 

that can interpret the label and automatically predict the label of a new piece of data. (44) 

Unsupervised learning is quite different because the computer is trained with unlabelled data. (Figure 

1) The methods involved are principal components and analysis, and clustering. Unsupervised learning 

serves as an exploratory precursor to the supervised learning method. (44) Semi supervised learning 

occupies a middle ground between the two types of machine learning. In this approach, some 

observations in the dataset are provided with labels, while others lack them. (Figure 1) In this type of 

learning, labelling requires experts and skilled individuals, however, the cost of labelling can be high. 

In addition to this excessive cost, it also requires experienced human professionals to carry out the 

task. Semi-supervised algorithms are the most suitable option for constructing a model in situations 

with insufficient labelled data. (44) Reinforcement learning does not focus on labelled data but 

provides feedback by reinforcing function and can perceive and interpret its environment, take 

actions, and learn through trial and error. (Figure 1) This type of learning allows machines to 

determine the ideal behaviour within a specific environment and context, to maximize its 

performance. Simple feedback reward mechanisms are required for agents to assert the acceptable 

behaviour. (44)  

 

The ethical concern with machine learning occurs when the AI algorithms modify their own behaviour 

or ‘learn’ to perform complex task in ways that are not transparent to their developers. This is often 

referred to as "algorithmic opacity" or "black box" AI, as it can make it difficult to understand how a 

particular decision or outcome was reached. (12) Beyond transparency, there are multiple ethical 

challenges that arise from algorithmic opacity or black box AI such as unintended harmful 

consequences and negative social impact. For effective machine learning, there is a need for vast 

amounts of data, which include personal and sensitive information, therefore there is a risk of data 

breach or unauthorised access which could lead to privacy violations. Beyond the data breach these 

attacks could have serious consequences in situations where hackers manipulate equipment that 

operates autonomously to conduct malicious acts. To address these challenges, a multifaceted 

approach to addressing these challenges is needed along with regulation and governance. (45) 
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2.5.2 Deep Learning (DL) 
 
DL is a type of machine learning where algorithms are arranged in layers, with each layer using the 

information learned by the previous layer to form a more complex and abstract representation. (46) 

It is an advanced approach to AI that can be used for tasks such as image recognition. In a deep image 

recognition algorithm, the first layer would focus on identifying basic colour patterns, while 

subsequent layers would look for shapes and more intricate combinations of colours and shapes. (47) 

The top layer would then be able to identify the actual object. DL is currently the most advanced form 

of AI architecture utilized today. It involves various complex algorithms, with Convolutional Neural 

Networks being one of the most widely used. These networks apply weights and biases to objects 

within an image, allowing them to differentiate and classify them. They are often used in tasks like 

object detection and image classification. Recurrent Neural Networks are another type of DL valuable 

algorithm in tasks such as speech and voice recognition, time series prediction, and natural language 

processing. These algorithms can remember sequential data. (47) 

 

Long Short-Term Memory Networks (LSTMs) are DL algorithms capable of learning order dependence 

in sequence prediction problems. These are commonly used in tasks such as machine translation and 

language modelling. Generative Adversarial Networks (GANs) work by using two algorithms pitted 

against each other, each using the other's mistakes as new training data. They are used in digital photo 

restoration tasks and in creating deep fake videos5. Deep Belief Networks (DBNs) are unsupervised DL 

algorithms that use each layer as a hidden layer for the previous layer and a visible layer for the next 

layer. They are becoming increasingly popular in the healthcare sector for cancer and disease 

detection tasks. Recent news reports have raised concerns regarding the dangers of utilizing DL to 

develop generalized models capable of handling language-based tasks and natural language 

processing. (48,49) There are numerous examples of Large Language Models (LLMs) including chat 

bots such as Open AI’s ChatGPT, Google’s Bard, ErnieBot, ChatSonic and Bing’s Chat. (49) However, 

there are significant risks to consider when utilizing these models: the possibility of bias, lack of 

understanding, and the risk of misleading outcomes. (49,50) 

 

2.6 Big data in healthcare 
 
Related to the concerns mentioned above are concerns arising due to so-called big data. Big Data 

refers to large, complex, and diverse datasets. These large complex datasets are generated from 

 
5 Deep fake is a type of artificial intelligence used to create convincing images, audio and/or videos. 
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multiple sources and are characterized by velocity in terms of the speed of processing and generating 

data, according to the demand and various formats of datasets. We could classify these datasets into 

two forms: unstructured (which contain errors) and structured data (cleaned-up). For unstructured 

data to be useful in AI healthcare, collected data must be filtered, organized, and validated before 

analyses. (51) Big data in healthcare, as shown in Figure 2 shows that data can be gathered from 

multiple sources. However, these data can be obtained from search engines and social media outlets, 

and data might not necessarily be obtained from established sources like research studies, and 

Electronic Health Records (EHR). (51,52) There are critical ethical concerns raised by Big Data in 

healthcare which includes respecting patient’s autonomy via proper adequate consent, ensuring 

equity, respecting participants’ privacy, and questions about data ownership. (53) These ethical 

concerns will be further discussed in subsequent chapters. 

 

 
Figure 2: Examples of big data sources in healthcare (51). 

 

2.7 Conclusion 
 
The first part of this chapter introduced the descriptive background of the use of AI and provided an 

overview of technical terminologies, focusing on their benefits and applications in healthcare. In 

Africa, in particular, the implementation of AI technology in healthcare systems has immense potential 

due to the high disease burden, shortages of healthcare professionals, and limited resources in 

general. However, as highlighted in this chapter, the ethical considerations in the development of AI 

require stringent attention if we are to fully harness the potential of these technologies and create a 

more efficient healthcare system. Furthermore, the discussion in this chapter has further revealed the 

gaps and concerns about privacy and the security of the large scale generation of data sets of AI in 

healthcare and beyond. Addressing these gaps and concerns would improve both trust in, and 

trustworthiness of, AI, whereas failure to address them could have detrimental effects on the use of 

AI in the sector.  In the next chapter, I use the Principlist framework to explore ethical considerations 
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related to AI use in healthcare and the importance of collaboration between healthcare professionals 

and policymakers to ensure responsible and equitable implementation of these technologies. 
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Chapter 3  
3.1 Overview  
 
As explored in the preceding chapter, the advancement and implementation of artificial intelligence 

(AI) in healthcare has immense potential to improve the efficiency, accuracy, and precision of disease 

diagnoses. AI technologies, such as machine learning and deep learning algorithms, can analyze vast 

amounts of medical data, including patient records, laboratory results, and imaging scans, to extract 

valuable insights and aid in diagnosing various medical conditions. In this chapter, I use the Principlist 

framework to discuss some of the ethical concerns that arise in the context of using AI in healthcare. 

I have chosen this framework because it provides a structured and widely recognized approach to 

addressing ethical issues, relevant to my focus, such as (1) obtaining consent to store and use data (2), 

ensuring adequate attention is paid to safety and the need for transparency, (3) algorithmic fairness 

and awareness of algorithmic biases (4) data security and privacy (5) dignity and solidarity and (6) trust 

in healthcare and technology. (54–57) As mentioned in the previous chapter, if these concerns are not 

adequately addressed, patients may be misdiagnosed, and AI could cause harm, including the 

exacerbation of existing inequities in society. It is crucial to examine and fully consider these 

challenges to ensure that AI is used ethically and effectively in healthcare. This chapter will address 

the ethical limitations that pose a significant threat to AI in healthcare. 

 
3.2 A Principlist Framework approach for ethical AI application in healthcare 
 
Beauchamp and Childress’ principlist framework has dominated both clinical practice and medical 

research for decades since its inception in 1979. (58)  Their framework comprises four ethical 

principles that can be used to guide and ensure the ethical application of AI in healthcare settings. The 

principles are Autonomy, in the sense of self-governance, and on the basis of "respect for persons"; 

Non-maleficence, which stipulates that medical practice and research should not cause harm to 

patients and participants; Beneficence which includes both harm prevention and removal, where 

possible, as well as active promotion of wellbeing, and Justice – referring to fairness, both in terms of 

not discriminating but also in terms of ensuring the fair distribution of benefits and burdens. (58) We 

can also derive additional moral requirements, or rules, from this list of fundamental moral principles 

by reflecting on these principles. In keeping with the pluralist approach of principlism, these principles, 

and the rules they generate, are not absolute but rather prima facie; they must be fulfilled unless they 

conflict with a principle or rule that is equally, or more, demanding, in that context. 
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In keeping with respect for persons and their autonomy, most countries have adopted laws to 

safeguard and protect individuals' privacy and personal information. In South Africa, the Protection of 

Personal Information Act (POPIA) was enacted for this very purpose, to protect personal information. 

(59) However, some countries do not have data protection laws or adequate healthcare frameworks 

to guide AI in Healthcare and protect personal information. (59) Therefore, it is critically important to 

have independent regulatory bodies and government structures to enforce rules and ban the use of 

any technology that violates or does not adhere to regulations. However, such rules should be 

grounded in core values such as equality, human dignity, justice, non-discrimination, privacy, freedom, 

participation, and solidarity; accountability should also not be overlooked. Ethical principles and 

human rights are interlinked; however, rights are legally binding, whilst ethical principles might not 

be, depending on the context. Human rights law provides a robust legal framework for governments 

to guide international bodies and private and public entities. 

 

3.3 Respect for Autonomy in Healthcare 
 
Respect for autonomy refers to the importance of self-rule, self-governance, or self-determination 

(autos, “self,” and nomos, “rule”). Put differently, autonomy in this sense refers to: “the ability to 

develop one’s own conception of value and sense of what matters, to [develop] the values that will 

guide one’s actions and decisions, and to make important decisions about one’s life according to those 

values where one sees fit.” (60) The concept of autonomy is widely considered to be important across 

different cultures and is often justified or grounded in appeals to human dignity, referring in its 

broadest conception to the intrinsic moral worth of persons, or seen as an integral part of common 

morality. The principle of autonomy in biomedical contexts, translates to the patient having control 

over their healthcare decisions and information. Health-care providers have access to sensitive unique 

information and therefore have a special duty to respect and protect this information in accordance 

with the patient's autonomy. The importance of autonomy in AI ethics, (61) and legal theory cannot 

be underscored enough. (62) 

 

Patients have the right to make an informed choice regarding medical decisions relevant to them. 

Respect for autonomy creates the following obligations: informed consent, confidentiality, truth-

telling, and effective communication. (58) There are severe ethical challenges and implications for 

autonomy that might arise with utilizing AI tools for decision-making in healthcare settings. Opaque 

and biased AI algorithms could potentially undermine patient autonomy, even when there are 

provisions to respect other requirements such as reliability, transparency and fairness. These 

challenges are associated with principles and values such as accountability and justice. (63) When 
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considering how to respect autonomy in AI-driven medicine, there is a patient, a machine, and a 

healthcare practitioner; therefore, a 'patient–doctor' relationship has become a 'patient–machine–

doctor' relationship. Patient autonomy and dignity may also be at risk in the healthcare sector due to 

opaque-biased algorithms. Since algorithms set values and rate various treatments, using AI in medical 

decisions may re-establish a paternalistic approach. For instance, the algorithms may recommend a 

medication that increases longevity for a patient even though they would prefer one that lowers 

suffering. In this way, AI engagement may compromise trust relationships between a doctor and 

patient as well as joint decision-making. (64) 

 

For the application of AI technology in public health, large datasets are crucial to developing 

algorithms. One of the most sensitive special areas of personal information about a person is their 

health information. With algorithm development, this sensitive special personal information of 

patients will be saved and distributed around the network when using AI systems. The concern about 

potential data breaches give rise to challenges in privacy, safety, and governance. (65) Beyond this 

concern, as large datasets are necessary for AI systems to function successfully, patients are also 

concerned about personal information being collected without their knowledge or agreement. To this 

end, machine models and algorithms must be designed and overseen with a respect for patient 

autonomy in mind and must be able to maintain anonymity of patients. (63) 

 

Fully adopting and deploying AI means that decision-making could be transferred to, or shared with, 

these technologies. AI technologies should therefore be designed to be sensitive to the importance of 

patient autonomy and human rights. While it is likely that healthcare practitioners' oversight would 

continue to be required when performing specific procedures and making certain clinical decisions, 

the shortage of clinicians in certain contexts is such that AI technologies could provide much-required 

assistance to healthcare practitioners. The presence of a clinician would then mean that AI technology 

decisions can be restricted or overridden by the clinician. (66) There are ethical limits to autonomy, 

however.  While AI algorithms must be sensitive to the requirements of autonomy, this may also 

include the support, to a degree, of an individual’s right to make self-regarding choices which permit 

a degree of human self-harm or permit the individual to assume risks that might lead to harm. (60) 

For instance, a patient should be allowed to decline a surgical procedure if there are concerns about 

quality of life after the procedure. Similarly, human beings choose risky activities such as skydiving, ice 

skating, or car racing which to a certain extent could cause harm.  
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This matter is not straightforward, however, as in the case of increased use of medical robots, we can 

imagine future scenarios in which patients might request that robots provide them with assistance in 

dying. The question here, even in countries in which euthanasia is legal, would be whether an AI-

powered robot should ever be given autonomous power to assist in ending a life. Moreover, a further 

complication would be if the robot was designed or constructed in a country that permits euthanasia 

but is being used in a country in which it is illegal and regarded as morally unjustifiable in an absolute 

sense. If the robot carries out this action, in such a context, the action can be categorised as illegal, 

however, the question then would be who should rightfully be held legally liable and morally 

responsible? There are a few stakeholders who could potentially be held liable for such an outcome, 

however, one might, rightfully, hesitate to delegate such a grave decision to machines in the first 

place.  When assigning autonomy to these devices, care should be taken to ensure that the machines 

with the ability to make life-and-death decisions are limited.  

 

As elaborated by Beauchamp and Childress, and mentioned above, the principle of respect for 

autonomy can generate several rules to guide action: always tell the truth, respect the privacy of 

persons, including protecting their confidential information, and, when asked, help others make 

important, informed, decisions. (67) Similarly, in the context of the use of AI in healthcare, respect for 

autonomy would then confer the following related responsibilities on AI systems and robots: informed 

consent, confidentiality, truth-telling and effective communication. Respect for autonomy in the 

context of AI also involves adopting an appropriate legal framework that protects personal 

information and confidentiality and ensures informed consent and privacy for data protection as a 

legal requirement. Storage of special information and processing of personal information should be 

protected by information or data law to maintain the confidentiality of patients whose information is 

stored on the technologies, thereby fostering their trust. Hefty penalties and fines should be 

implemented against any potential breach of these laws.  

 

3.4 Non-maleficence  
 
Medical practice is firmly rooted in the principle of primum non-nocere – first to do no harm. Primarily, 

the duty of a health care practitioner is to alleviate pain and suffering, help maintain quality of life and 

optimise health and well-being (Beneficence). However, in discharging their duties, they may 

inadvertently cause harm. This fundamental duty would be extended to applications of AI in 

healthcare. The potential applications of AI are vast and, as discussed in Chapter 2, have significant 

potential to benefit society, and more specifically, to help us advance global health systems. However, 

AI also presents several challenges and potential risks which can lead to intended and unintended 
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harms. (67) One of the main concerns is the potential for AI to perpetuate or amplify existing biases 

and discrimination in decision-making processes. (67) For example, if a machine learning model is 

trained on data that contains biases, it can continue to make decisions that reinforce those biases. In 

a healthcare setting, bias could be defined as a systemic error introduced into study sampling analysis 

either consciously or subconsciously, making an inference favouring a particular outcome. (47) 

 

Biases imply errors which result in a group being favoured, in some way, over another group which 

could implicate the outcomes or datasets. (47) Systemic inequities are perpetuated based on biased 

data sets such as age, race, gender, and ethnicity, which might limit the diagnostic and treatment 

performance of AI. Of course, data disparities have existed in the healthcare system long before the 

introduction of AI, and these issues are extremely complicated to resolve. (56) These biases are hidden 

in the algorithm created by humans, who may be completely unaware of problematic values or implicit 

biases that might inform their assumptions. (56,68) These errors could have grave consequences for 

individuals and communities who are unfairly affected. Along with unintentional harms, AI has the 

potential to be used for malicious purposes, such as in cyberattacks, the spread of misinformation, 

and to give hackers access to special information. (47) There are also ethical considerations around 

the development and deployment of AI systems, such as the impact on the patient-doctor 

relationship, discussed in the previous section, and the balance between the benefits and risks of AI-

powered systems. (69) The developers of these algorithms must ensure that diversity of data upon 

which algorithms are based eliminates tendencies that can encourage prejudice. From an ethical 

standpoint, ensuring data diversity, understanding various social contexts and the risks posed to 

fairness by AI biases could help eliminate potential biases. (56,68) 

 

Depending on the circumstances, it is difficult for human healthcare practitioners to decide where 

benefits end, and harms begin. For example, the justification for a termination of pregnancy (TOP), 

might be that this is in the interests of the pregnant woman or, as is the case in end-of-life situations, 

in ones’ attempt to alleviate pain and suffering, the outcome may be death. As alluded to in the 

previous section, we should rightfully consider if it will ever be appropriate for AI to be tasked with 

such decisions. Alternatively, we could consider another example whereby an AI system which is used 

to diagnose cancer cells in the human body gives a false negative result for a disease which results in 

the patient not seeking a second opinion, only to realise that they have been misdiagnosed once the 

symptoms worsen. Depending on how AI is used in healthcare, it may be necessary to rethink our 

notions of responsibility and accountability.  More specifically, we will need to consider who should 

be held liable when a poor judgement call, or learning error, involving an AI is made. Given the weight 
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ascribed to the principle of non-maleficence in healthcare, consideration must be given to how AI 

technologies could be developed with this fundamental requirement in mind. However, it is important 

that we address these challenges and risks proactively, through ongoing research to inform innovative 

developments, ethical guidelines, and effective regulations and policies. This will help ensure that AI 

can be developed and used in a responsible and sustainable way that benefits society. 

 

When it comes to AI use in Africa, we need to consider harm in the context of African moral and 

cultural worldviews which, while varying extensively, are characterised by insights which differ from 

other contexts. Thus, in addition to harm to individuals, there is also a need to consider collective 

harm, to families and communities in general. In African contexts, cultural considerations are crucial. 

(70)  Culture can be interpreted as the manifestation of the unified teaching and understanding of 

values which direct us to what is considered acceptable and unacceptable conduct. It is the collective 

mentality of our societies. (71) As such, cultures are the vehicle for common ideas and shared 

perceptions. While culture should not be reified or uncritically accorded value, it should also not be 

discounted.  When it comes to ethical AI standards, if we agree that cultural values shape them, it is 

to be expected that there will be differences between various cultural groups. The need to safeguard 

the range of cultural diversity and its associated particularisms from any attempt to enforce legal or 

ethical standards from outside entities must not be overlooked. This diversity should form an integral 

part of the discourse surrounding the ethics of AI. (70,72)  

 

Beyond cultural concerns, there are several unique structural issues that are distinct to ethical AI in 

healthcare and relevant for a consideration of potential harms. (72) One of the most significant issues 

is the need for more infrastructure, lack of high-quality data to train AI and regulatory bodies to 

conduct oversights. (73) While the lack of AI regulatory law, data privacy and protection is seemingly 

a particular problem for African contexts, given general resource constraints and related challenges, 

it is actually not unique to Africa; it is a global issue. (74) Lack of regulatory oversight could lead high-

income countries or organizations to take advantage of low-to-middle-income countries by providing 

them with sub-standard or even biased AI technology. (30) Furthermore, there are concerns that AI 

could promote inequity in healthcare which might lead to unfair targeting of specific groups or 

individuals based on their race, ethnicity, or politician connections. (30,73) Moreover, an algorithm 

trained on a biased dataset is inadequate in handling diverse data that represent the wider population. 

This can lead to the algorithm suggesting treatment plans that harm underrepresented groups. (75) 

Healthcare systems that have access to individual data, such as ethnicity and political affiliations, may 

be compromised or influenced for political gain. This opens the door for AI systems to be manipulated 
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or intentionally programmed to target specific groups or individuals based on these characteristics. 

Additionally, medical resources may be unfairly allocated to individuals who belong to a particular 

political group or have close connections to influential politicians, while disregarding the needs of 

other individuals who may be equally or more deserving of those resources. 

  

While there are a number of countries in Africa that have data privacy and protection regulations, 

individuals living in countries that do not have such regulations could be at risk of serious harms 

related to breaches or misuse of data. In the absence of privacy laws, an AI algorithm developer may 

collect, store, and use personal information in ways that violate people’s privacy rights, thereby 

undermining their trust in technology. For example, without proper safeguards, sensitive personal 

information such as health records, and personal health information can be easily accessed, misused, 

or leaked. This can lead to identity theft, financial fraud, and other types of harm. The lack of specific 

legislation means that patients cannot be sure if their personal health information is being used only 

for the purpose for which it was collected, and not for purposes such as marketing or research. 

Moreover, when personal information is used for unethical or discriminatory purposes, it can 

undermine people's ability to control their own lives and participate fully in society. In addition, the 

absence of privacy and data protection regulations can also create barriers to innovation and 

competition, for smaller companies. In Africa, it is crucial that privacy laws for AI in healthcare be 

developed and implemented in a way that protects patient privacy while also allowing for the 

beneficial use of AI in medicine. This will require a balancing of the potential benefits and risks of AI 

and the creation of clear, transparent guidelines for its use in healthcare. 

 

3.4.1 Harms and the responsibility gap in AI 
 
Harm can result from acts of omission and commission. In medicine, an error may be defined as a 

commission or an omission with potentially negative consequences for the patient who had been  

wrongly diagnosed by a medical practitioner. Errors can be classified into two categories: system 

errors and Individual errors. (76,77) System errors involve mistakes made by practitioners, due to the 

system’s inadequacies. Examples of system errors include cases in which a shortage of skilled 

practitioners results in healthcare workers having to work long hours, with resulting impacts on 

performance, faulty equipment, depleted oxygen supplies and so on. However, medical doctors share 

responsibilities for these errors with other elements in the healthcare delivery system. Individual 

errors are different in the sense that the doctor’s own lack of knowledge, skills and attentiveness is 

the primary cause of the error, therefore, the practitioner is responsible for the error. With AI system 

errors could be shared; however, the question that remains unanswered is with whom? Individual 
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errors attributed to AI systems are also ‘their’ responsibility, however, this type of error raises a layer 

of unresolved complexities in the sense that, if an AI system is to be found ‘guilty’ of a harmful error, 

who is then the fitting target of blame and liability. (45,78,79) In the case where resulting litigations 

are not resolved, how would the family or community members seek justice? These are perplexing 

questions that highlight the need for AI regulations within the healthcare environment.  

 
A more speculative concern warrants consideration. It could be that at some point in the future, robots 

might be programmed to ‘evolve’, through machine learning, thereby displaying a kind of moral 

agency, or, at least, the appearance thereof. However before anything resembling moral agency could 

ever be ascribed to AI, certain criteria would have to be met. First, AIs must have original self-

originating thoughts, reasoning and decision-making capacity to execute their thoughts and act with 

valid reasons. (45,76,80) Second, we would need to have some way of knowing, or proving that such 

capacities are self-originating in a way that satisfies an ascription of authentic agency. Beyond this 

point, AI’s decision-making capacity needs to be ethical. The components of ethical decision making 

are highly complex, however, and include intentionality, attention to relevant values, sensitivity to 

contextual factors, and awareness of consequences, among many other factors. Humans are regarded 

as moral agents because of their ability to comprehend and consciously apply these ethical principles 

to their day-to-day activities. Moreover, key to moral agency is moral responsibility. In the context of 

morality, AI’s lack of consciousness is of significance because moral sense is the core feature of human 

emotional experience – it guides our approach to complex situations and circumstances, and how we 

think and feel. Although these systems might behave autonomously and display certain attributes that 

are characteristic of moral emotions, and of significance for moral judgements, without moral sense, 

there is no true moral agency. Moreover, if AIs are not moral agents, how will we ascribe legal liability 

and moral responsibility in cases where there is an error in the system that causes harm, injury or 

death to human beings. I shall further explore the questions of responsibility and liability of AI in 

chapter 3.  

 

3.5 Beneficence  
 
Beneficence as a principle refers to the removal or prevention of harm as well as the more proactive 

obligation to do and promote good or the interests of others. (58)  The principle is, however, complex 

and difficult to unpack because we need to set a boundary between when we are doing good by 

subjective standards and when we are doing good by an objective standard. (67) Put differently 

beneficence faces thresholding challenges in defining the scope of our obligations. Both humans and 

AI machines, as far as they are used in healthcare by humans, have a responsibility to provide 
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beneficial treatment and to avoid or minimise harm. According to Beauchamp and Childress (2013) 

“the rules of beneficence are to protect and defend the rights of others, prevent harm from occurring 

to others, remove conditions that will cause damage to others, help persons with disabilities and 

rescue persons in danger.” (67)  

 

Beneficence has three critical dimensions in patient care: clinical competence, risk-benefit analysis, 

and paternalism. Clinical competence in medicine is a critical component of the combination of 

knowledge and skills acquisition during medical training. However, maintaining competence in AIs 

could pose a challenge to healthcare settings. For example, in South Africa, medical doctors must 

commit to lifelong learning through continuing professional development (CPD) activities. However, 

when we consider AI machines, the question that comes to mind is how would these technologies 

fulfil this requirement?  AI systems employ machine learning and part of this process is the freedom 

to make errors as the system learns and improves. Meaningful human oversight of this process, in 

tandem with ethical sensitivity would therefore be crucial to maintain the principle of beneficence. As 

mentioned in the previous section, for AI technologies not to harm patients, they should meet 

stringent regulatory requirements for safety, accuracy, and efficacy before deployment, in the same 

way that medical professionals require ongoing supervision in the early parts of their careers, and 

continued development throughout their careers. The principle of beneficence emphasises the urgent 

need for a regulatory body that would ensure quality control and quality improvement for the AI 

systems when necessary. Furthermore, continuous performance evaluation should be constantly 

carried out to ensure that clinical competence requirements are met and to safeguard against harm.  

 

Risk-benefit analysis in medicine refers to balancing the principles of doing good, or beneficence, and 

non-maleficence and is critical to achieving net benefits in the healthcare setting. Therefore, 

regulatory bodies have a more prominent role in ensuring that the potential of AI technologies to 

cause harm is minimised whilst the benefits are maximised.  

 

According to Beauchamp and Childress, paternalism is defined as "the intentional overriding of one 

person's known preferences or actions by another person, where the person who overrides justifies 

the action to benefit or avoid harm to the person whose pretences or actions are overridden." (2013) 

Paternalism in AI healthcare would therefore refer to decisions made by AI systems that prioritize the 

well-being and interests of patients over their autonomous wishes. Paternalism can be grouped into 

two forms, active and passive paternalism. (67) Active paternalism could occur if an AI chose to 

override a patient’s choice to decline an intervention because the AI judges the intervention to be 
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beneficial whereas, passive paternalism could arise if an AI refuses to perform an intervention or 

provide treatment for reasons of patient-centre beneficence. (67) Advocates of AI paternalism argue 

that both forms would be justifiable on the basis that AI systems can make decisions that are more 

accurate and objective than humans, and that these systems can help reduce medical errors and 

improve patient outcomes. (81)  

 

The use of AI in critical care settings, such as in triage or treatment recommendations, may justifiably 

require a paternalistic approach due to the high stakes and life-or-death decisions that are involved. 

On the other hand, critics of AI paternalism argue that it can undermine patient autonomy, or that 

autonomy should never be overridden based on beneficence, except for when there is no autonomy 

present. (60)  This reflects a widely held position regarding paternalism and is not of course specific to 

AI. However, there is also concern about the impact of paternalistic AI on trust in healthcare providers, 

and that it may lead to unequal access to care, as AI systems may prioritize certain groups of patients 

over others based on pre-existing biases or systemic factors, as discussed above. (60) Overall, the 

question of paternalism in the context of AI in healthcare is a complex and controversial issue that 

requires careful consideration of the ethical implications and potential consequences of AI decision-

making in healthcare. With no clear guidelines and privacy law – If poorly regulated in other words – 

paternalistic AI decisions could pose significant threats to patient autonomy. (60) On the other hand, 

if these technologies are not regulated or no medical practitioner exercises oversight and raises 

queries for a given outcome, treatment could be hindered, and health inequity might be widened. 

 

3.6 Justice  
 
Justice as a principle in healthcare refers fundamentally to a concern for fairness and the fair 

treatment of patients. (58) Justice as an obligation can be conceptualised in three ways: legal justice 

(respect for morally acceptable laws), rights-based justice (respect for people’s rights), and distributive 

justice (fair distribution of limited resources). (82) Legal justice includes the use of laws to defend 

patients’ and doctors' rights. (67) When patients are harmed while receiving an AI and/or ML based 

treatment, a sense of injustice is created. Failure to resolve this unfair treatment may result in 

litigation. Knowledge of and respect for morally acceptable laws is therefore an ethical requirement 

in terms of upholding the principle of justice. (67)  There is an urgent need to develop a legal 

framework with clear ethical guidelines, clarify liability and responsibility issues relevant for AI in 

healthcare. (83,84) It is therefore critical to understand the laws and their impact on healthcare. 
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Rights justice may be regarded as an entitlement that is considered valuable and therefore, a claim to 

what is regarded as a fundamental or absolute right does not require justification. (85) Examples of 

rights relevant to the healthcare context include the right to healthcare, the right to be seen on time 

as per appointment, among others. These rights are reflected in the patients’ Rights Charter, (86) the 

South African Constitution, (87) and the South African Bill of Rights. (88) Aside from the POPIA, (59) 

which does not directly regulate AI, there are no laws or ACTs that guide or regulate the use of AI in 

healthcare settings in South Africa. Rights, entitlements, responsibilities, and obligations are 

connected.  A patient is entitled to enjoy a specific right, the doctor is obligated to provide service, 

linked to the right, and both the patient and doctor have responsibilities. The rights of patients are 

accompanied by corresponding obligations. In the context of patient-doctor relationship, the patient 

has a right to competent treatment from a health professional and the latter has the obligation to 

treat the patient to the best of his/her ability. In the same vein, the patient has the responsibility to 

follow the doctors’ orders, such as prescriptions and necessary precautions. With regards to AI, it is 

crucial to determine whose responsibility it is to ensure that all parties involved are accountable for 

the care and services provided. 

 

According to Beauchamp and Childress, distributive justice is defined as “fair equitable and 

appropriate distribution of benefits and burdens determined by norms that structure the term of 

social co-operation.” (58,67) The concept of distributive justice is focused on the distribution of scarce 

resources in terms of fairness (what one deserves, giving to each his or her due).  The healthcare 

industry is fraught with challenges arising from limited resources. This was particularly evident in the 

peak of the pandemic, with both LMIC and HIC countries experiencing resource challenges. AI stands 

to address such challenges, but unregulated advancement may further exacerbate inequity in the 

healthcare industry. AI in Healthcare should strive to be accessible, inclusive, and equitable 

irrespective of race, age, and gender. (85)  The right to healthcare is a fundamental human right. Thus, 

AI regulators are obligated to ensure that basic human rights are not violated, and that manufacturers 

maximumly appreciate these rights. Furthermore, manufacturers of these technologies should have 

employees from diverse backgrounds, cultures, and ethnicities to ensure that all cultural and ethnic 

perspectives are considered, as discussed above. When developing AI algorithms, contexts is critical 

in the different healthcare settings, therefore, representation of datasets in a specific group should 

be directly proportional to its population size. Accurate representation would ensure that AI achieves 

accurate and quality results in that population. (85) 
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Given the discussion of bias in previous sections, it is clear that bias is thus one of the major threats 

to the equitable inclusion of AI in Healthcare. AI in Healthcare should not inadvertently increase 

inequity in access to healthcare. As healthcare is a means of increasing well-being, welfare and 

advancing the public good, public healthcare should be accessible for all as a matter of justice. 

Disparities between AI-service providers, patients, and public and private healthcare should therefore 

be monitored and controlled. The rapid emergence of technologies emphasizes the need for artificial 

intelligence law, which would help ensure justice and address privacy concerns in terms of who should 

have control over the data collected. This law should protect the rights and welfare of vulnerable 

populations with severe penalties if bias emerges.  

 
3.7 Trust in AI Systems  
 
Trust, or trustworthiness, is a value, or virtue, that doesn’t sit definitively under any one of the four 

principles, but is nevertheless, a fundamental component of the practice of medicine. A relationship 

of trust involves two or more individuals or parties, where one, or more, is in a position of vulnerability 

or dependency (the trustor) on the other (the trustee) for different reasons. (89) In a medical context, 

trust is critical because patients have no choice but to put themselves in the hands of doctors who 

have the specialist knowledge that patients need. The relationship between patients and physician is 

thus one of dependency or asymmetry, whereby patients must assume that the doctor has their best 

interests at heart. Previous abuses of trust in clinical and research contexts indicate the tenuous 

nature of this relationship. The case of Henrietta Lacks, whose cell line came to be known as HeLa is 

illustrative here. Lacks was diagnosed with aggressive cervical cancer, and during treatment, some of 

her tissues were given to a researcher without Lack’s knowledge or consent. (90)  These cell lines were 

immortalized and used for great commercial gain. The Tuskegee syphilis study6 has come to symbolize 

the most egregious abuse of authority on the part of medical researchers.  Tuskegee has also come to 

serve as a point of reference for African Americans distrustful of those with power, emblematic of the 

history of a people enslaved and then subject to social, legal, and political oppression after the end of 

formal servitude. (91)  

 

As discussed in previous sections, trust is also critical for the deployment of AI technologies at a wider, 

societal level. In the case of trust concerns related to public health care data, there are numerous 

contexts where this is evidenced. At the peak of the COVID-19 pandemic in South Africa, there were 

 
6 The Tuskegee syphilis study was conducted from 1932 to 1972 with the intention of observing the 
natural progression of untreated syphilis. However, participants were not informed or given the 
option to consent, and were not offered treatment even when it became readily available. 
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low levels of public trust in the South African government to protect, and not misuse, health data, 

which arguably led to minimal use of the COVID-19 tracking and tracing alert app. (86) Trust in the 

commercial realm also seems lacking. For example, there are no guarantees that a company like 

Google would not sell or reuse their morbidity data for profit gain or to any third party for other 

purposes. (56,79) Trust plays a critical role in human-AI relationships due to the perceived risks 

associated with AI. The complexity and nondeterminism of AI behaviors, by way of machine learning, 

and its future role in the workplace is also concerning to many.  Moreover, widespread concern that 

AI will eventually take over a wide arrange of human occupations and jobs as well as fundamentally 

transform the structure of organizations also fuels mistrust of these technologies. (56,79)  

 

While trust is a major area of ethical concern, it is a complex issue in the relationship between AI and 

humans. Uncertainties exist regarding decision-making and the norms and values guiding it. The 

acceptability, and success of AI in healthcare will depend increasingly on trust in such systems, but 

questions remain about who to trust and how to establish a trust relationship. While human 

interaction with AI outside healthcare may be less ethically uncertain, healthcare poses higher stakes 

due to the potential life-threatening consequences of even simple mistakes. (79,92,93)  

 

The major dilemma of AI in healthcare is that to harness its full potential, some machines or systems 

must be allowed to work autonomously and make decisions with less human input. This will, however, 

require well-placed trust in such systems. If we are to imagine a society without trust in healthcare 

practitioners, teachers, pilots, and drivers, this would be a context in which significant resources and 

time would be required to ensure duties are done properly. (94) The enormous cost of supervision 

would be burdensome and could come at the cost of efficiency, leading to a dysfunctional society. 

Therefore, for society to use AI in the most optimal way possible, there must be well-founded societal 

trust that machine learning algorithms will indicate the best decision to diagnose diseases and identify 

potential cures, and these algorithms must be free of bias. (79,92,93) The fostering of trust thus has 

instrumental value insofar as the fact that constantly supervising a machine learning algorithm in its 

decision making would require considerable time and resources, resulting in a lack of feasibility and 

defeating the purpose of using such systems in the first place. (94)  

 

However, the other side of the coin, is that complete lack of supervision in healthcare settings, where 

clinical decision-making is not clear-cut and can be fraught with ethical dilemmas, at the best of times, 

is also problematic. Lack of oversight might lead to serious harm, breaches of privacy and security, and 

compromise of values that underpin our societies. It is essential to identify an effective way to build 
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trust in digital technologies in healthcare to harness their value while protecting fundamental rights 

and fostering the development of open, tolerant, just information societies. (95,96) In a human and 

AI combined healthcare facility, trust is crucial when we consider the complex relationship between a 

patient-physician relationship. However, the question is: how do we find a balanced level of trust? To 

answer this question, in the short term, design could play a crucial role in addressing the problem e.g., 

pop-up messages alerting users to algorithmic search engine results that have considered the user’s 

online profile or flagging that the outcome of an algorithm may not be objective. In the long term, 

there is a need for an infrastructure to reinforce norms and values such as fairness, transparency, and 

accountability across all healthcare sectors. (95,96) 

 

3.8 Conclusion 
 
In conclusion, this chapter emphasized that the application of AI in healthcare must be guided by a 

principled ethical framework that considers autonomy, non-maleficence, beneficence, and justice. 

This framework must ensure the protection of patients' rights and well-being. Beauchamp and 

Childress' principlist framework provides a solid foundation for identifying ethical concerns and 

informing ethical decision-making in the context of AI in healthcare. Beyond the principlist framework, 

there is a need to develop robust regulations, privacy laws, and oversight mechanisms to protect 

patients' rights and ensure the responsible and equitable use of AI technologies. By adhering to these 

principles and addressing the challenges and risks associated with AI in healthcare, we can harness 

the potential of AI to improve patient care and advance global health systems. In the following 

chapter, I will conduct an in-depth discussion of how the three famous theories: Kantian ethics 

(deontology), consequentialism (utilitarian theory) and virtue ethics can inform the question of moral 

robots in healthcare. 
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Chapter 4 

 
4.1 Overview 
 
In the previous chapter, I provided an overview of the ethical concerns associated with the use of AI 

in healthcare, using the Principlist framework. In this chapter, I build on the technical definitions 

provided in chapter 2, and some of the points raised in chapter 3, to consider some of issues associated 

with the use of robots in healthcare and the development of morally competent or ‘ethical’ robots. I 

also applied the three famous ethical theories namely: consequentialism, deontology, and virtue 

ethics to analyse the development of a morally competent robots. Finally, I explore the practical 

implementation of these theories in a robot and/or machine to empower it with the ability to make 

ethical decisions. 

 

4.2 ‘Moral’ Robots  
 
For AI to be used effectively, it is arguably important for it to be programmed or trained to be sensitive 

to human moral norms, values, and ethics.7 This could include ensuring that the decisions or 

‘behaviour’ of such systems is not at odds with values and principles such as privacy, fairness, non-

discrimination, and human dignity. AI systems that lack an ‘understanding’ of these values and ethical 

considerations could produce unintended consequences, such as biased decision-making or violations 

of privacy. AI can either be a system contained within a computer, or it can be housed within a machine 

or robot. As discussed in the chapter two a robot is a machine engineered to execute a sophisticated 

sequence of tasks. Robots can be designed for a wide range of purposes, including manufacturing, 

transportation, medical, and research applications. They can take various forms, including stationary 

machines, mobile machines, and even robots that have a human form. Robots can be controlled by a 

computer program or by a human operator, and can be equipped with sensors, cameras, and other 

devices that allow them to perceive their environment and respond to it in real-time. They can also 

be programmed to make decisions, carry out tasks, and perform actions based on input from their 

sensors and their programming.  

 

The goal of designing a ‘moral’ robot is to create an AI system that can operate in a manner that is 

consistent with human ethical and moral norms, including being trusted to make decisions that are in 

keeping with society’s interests. (97,98) While the nature of morality is a complex and multifaceted 

 
7 Some have argued that creating an ethical robot is a bad idea 
https://alumni.berkeley.edu/california-magazine/online/good-bad-and-robot-experts-are-trying-make-machines-
be-moral/# 
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topic that has been debated by philosophers, theologians, and social scientists for centuries, there are 

certain components of, and intuitions about, morality that are widely recognized and considered 

uncontroversial. These include: 

 

• Principles and values: Morality is often grounded in a set of principles and values that define 

what is considered right and wrong, good, and bad, just, and unjust. These principles and 

values can vary across cultures and societies, but they often include concepts such as fairness, 

justice, equality, and respect for others. (67) 

• Moral emotions: Morality is often tied to the capacity for empathy and compassion, the ability 

to understand and feel the experiences and emotions of others. This component of morality 

is often seen as essential for promoting prosocial behaviour and reducing harm to others. (67) 

• Consequences: A common position in moral theorizing is that the rightness or wrongness of 

an action depends on its outcomes. This approach to morality, known as consequentialism, 

argues that the consequences of an action should be evaluated in terms of their impact on 

the well-being of individuals and society. (67) 

• The nature of the action itself: Another dominant approach to morality holds that certain 

actions are wrong, in an absolute sense, regardless of any contextual factors, including their 

consequences. This approach to morality is often associated with the idea of moral duties and 

obligations, and with the view that some actions should be avoided or prohibited because 

they violate the rights of others. (67) 

 

While these components are considered uncontroversial, there is ongoing debate about which of 

them should receive more weight in our moral decision making, and about how these theories should 

be applied in practice. Nevertheless, they provide a useful starting point for thinking about the 

challenge of designing robots that are sensitive to ethical concerns. One of the main differences 

between human persons and non-human persons, including robots, is the formers’ ability to identify 

an action or behaviour as either moral or immoral, to understand the reasoning behind such a 

judgment, and to respond appropriately. This is a result of the capacities for self-awareness, 

introspection, and empathy that are unique to human beings. While robots can be programmed to 

follow moral and ethical rules and principles, they lack the capacity to understand the underlying 

moral reasoning behind these rules, and they do not experience emotions or moral sentiments in the 

same way that humans do. (99) However, this does not mean that robots cannot be designed to make 

morally congruent decisions or to respond appropriately in ethical situations.  
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In fact, researchers and AI developers are working on developing AI systems that can incorporate such 

moral and ethical considerations into their decision-making processes, and which can be programmed 

to act in a way that aligns with human values and ethical norms. (99) By incorporating principles in the 

algorithms/data, such as fairness, transparency, privacy, and non-discrimination, these AI systems can 

be designed to operate in a manner that is likely to be more consistent with human ethical and moral 

standards. (57,99) Examples of human dispositional attitudes include admiring what is praiseworthy, 

defending the vulnerable, accepting responsibility and being held accountable, demanding 

justifications, or accepting apologies. (57,99) We reside in societies or communities where members 

observe numerous moral norms and values; these norms and values are taught through explicit 

instruction and passed down from generation to generation. A competent moral agent possesses an 

understanding of human norms, values, and virtues that are appropriate for their context. A moral 

agent could, however, engage in ordinary moral information processing to arrive at a moral decision, 

but still perform an act that is contrary or considered unethical. (97) For example, a pharmaceutical 

company that develops and produces a vaccine during an outbreak is acting in accordance with public 

well-being and engaged in an ethical action.  However if they then hike the prices of purchase of this 

vaccine, to increase profit, this would be considered unethical insofar as their profits are being made 

at the expense of the lives or health of those who then cannot access these vaccines.   

 

When it comes to developing autonomous moral robots, there are a few questions that warrant 

consideration. The first question is whether robots have the capacity to mimic the moral behaviour of 

human beings. (97,100) The ability to carry out these functions falls squarely within cognitive 

computing science, contextualising, integrating and practically theorising with machine learning 

models. The second question is: which ethical theories and moral values should be considered when 

building a morally competent robot, and which moral standards should robots be programmed to 

adhere to, in cases where there are clashes between two mutually exclusive approaches? The third 

question is, should we even attempt to develop morally competent robots? This last concern aside, 

and, in answer to the second question, some of the most important moral considerations include 

firstly: designing and programming robots to be responsive to respect for the dignity and worth of all 

human beings. This means ensuring that robots should not act in a way that causes harm or suffering, 

exacerbates inequality or is discriminatory. (100) Secondly, robots should be designed to protect the 

privacy of individuals, including avoiding collecting, using, or sharing personal information in ways that 

are unethical or violate privacy rights. (100) Thirdly, robots should be designed to make decisions that 

are fair and unbiased, including avoiding perpetuating or reinforcing discriminatory practices or 

stereotypes. (100) Fourthly, robots should be designed to operate in a manner that is responsible and 
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be able to be accountable at the level of having the capacity to consider the potential consequences 

of their actions. (100) This includes being transparent about their decision-making processes and 

allowing for human oversight and intervention when necessary. This would, of course, require that 

robots are designed to be transparent in their operations and decision-making processes, and to allow 

for human inspection and understanding of how they work. Robots should be designed to consider 

the impact of their actions on society, and to promote the common good. (97,100) These ethical 

standards and moral values, which are informed by a range of ethical theories and philosophical 

perspectives, could be a start in helping to promote the ethical behaviour of robots.  

 

4.3 “Moral’ robots in healthcare  
 
As mentioned in the previous chapter, in healthcare settings, the patient-doctor relationship depends 

fundamentally on trust. If robots are to be successfully utilised in healthcare settings, patient trust in 

such systems will be equally crucial. When dealing with robots in the healthcare setting, patients or 

clients would likely be concerned about moral competencies, moral expectations, and moral standing. 

(100) Any patients visiting a clinic or a hospital that uses autonomous robots would want to be certain 

of the technical competency of the robot in order to trust its ability to safely perform the assigned 

procedure. However, it is not only the presence of technical competence that informs a relationship 

of trust, moral competence also plays a role. As ascription of moral competence in the case of a robot 

might refer to a perception that a robots is able to behave responsibly due its perceived ability to 

make judgements or decisions that are congruent with those we regard as ethical and in a manner 

that implies awareness of the consequences of its actions. (101–103) There should also be a balance 

between both technical and moral competency for effective and ethical operation. (101–103) The 

former ensures efficiency, while the latter ensures alignment with ethical considerations and respect 

for human values. (101–103) Patients would inevitably also have moral expectations from their robotic 

doctors; these expectations stem from well-supported speculation that autonomous healthcare 

robots would be treated like their human counterparts, regardless of whether this is unintended or 

anticipated by the robot manufacturer. (104–106) 

 

As briefly alluded to in the previous chapter, there is also the question of moral responsibility and 

blameworthiness, and the related issue of liability, in the case of errors or unintended harms. The 

more that robots operate autonomously, the greater the possibility of errors, particularly during the 

learning part of their programming. The awarding of autonomy creates a responsibility or obligation 

that must be fulfilled in some way, hence the need for robust ethical standards to guide computing 

abilities, and functional capacities, to minimise errors in the development of such robots. (97) In the 
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case of errors, and insofar as these robots develop to the extent that they are able to act 

autonomously with minimal supervision, the issue of who should rightfully be responsible will require 

settling as this will have implications for potential cases of medical litigation. (107)  

 

However, the question of who should be held responsible for the actions of autonomous robots is a 

complex one and there is ongoing debate about how to address the so called "responsibility gap" that 

might arise in the case of errors or harms. (45,76,108) There are several factors that can influence the 

answer to this question, including the specific design and capabilities of the robot, the context in which 

it is being used, and the legal and ethical norms that apply in that context. (107) In some cases, the 

manufacturer of the robot may be held responsible for any harm caused by the robot, particularly if it 

can be shown that there were defects in the design or manufacturing of the robot. In other cases, the 

user or operator of the robot may be held responsible, especially if they failed to properly supervise 

or monitor the robot's actions. (45,76,108) In the case of healthcare facilities or departments of health, 

they may also be held responsible if they failed to adequately oversee the use of robots in their care, 

or if they failed to properly implement policies and procedures for ensuring that robots are used in an 

ethical and safe manner.  

 

It is unlikely that the robot itself will ever be a fitting target for our ascriptions of responsibility in the 

absence of consciousness, sentience, or a capacity to be better or worse off. If the latter capacities 

were attained by robots, and there was some way of definitively knowing that they had been attained, 

it might make sense to consider robots as having a moral standing of some sort. While there is 

currently no legal framework that recognizes robots as having a moral status of any kind, some 

philosophers and legal experts have argued that as far as robots become more autonomous and 

sophisticated, this may warrant further attention. (109–113) In the event of a medical dispute 

involving a moral robot, in the sense stipulated above, it could be treated as a medical malpractice 

case, and would be subject to the same legal and ethical standards that apply to other medical devices 

and technologies that malfunction. (105,111) The outcome of such a case would depend on a variety 

of factors, including the specific circumstances of the case and the laws and regulations that apply in 

that jurisdiction. (105,111) 

 

In the section that follows, I  discuss human interaction with robots, the issue of the moral competency 

of robots, and how ethical theories might assist in developing AI robots suitable for healthcare 

contexts.  
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4.4 Human interaction with autonomous robots  
 
Human beings are complex creatures with human interaction through communication being a case in 

point. This is because in addition to language, we communicate through body language, tone of voice, 

and sometimes by what is implied or unstated. (114)  While robots outperform human beings in 

various cognitive tasks, i.e., much faster processing speeds, they are unable to perform tasks 

considered basic from a human perspective. This is subject to continual and rapid change of course, 

with large language modules or ‘chatbots,’ like Open AIs Chat GPT now able to process certain cues or 

respond to questions or requests in ways that are deemed appropriate from a human perspective. 

(114)  

 

As human interaction with robots becomes more common, conflict with machines, or between 

humans, due to machines, is likely to increase. The ability of AI to flood the internet with fake news 

and misinformation is an example of the latter risk which may have dire consequences. In terms of 

how we relate to robots, a study was conducted to evaluate whether parents prefer robot tutors that 

are polite to their children, to robots that use imperatives in their instructions. (115) The authors 

observed that initially, people did not have any preference when approaching the robots, but once 

they interacted with both robots, they preferred the polite robot. Another example of a social norm 

violation was that of “truth-telling” in which a robot announced itself as the winner of a “rock-paper-

scissors” game played against a human counterpart even though it had been defeated by its opponent. 

It has also recently come to light that chatbots, in this case an earlier iteration of Microsoft Bing's 

language model, have used abusive language and threatened people in human-AI conversations when 

the system recognises disrespect or insult in their interactions. (116)  The introduction of autonomous 

self-driving cars has also raised moral questions such as how such cars should be programmed in cases 

of inevitable collision with human beings; who should be avoided and thus saved – to do nothing is 

not an option. (117) Moreover, in Russia, during a tournament, a chess-playing robot was shown to 

break the finger of a 7-year-old. (118) Opinions were divided as to the reasons for the cause of the 

malfunction, however. While the tournament official claimed the child’s violation of the rules of 

engagement by taking his turn too quickly caused the computer’s reaction, others claimed that the 

robot mistook the child’s finger for a chess piece. Either way, there was a child with a broken finger. 

Without staking a position in this debate, as interaction increases, there is likely to be more potential 

for errors and harms, hence a stronger case for policies and legal regulations for ethically competent 

robots.  

 

Stellenbosch University https://scholar.sun.ac.za



42 
 

4.5 Developing morally competent and ethical robots for healthcare contexts 
 
Turning to the question of how designers of robots could ensure sensitivity to values considered 

crucial to human beings, several key steps and considerations are required, particularly in terms of 

their use in healthcare contexts. For instance, robots might be used for tasks such as monitoring vital 

signs, administering medications, or assisting physiotherapists. Once the intended use has been 

determined, ethical and moral principles that will guide the design and programming of the robot 

should be identified. (119) These principles could include respect for patient autonomy, 

confidentiality, and informed consent, just to begin with. (119) It is also crucial to consider the impact 

of the robot on healthcare providers and patients when developing morally competent robots in 

healthcare. For example, robots might automate certain tasks that were previously performed by 

healthcare providers, freeing up time for more complex tasks, however, this could also result in job 

loss for healthcare providers.  

 

Once the appropriate ethical principles and values have been identified and justified, the robots must 

be trained or programmed to adhere to them. The developers must take responsibility for 

continuously evaluating and adjusting the programming of the robot, to ensure that it remains in line 

with ethical norms and moral principles, given the continued development and improvement of the 

underlying technologies. This might involve making updates to the robot's programming or 

incorporating new ethical norms or moral principles as challenges present themselves. In the sections 

that follow, I consider some of the dominant ethical theories that could be used for the task of 

designing a morally competent robot in this regard, as well as some of the potential problems that 

may arise. 

 

4.6 Deontological considerations  
 
The first ethical approach to consider is the view that our rightful moral focus should be on assessing 

the permissibility or impermissibility of actions themselves, regardless of contextual factors, such as 

the consequences they produce. On this account, ethical action is primarily based on adhering to rules, 

including not performing forbidden actions. These rules can be applied to AI machines. (120) Hutler 

et al. suggest that robots could be programmed to follow a set of basic rules to exhibit ethical 

behaviour, for instance, ‘don’t kill,” “do not deceive,” and “obey the rule” and so on. (121) While there 

are different forms of deontology the most influential deontological approach is that of the German 

Enlightenment philosopher Immanuel Kant. Kant’s two formulations of the categorical imperative 

stipulate to: “Act only on that maxim through which you can at the same time will that it should 

become a universal law and Act in such a way that you always treat humanity, whether in your own 
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person or in the person of any other, never simply as a means but always at the same time as an end.” 

(120) Importantly, the consequences, whether positive or negative, have no bearing on whether we 

should perform the action, the only criterion of relevance is the ability of the action to meet the 

requirements of the categorical imperative. The categorical imperative is famous for grounding the 

respect for the dignity and fundamental equal moral worth of all human beings, which has numerous 

implications for human rights and obligations. (122,123) It is also powerful in its stipulation that 

individuals should act in such a way that they would accept their actions to be universalised. These 

ideas are crucial for the development of AI in healthcare because they provide a framework for ethical 

decision-making. As paraphrased by Sandel, "Every person is worthy of respect, not because we own 

ourselves but because we are rational beings capable of reason; we are also autonomous beings 

capable of acting and choosing freely.” (Sandel 2009) Therefore to act freely for Kant means to 

exercise our capacity to legislate for ourselves as morally rational beings.  

 

The direct translation of Kant’s philosophy to robots would mean that insofar as more robots become 

autonomous, there might be a desire for them to be programmed for the capacity to make moral 

judgements at some level and to be aware of areas where they fall short, so as to improve their ‘moral’ 

capacity. To ensure that their decisions are made in an ethical and responsible manner, the categorical 

imperative can be used as a guide. (58) if an AI system is being developed to make medical diagnoses, 

it is important to ensure that the algorithms used to make these diagnoses are transparent and can 

be willed as universal laws in the Kantian sense. For example, if a developer manufactures an algorithm 

to analyse medical images to diagnose lung cancer, the algorithm should be transparent and 

explainable to healthcare practitioners. (13) The explanation could be in the form of a heatmap with 

colour codes to show where the lung is severely affected. Therefore, to strengthen this explanation, 

back-end algorithms must be representative and free of bias. (56) If the AI system were to make a 

misdiagnosis, it should not be because of biased data or algorithms, but because of a lack of available 

data or limitations in the AI system's design.  

 

The categorical imperative also requires that individuals treat others as ends in themselves, rather 

than merely as means to an end. This principle is particularly relevant to the development of AI in 

healthcare, where patients are often seen as sources of data rather than individuals with unique needs 

and desires. To ensure that AI is developed in an ethical manner, it is important that patient autonomy, 

privacy, and well-being are respected and protected. The ideas underpinning the categorical 

imperative are crucial for the development of AI in healthcare because they provides a framework for 

ethical decision-making and ensure that patients are treated with respect and dignity. By 
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incorporating the principles of the categorical imperative into the development of AI in healthcare, 

healthcare organizations can help ensure that AI is used in a responsible and ethical manner. (58)  

 

However, it must be noted that although this approach makes an excellent case for the rational basis 

of morality and moral status, deontology has serious shortcomings for AI in healthcare in that it does 

not translate from the level of abstract theory into practical action guidance in particular situations. 

Many of the shortcomings of the approach itself would be potentially carried through in its application 

in AI. In particular its disregarding of the consequences and context of our actions and moral decisions 

would be the major concern here. Moreover, absolute forms of morality like this do not recognize 

moral dilemmas. Many decisions in medical contexts take the form of real dilemmas where there is 

not one clear course of action and absolute moral rules might clash. The other limitation of 

programming moral robots with this approach is that it would not cultivate moral wisdom in robots 

but would lead to inflexibility, that, at best, might not be helpful, and at worst might have more serious 

implications. For example, In the case of the robot and the teenager in the chess game, the robot has 

been programmed to look for pawns, and if we consider the case of the robot that mistakenly 

announced itself as a winner of the chess game, it reveals the shortcomings of its programming. 

This shortcoming underscores the importance of developing all-encompassing algorithms for 

artificial intelligence systems. The latter case suggests a lack of truth-telling, while the former 

suggests rule-abiding robots that cannot differentiate between a finger and a chess pawn. The 

deontological approach struggles to provide guidance for AI to make prudent decisions.  This is 

because an emphasis on rule following, at all costs, runs into concerns about potential cases in which 

rule-following directly endangers the life and safety of humans. 

 

To further explore this approach, let us consider the following thought experiment which illustrates 

the moral complexity that is often encountered in practical contexts. (Adapted from Ethics of Artificial 

Intelligence). (124) Mr. X is the new digital officer in the city of Cape Town. He is approached by the 

new digital minister Mr. U and asked whether the city’s health care organization should move from 

“reactive healthcare to preventive healthcare”. Mr. X proposes a novel sophistical learning system 

that could assist healthcare authorities to predict the possible health risks of Capetonians. (124)  This 

novel AI-powered machine learning method produces predictions that combine and analyze multiple 

sources of medical and healthcare systems. With the help of big data, many criteria datasets will be 

collected through medical aid companies and provincial and district hospitals. Therefore, high-risk 

individuals would be identified and prioritized for precise healthcare facilities. These high-risk citizens 
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would be proactively invited for doctor’s appointments and follow-ups with the adequate required 

treatment. (124) 

 

On the one hand, when we consider this scenario, there are numerous advantages. For instance, this 

proposed intervention would provide better ‘impact estimation’ and more effective planning for basic 

healthcare services. It would also prevent future unmanageable illness with potential to improve the 

health quality of citizens. Most importantly, this method would facilitate preventative healthcare with 

the potential to significantly reduce social and health costs. On the other hand, there are a number of 

concerns and problems, including legal and ethical issues regarding privacy, security, consent, and the 

future use of data. There are also fundamental questions about the city’s role in healthcare provision 

that need to be considered. For example, what is acceptable prevention and what is non-acceptable 

intrusion, given other goods that we value such as privacy and autonomy? In addition, does the city 

have the right to use sensitive medical data to identify high-risk patients? How would consent be 

obtained from people who cannot consent because they are ill? What would happen to those 

individuals who cannot provide consent? How would consent be given, and what would happen to the 

citizens that refuse to give consent? Beyond these questions, the digital and real-life scenarios differ; 

for instance, if someone is ill, people within the vicinity have a right to call an ambulance without 

having explicit permission or consent, but in the digital space, contacting an ambulance because one 

has access to their medical information could be considered as an intrusion of privacy and breach of 

POPIA.  A complex example such as this shows the kinds of ethical challenges that arise in real life 

contexts.  If a robot, programmed to follow moral rules, were to be tasked with decision making or 

involvement at any level in a complex scenario such as this, it is unlikely that it would be up to the 

task.   

 

4.7 Consequentialism 
 
The second approach, which could inform the design of ethically sensitive robots is consequentialism. 

Consequentialist approaches refer to moral theorising that considers the outcomes of an action as the 

only concern in assessing the moral rightness or wrongness of an action. The most well-known 

consequentialist theory, utilitarianism, argues that the right action is the one that maximizes overall 

happiness, pleasure or wellbeing and minimizes overall suffering or pain. Jeremy Bentham, considered 

the father of utilitarianism, characterized utility as "that property… (that), tends to produce benefit, 

advantage, pleasure, good, or happiness…(or) to prevent the happening of mischief, pain, evil, or 

unhappiness to the party whose interest is considered." (125) In the case of a surgical robot, for 
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example, this implies that the robot evaluates all options, considering success, prognosis, 

opportunities, and benefits for all parties in context for the best decision. (126) 

 

In the case of the thought experiment, mentioned in the previous section, a utilitarian would advise 

that Mr. X and the new minister should follow through with their plans considering it would maximize 

the most benefit over harm for everyone affected. There are various permutations of utilitarianism 

that have been developed to overcome some of the flaws of the original version, some of which reflect 

fundamental disagreements. For instance, should actions be chosen solely based on their results – the 

more traditional form of act utilitarianism – or should agents choose rules to conform to on the basis 

that such rules are established means of maximizing utility – a position referred to as rule 

utilitarianism. Moreover, risk/benefit analysis, another variant of consequentialism which is 

extensively used in healthcare and research contexts, can also assist in evaluating the use of AI in 

healthcare. As the name suggests, this approach involves weighing the potential benefits of using AI 

in healthcare against the potential risks or negative consequences. As discussed in chapter 2, in 

healthcare, the use of AI has various potential benefits, such as improving accuracy in diagnosis, 

providing personalized treatments, and reducing healthcare costs. However, there are also potential 

risks associated with the use of AI, such as errors in decision-making, privacy concerns, and bias. 

Benefits must always be balanced with risks, and both must be communicated to those who stand to 

be impacted.  

 

Returning to our thought experiment, AI-powered healthcare would provide the appropriate ends or 

‘state of wellnesses’ for all citizens involved. In the context of privacy, transparency, and security, 

utilitarianism would consider the potential benefits of using AI in healthcare against the potential risks 

to individuals' privacy and security. This would involve weighing the positive outcomes that AI in 

healthcare could bring about (such as improved diagnosis and treatment, better healthcare outcomes, 

and reduced healthcare costs) against the potential harms that could result from breaches of privacy 

and security (such as compromised medical records, identity theft, and other forms of personal harm). 

Therefore, the goal would be to maximize the overall well-being of all individuals affected by the 

technology. This would require considering not just the benefits and harm to patients, but also to 

healthcare providers, insurers, and society. 

 

As highlighted above, the advantages of AI in healthcare are numerous; however, when we consider 

monitoring patients’ health via AI, there is a need for transparency and security. Act Utilitarian would 

argue for actions that maximize net well-being or happiness, after weighing this against any 
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disadvantages of the action which would detract from well-being. In the long term, an AI-centric 

monitoring system would save costs on employees' salaries and would also help healthcare workers 

avoid redundant and time-consuming tasks. In terms of the former, this would be a positive outcome 

in terms of financial considerations, but it would be negative outcome for those losing their livelihoods 

due to being replaced by AI systems.  This important point aside, act utilitarianism might argue that 

for some patients, 24-hour monitoring of diabetes patients, for example, could be the difference 

between life and death; therefore, the benefits of surveillance outweigh security or privacy concerns. 

On the other side of the spectrum in LMICs, most healthcare centres have limited resources, including 

a lack of infrastructure such as Wi-Fi, security to ensure privacy, and adequate storage facilities. So, 

there is a possibility that these kinds of innovations would further exacerbate inequities in the 

healthcare sector meaning that AI might not be available in these settings.  

 

One of the most concerning issues about AI that has been raised is the protection of privacy and the 

potential misuse of unregulated information. (84) Privacy and the misuse of information would not be 

a concern for utilitarianism unless it detracted from net happiness or well-being. While a utilitarian 

might justify the importance of privacy in terms of the good outcomes it ensures, it might easily trade 

this off if it is outweighed by an alternative. This is one of the problems with the utilitarian reduction 

to happiness; a right to privacy, as a moral good, only makes sense within a Kantian framework. (122) 

As emphasized in various sections thus far, the doctor-patient relationship is centred around trust. 

While doctor-patient trust may have eroded significantly, for several reasons, it is still regarded as 

fundamental. The limitation of utilitarianism is that it pits various goods against one another, many of 

which are incommensurable. In other words, arguments that are quantitative or problem-solving in 

nature are pitted against concerns that are qualitative in nature and are difficult to reconcile.  

 

Once again, as was the case with our discussion of the use of deontological considerations in the 

design of ethical AI, the flaws of Utilitarianism are translated into challenges that would be faced if 

considering such an approach as the primary one for AI ethical decision making. Utilitarianism as a 

moral theory struggles as far as it is difficult to quantify well-being or happiness and to balance 

competing forms.  

 

As mentioned above, rule utilitarianism regards a morally right action as one that complies with moral 

codes and rules that have been shown to lead to better outcomes and consequences. A rule utilitarian 

approach to AI in healthcare would focus on establishing rules or principles that, if followed 

consistently, would maximise net happiness or well-being. In the context of AI in healthcare, a rule 

Stellenbosch University https://scholar.sun.ac.za



48 
 

utilitarian might argue that ethical principles should be established that guide the development, 

deployment, and use of AI in healthcare, on utilitarian grounds. These principles might include 

considerations such as transparency, accountability, and informed consent as far as they are 

associated with better outcomes for the wellbeing of patients and healthcare professionals. For 

example, a rule utilitarian might argue that the ethical use of AI in healthcare should be guided by 

rules such as the principle of transparency, which would require that AI algorithms and decision-

making processes be open and understandable to patients and healthcare providers, not on the 

grounds of autonomy but on utilitarian grounds. A rule utilitarian might also advocate for the principle 

of accountability, which would require that those responsible for developing and deploying AI in 

healthcare be held responsible for any negative consequences that result from its use. By establishing 

these kinds of ethical rules or principles, a rule utilitarian would seek to promote the greatest overall 

happiness or well-being over the long-term, rather than simply focusing on short-term outcomes in 

specific cases. By consistently following these ethical rules or principles, a rule utilitarian would argue 

that we can create a more just and ethical healthcare system that benefits all members of society, and 

makes everyone better off than they would have been in the absence of such rules and principles. 

 

There are, however, several further challenges, over and above those already mentioned above, that 

consequentialist AI in healthcare faces. First, to assess the consequences of a decision or action, a 

consequentialist AI must have a clear definition of what constitutes a desirable or undesirable 

outcome. In healthcare, this can be challenging, as different patients and stakeholders may have 

different goals and preferences. Second, consequentialist oriented AI must consider both the 

immediate consequences of a decision or action and the long-term consequences as well as both 

direct and indirect consequences. In healthcare, this can be especially challenging, as some 

interventions may provide short-term benefits but have negative long-term consequences, such as 

medications that relieve pain but lead to dependency or addiction. Third, consequentialist AI must 

consider the distribution of benefits and harms across separate groups, which includes ensuring that 

decisions are made fairly and without bias. In healthcare, this can be particularly challenging, as certain 

patient populations may be underrepresented in datasets used to train AI models, leading to biased 

predictions and recommendations. Fourth, consequentialist AI in healthcare must be transparent 

about the decision-making process and the data used to make decisions. This can be challenging, as 

AI algorithms can be complex and difficult to understand. In addition, accountability mechanisms must 

be in place to ensure that those responsible for AI decision-making are held accountable for any 

negative consequences that result. (98) 
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Given the above discussion, both deontological and consequentialist AI in healthcare clearly face 

significant challenges, but addressing these challenges will be crucial for developing ethical and 

effective AI systems in healthcare. Put differently, the challenge with using ethical theories to design 

ethical robots, is that all the theories are flawed in one way or another, hence the realisation that one 

approach cannot be endorsed unilaterally. Given that the theories sometimes provide opposing 

recommendations for how to behave in similar situations, a level of insight or moral knowledge is 

needed to discern the more appropriate approach to follow. It seems unlikely that a robot would ever 

be able to possess such discernment. Moreover, it also remains unclear whether a robot programmed 

with a particular moral theory would be acceptable to community members whose opinions are not 

in agreement with the theory in question. (98,100) 

 

4.8 Virtue Ethics 
 
The third approach I will discuss is virtue ethics, the oldest form of ethics to be found in the Western 

canon. This approach is an ethics of character insofar as it focuses not on actions or consequences but 

rather on character or moral traits. While this approach has its roots in the work of the classical Greek 

philosopher Aristotle, it was revived in the 20th century by prominent philosophers such as Elizabeth 

Anscombe, (127) and Alasdair MacIntyre. (128) Aristotle defined a virtue as a well-balanced middle 

ground determined by rational principles and prudence. It exists as a mean between two extremes of 

excess and deficiency, choosing the right measure in both feelings and actions. For instance, the virtue 

of courage is a balance between cowardice and foolhardiness, while generosity finds the mean 

between stinginess and extravagance. Similarly, diligence is the balance between recklessness and 

avoidance of danger, and pride lies between humility and arrogance. (129) 

 

According to Anderson (2020), “implicit ethical agents have a kind of built-in virtue—not built-in by 

habit but by specific hardware or programming.” (130) In other words, robot virtues could be directly 

coded into their behaviour. For instance, an autonomous surgery device could initiate a defensive or 

protective manoeuvre, such as overriding a physician’s judgement, that could prevent a potentially 

life-threatening error. On the one hand, the potential benefits of having an autonomous system that 

can identify and intervene to correct errors quickly could be significant, potentially saving lives and 

improving healthcare outcomes. On the other hand, there are concerns about the impact that such a 

system could have on the relationship between patients and physicians, and the potential loss of trust 

in human decision-making that could result.  
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From a virtue ethics perspective, the ethical question around the use of autonomous surgery 

equipment would be framed in terms of the virtues and character traits that are necessary for 

promoting good outcomes in healthcare. Virtue ethics would focus on the moral character and 

intentions of the physician, and the role that technology can play in supporting or undermining those 

virtues. A virtue ethics approach would emphasize the importance of cultivating virtues such as 

wisdom, discernment, and practical judgement in healthcare professionals. From this perspective, the 

role of the autonomous surgery equipment would be to support these virtues. If the equipment can 

help the physician make better decisions, avoid errors, and promote the good of the patient, then it 

could be seen as a valuable tool in promoting the virtues of the physician. However, there are also 

potential risks associated with the use of an autonomous surgery equipment from a virtue ethics 

perspective. For example, if the equipment undermines the virtues of the physician by leading them 

to rely too heavily on technology or to abdicate their responsibility as decision-makers, then it could 

be seen as a threat to the integrity of the medical profession. (76) In keeping with an ethically 

comprehensive approach to the issue, the decision of whether to use an autonomous surgery 

equipment that can override the physician's judgement should be based on a careful assessment of 

the potential benefits and risks, as well as consideration of ethical principles such as respect for 

autonomy, beneficence, and non-maleficence.  

 

Continuing our consideration of a virtue ethics informed robot; Aristotle described virtue by asking a 

fundamental question about the “good for man”, with the latter described as “an activity of the soul 

in accordance with virtue”. (131) Rachels and Rachels, paraphrasing Aristotle, describe a virtue is “a 

character trait that is manifested in habitual (i.e., sustained or maintained) action that it is good for a 

person to have.” (132) Truth telling can be considered as a habitual action that is good for a moral 

person as compared to withholding the truth. Therefore, it would seem that robots that cause harm 

(either deliberately or not) by modifying or withholding the truth cannot be considered or appreciated 

as moral robots. In terms of the discussion above, if Kantianism or utilitarianism are the ethical 

frameworks used to construct AI robots, they could have trouble solving complex dilemmas outside 

the ethical frameworks, when their pre-programmed rules are unable to do so. Therefore, the robots 

might endanger or cause harm in such circumstances. However, for these machines to become moral 

these systems would first need to be sensitive to both moral approaches and have the capacity to act 

in a way that is associated with virtue. (58) 

 

The benefits of using virtue ethics insights for AI in healthcare are numerous. First, virtue ethics places 

a strong emphasis on ethical character and personal responsibility, which can be useful in promoting 
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ethical behaviour in AI systems. (131) By focusing on the development of ethical character and 

intentions, AI developers and healthcare professionals can work to ensure that the technology is being 

used for the benefit of patients, thus aligning it with other ethical principles. Second, this framework 

is known for being flexible and context-sensitive, which can be useful in the complex and rapidly 

evolving field of AI in healthcare. (133) By considering the specific context and ethical challenges of AI 

in healthcare, developers and healthcare professionals can work to create AI systems that are context 

specific and tailored to the unique needs and values of patients and healthcare providers. (133)  Third, 

there is a strong prominence on the good of the person, implied by virtue ethics, which can be useful 

in ensuring that AI systems in healthcare are being used for the benefit of patients. Fourth, virtue 

ethics as a framework encourages a broader perspective on ethical issues, considering the wider social 

and ethical context in which AI in healthcare is being developed and used. By considering the potential 

social, economic, and political impacts of AI in healthcare, developers and healthcare professionals 

can work to ensure that the technology is being used in a responsible and ethical manner. (58) 

  

Virtue ethics as a framework is not without problems, however. The approach focuses on virtues, as 

such, and not their appropriate deployment, which will provide little guidance if the aim is to create 

relatively uniform ethical standards for AI in healthcare. Put differently, a virtue ethics approach would 

not help to resolve disagreements and inconsistencies in the ethical principles and practices that are 

applied to AI systems. This challenge is sourced in a criticism that is frequently directed at virtue ethics 

itself, namely, that it does not provide specific guidelines for action and can thus be vague in its 

application. In other words, although, it provides guidance for developing ethical character and 

intentions, it may not provide clear guidance for making specific decisions in complex situations. This 

can be challenging for healthcare professionals and AI developers who need to make decisions about 

the use of AI in healthcare. The absence of clear guidance on addressing bias and discrimination in AI 

systems, for example,  poses a potential risk for biased outcomes and discriminatory practices. This 

can be a significant challenge in healthcare, where AI systems may be used to make decisions that 

have a significant impact on the health outcomes of patients. Virtue ethics places a strong emphasis 

on personal responsibility, however, it does not provide clear mechanisms for holding individuals or 

organizations accountable for ethical violations related to AI in healthcare. This can make it 

challenging to ensure that AI systems are being used in an ethical and responsible manner. While 

virtue ethics can be a useful framework for promoting ethical behaviour in AI systems, it may need to 

be complemented by other ethical frameworks and practices to address these challenges. (58) 
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4.9 Conclusion 
 
In this chapter, I have discussed the complexity of developing morally competent or ethical robots, 

particularly in healthcare contexts. This is clearly a multifaceted task which requires careful 

consideration of various ethical theories and principles to ensure that robots are responsive to human 

values and ethical norms. To support this claim, I explored the three main ethical approaches namely: 

deontology, consequentialism, and virtue ethics. All these approaches offer valuable insights for 

designing ethical AI systems. Deontology emphasizes the importance of adhering to moral rules and 

principles, regardless of the consequences. Nevertheless, this approach is flawed because there is a 

need to provide practical guidance in complex moral dilemmas and a rule based approach is unlikely 

to assist in cultivating moral wisdom in robots. Consequentialism focuses on the outcomes and 

consequences of actions, aiming to maximize overall happiness or well-being; however, this approach 

falls short because it is quite unclear how to quantify well-being and balance competing forms of 

happiness. Also, this approach needs to consider the distribution of benefits and harms adequately. 

Virtue ethics emphasizes the development of ethical character and intentions, focusing on virtues and 

personal responsibility. Unfortunately, it lacks specific guidelines for action and does not provide 

precise mechanisms for accountability.  

 

Practically, a combination of these ethical approaches may be necessary to address the challenges and 

limitations of AI – but all these approaches have major limitations themselves. By incorporating the 

strengths of these main theories, AI systems can be designed to closely mimic humans in a manner 

that is consistent with ethical and moral standards. To achieve this level of human-like behave we 

must also take the insights associated with principlism, discussed in Chapter 3, into consideration. 

Developing morally competent and ethical robots in healthcare requires a comprehensive and 

integrated approach that considers the values and principles of various ethical theories. By integrating 

these ethical considerations into the design and programming of AI systems, we can strive to create 

AI that aligns with human values and promotes the common good. In the next chapter, I shall further 

explore the ethics of responsibility and phronesis as an ethical framework to consider for AI in 

healthcare. 
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Chapter 5 
 

5.1 Overview  
 
In this chapter, I consider an ethical approach that has the potential to transcend some of the 

limitations of utilitarianism, deontology, and virtue ethics, as discussed in chapter 4, namely, the 

“ethics of responsibility”. I contend that this approach is well-equipped to address some of the 

dilemmas and ethical challenges that confront the use of AI in healthcare, in practice. The proposed 

framework of responsibility serves as a dual construct, encompassing both forward and backward 

responsibilities. It aims to support developers and healthcare professionals in taking accountability for 

the outcomes of their decisions. This includes assuming proactive responsibilities to shape their 

behaviour and prevent future harms, as well as accepting retrospective responsibilities for any harm 

that has already occurred. On the one hand, the framework emphasizes the understanding that the 

consequences of their decisions cannot be solely attributed to the guidelines dictated by ethical 

theories. Instead, it encourages a holistic view of responsibility and decision-making. On the other 

hand, this approach acknowledges the essential contributions of existing normative ethical 

approaches in the exercise of moral responsibility.  

 

To consider this potential framework, I firstly discuss and incorporate the general ideas of various 

influential philosophers whose general ideas are helpful for a deeper understanding of the ethics of 

responsibility. These thinkers include: Max Weber, (134) Hans Jonas, (80)  Emmanuel Levinas, 

(135,136) Zygmunt Bauman, (135,136) and Judith Butler. (137) I then draw insights from the general 

ideas discussed that are relevant to the ethical application of AI in healthcare and future 

recommendations. Thereafter, I consider how Aristotle's notion of phronesis can inform the 

framework. To deepen my consideration of the ethics of responsibility framework, I incorporate ideas 

regarding the possibility of failure and an ethics of futurity that have been articulated by various 

thinkers. (138,139,140) I conclude with some insights developed by Shannon Vallor. (133)  

 
5.2 Historical Development of Ethics of Responsibility   
 
Max Weber was the first to introduce the notion of an "ethics of responsibility" during his renowned 

speech, "Politics as a Vocation", in 1919. (134) However, the German philosopher Hans Jonas8 

 
8 In 1984, Hans Jonas authored a book titled "The Imperative of Responsibility: In Search for an Ethics for the 
Technological Age." Jonas believed that existing ethical frameworks were inadequate for tackling ethical 
dilemmas arising from emerging technologies. He pointed out that these frameworks focused too narrowly on 
the immediate consequences of human actions, making them ill-suited to address the long-term ethical 
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expanded upon Weber's concept and emphasized the "imperative of responsibility." (80) According 

to Jonas, this imperative emphasises the importance of considering the future consequences of 

present actions. (80) By doing so, individuals and societies can take responsibility for their actions and 

ensure that they do not cause harm or negative consequences to future generations thereby fostering 

a sustainable and ethically conscious approach to technology and its impact on humanity and the 

world. The idea of an ethics of responsibility was further developed in different ways by the French 

phenomenologist Emmanuel Levinas and Polish sociologist Zygmunt Bauman. (135,136)  

 

Levinas’ exploration of the ethics of responsibility, emphasizes the primacy of ethical relationships and 

our responsibility towards one another. (141) Levinas argues that the ethics of responsibility emerges 

through our interactions with others. According to his perspective, forming ethical relationships with 

plants and animals is challenging due to their inability to communicate through language or exhibit 

human-like qualities. He refers to these interactions as "face-to-face" encounters with nonhuman 

entities. (142) He further posits that the human face carries a unique ethical significance, evoking a 

call for responsibility and ethical engagement. This encounter disrupts our self-centeredness and 

demands a response that transcends self-interest. While Levinas's perspective holds value, it may 

conflict with contemporary thinkers who argue that current ethical priorities should be centred 

around the treatment of the natural world, including animals, plants, and the environment. (143) It is 

crucial to acknowledge this criticism and ensure that any framework built on Levinas's ideas 

sufficiently addresses these broader ethical considerations. 

 

According to Levinas, ethical responsibility is not something that can be chosen or avoided; it is an 

ethical obligation that precedes any conscious decision. (136) He argues that our responsibility 

towards the Other is fundamental and unconditional, and it takes precedence over any other ethical 

considerations or systems. The ethics of responsibility provides a profound perspective on our ethical 

obligations towards others and the transformative power of ethical encounters. (140) Levinas also 

criticizes traditional ethical theories for their tendency to prioritize abstract principles or rules, which 

he believes can lead to a dehumanization of the Other. Instead, he emphasizes the need to focus on 

the concrete, immediate, and face-to-face encounters with others, where the ethical imperative is 

revealed. (136) On this view, the ethics of responsibility is not merely about doing good deeds or 

 
implications of advancements like AI, genetic engineering, and the possibility of nuclear disasters. Jonas 
advocated for a more comprehensive ethical framework that could tackle the complex challenges presented by 
these technological developments. (Jonas 1984:5–6). Of course, Jonas was writing in the 1980s and these 
concerns he voices, are even more pertinent in the contemporary context which has seen significant 
advancements in the areas he identifies.   
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following rules, but about acknowledging the infinite responsibility we have towards the Other. It 

involves being receptive to the vulnerability and alterity of the Other and recognizing their absolute 

and irreducible value. Through this recognition, Levinas argues, we can cultivate a more just and 

compassionate society. (142) 

 

Turning then to Bauman; the basic tenet of his investigation of an ethics of responsibility revolves 

around the notion that individuals in modern societies face more complex moral dilemmas and 

uncertainties than ever before. His work also focuses on the social and cultural dimensions of 

responsibility in the context of modernity. (135,136) He argues that consumer behaviour patterns 

impact every aspect of human life resulting in citizens consuming more, thereby becoming 

commodities themselves on the consumer and labour markets. In his writings he also explains how 

globalization, consumerism, and the fluid nature of social relations create ethical challenges that 

demand a responsible approach. (144) The ethics of responsibility according to Bauman involves 

recognizing the interdependencies and consequences of our actions in an interconnected world. It 

requires individuals to be mindful of the potential impacts of their decisions on others and the 

environment. He emphasizes the value of ethical reflection, critical thinking, and empathetic 

engagement as key components of assuming responsibility in our contemporary world. (145) In this 

regard, his work contributes to the broader discussions on ethics and responsibility, offering insights 

into the challenges and possibilities of ethical decision-making in the context of modernity.  

 

Feminist philosopher Judith Butler has also made significant contributions to the ethical discourse.  

Her concept of "precariousness" or "vulnerability" may be useful for AI healthcare because it 

emphasizes the risks of errors, biases, and inadequate addressing of individual patient needs. (137) 

Recognizing and addressing these factors is crucial for ethical and responsible deployment of AI 

systems in healthcare. In her writing she critically examines power dynamics and social structures that 

shape individuals’ identities and roles. She also highlights how power operates in society, influencing 

the distribution of responsibility and moral agency. (146) By questioning dominant power structures, 

Butler challenges traditional notions of responsibility and calls for an ethics that takes systemic 

inequalities and social justice concerns into account. Butler argues that our inherent vulnerability and 

interdependence are essential components of our humanity and that recognizing and acknowledging 

this vulnerability is crucial for ethics and responsibility. (137) She challenges the notion of autonomous 

and self-sufficient individuals and emphasizes the relational nature of responsibility. (137) In her 
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writing, she advocates for an ethics of care, 9 (58) and solidarity that involves recognizing and 

responding to the vulnerability of others and challenging oppressive structures. (137) 

 

5.3 Application of these perspectives on the ethics of responsibility  
 
While Levinas, (136) Bauman, (135,136) Jonas, (80) and Butler (137) all address the ethics of 

responsibility, they do so from distinct perspectives. Levinas stresses the significance of engaging in a 

personal interaction and the value of establishing an ethical connection with others. He highlights the 

primacy of face-to-face encounters, the ethical demand they impose, and the transcendence of self-

interest. (136) Bauman strongly emphasizes recognising and fulfilling our moral obligations in a rapidly 

changing and interconnected world. He unambiguously advocates for ethical behaviour that promotes 

social cohesion and sustainability, with a firm emphasis on acknowledging the consequential impact 

of our actions. (135,136) Jonas directs attention to environmental and technological considerations, 

(80) whereas Butler focuses on power, social structures, and the politics of identity. Each philosopher 

offers unique insights into the ethical dimensions of responsibility, but their approaches differ in terms 

of the emphasis placed on power dynamics, interpersonal encounters, and environmental concerns. 

(137)   

 

Applying Levinas’ perspectives to AI in healthcare entails recognizing and prioritizing the patient as 

the other. It involves designing AI systems that respect and respond to individual needs and the 

vulnerabilities of patients. The focus should be on developing AI technologies that enhance human 

connection and personalized care. Furthermore, the ethical responsibility lies in ensuring that AI 

supports healthcare practitioners rather than replacing them. (136) On the other hand, Bauman 

stresses the importance of acknowledging the correlation between actions and consequences, while 

also considering social and cultural considerations. By thoroughly examining ethical considerations 

and assessing the impact of AI systems on patients, stakeholders can prioritize human well-being and 

compassion. This conscientious approach ensures strict adherence to ethical standards and 

guarantees favourable outcomes for patients. However, Jonas's environmental ethics provides critical 

insights on our environmental responsibility, and how this responsibility can be applied to AI in 

healthcare by considering the ecological impact of AI systems and data collection. (137) This includes 

implementing AI technologies that prioritize energy efficiency, sustainability, and minimize their 

carbon footprint. Furthermore, responsible data governance practices should be in place to protect 

 
9 Ethics of care is an ethical framework that emphasizes the importance of relationships, empathy, and 
compassion in moral decision-making. It places value on interconnectedness, considering the needs and 
interests of individuals and recognizing the importance of caring for others. The ethics of care framework also 
emphasizes the moral significance of promoting well-being, and addressing social inequalities and injustices. 
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patient privacy and prevent unauthorized access or misuse of sensitive medical information. Butler's 

approach involves explicitly acknowledging and seeking to understand the power dynamics and social 

structures embedded in AI systems. This will ensure that the design and implementation of AI 

technologies promote equity, fairness, and inclusivity in healthcare delivery. Moreover, this will 

require proactively addressing biases in AI algorithms, ensuring transparency in decision-making 

processes, and fostering collaboration between healthcare professionals and AI systems as crucial 

steps towards promoting fairness. Additionally, Butler's emphasis on vulnerability calls for AI 

technologies that prioritize patient well-being, respect patient autonomy, and protect privacy rights. 

(137)  

 

For our purposes, if we are to compare the views of these thinkers in terms of the points that are 

salient for the framework of responsibility, what we can take from the ideas of the abovementioned 

thinkers is when determining what is morally right and wrong. It is crucial to recognize that social 

phenomena can have positive and negative effects. Therefore, we cannot rely on a single perspective 

or paradigm when making decisions. It is incumbent upon individuals to take responsibility for their 

actions and carefully consider all potential outcomes before making choices. It is important to consider 

that individuals have varying values, which can lead to potential conflicts. Therefore, it is crucial to 

acknowledge and address these differences to move forward towards a solution that works for 

everyone involved. This level of responsibility is essential to ensure that our actions align with our 

values and contribute to the betterment of society as a whole. (139) Recognizing the strengths and 

weaknesses of different ethical approaches underscores the significance of adopting a nuanced, 

context-sensitive, and comprehensive approach to the concept of responsibility. This comprehensive 

approach requires everyone, not just healthcare workers and ethicists, to take responsibility for 

science and technology's impact on our world. In morally complex situations, simply following external 

rules and laws is not enough to justify our actions, according to current ethical standards. It is our 

responsibility to take ownership of everything we invent, design, and implement, as we construct, 

apply, and evaluate our personal values. By doing so, we can ensure that we create a world that is 

just, equitable, and in line with our collective values and aspirations. (108,138,139) 

 

In terms of an ethics of responsibility and AI in healthcare, as discussed in Chapter 2, AI has the 

potential to transform healthcare, however, as with any innovative technology, and as discussed in 

Chapters 3 and 4, ethical considerations must be considered. This is particularly important given AI's 

potential and significant impact on patients' lives. Just as Hans Jonas emphasised the imperative of 
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considering the future consequences of present actions, so too must developers and practitioners of 

AI in healthcare consider the potential long-term impacts of their decisions. (80)   

 

The main difference between the ethics of responsibility and other ethical frameworks is that this 

framework specifically emphasises the moral obligation and accountability of individuals for their 

actions and their consequences.(134) Therefore, stakeholders have a duty to consider the potential 

effects and consequences of their actions on other and the broader society. The ethics of responsibility 

framework accentuates the role of developers' integrity, patient-centered care, accountability, duty, 

transparency, continuous improvements, and the recognition of one's responsibility towards others. 

(140)  

 

5.4 Phronesis and Ethics of Responsibility 
 
In this section, I discuss Aristotle's concept of phronesis to consider how it might further assist in 

developing a framework of responsibility. Phronesis, which is derived from the Greek word for 

practical wisdom, is a philosophical concept that refers to the ability to consider general moral 

insights, values, practical consequences, and the wider impacts of actions in terms of the broader 

context. (147) Put differently, phronesis, which is a kind of art or skill, implies relating and balancing 

practicality [judgement] with general insights [theory]. (147) This practical wisdom is acquired through 

experience. In particular its acquisition includes the practice of a form of cognitive reasoning that 

involves reflecting on one's actions and asking: "What am I doing?" – and … considering how [one’s 

actions] impact the world and those around us … . Additionally, one should ask "Can I do this better?" 

while keeping in mind the well-being of both the world and others. (148) Practical wisdom embraces 

“peculiar interlacing of being and knowledge, determination through one’s own becoming.” (149) 

 

Aristotle referred to phronesis in his Nicomachean Ethics and defined it as the moral ability to engage 

in critical self-reflection and reasoning, seek truth, make sound decisions, and be aware of the 

outcomes of our actions. (147) A wise individual can rely on their moral understanding to make 

decisions in different circumstances. This understanding is influenced by internal guidelines derived 

from religious beliefs, education, personal conscience, and societal customs. (108,138,139)  

 

The integration of ethical considerations and context-specific judgments into the development, 

implementation, and use of AI systems in healthcare is a complex process that requires this kind of 

practical wisdom. Practical wisdom also implies recognising the complexity of healthcare contexts, 

including the unique needs, values, and preferences of patients and healthcare providers, as well as 
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the socio-cultural, legal, and regulatory aspects that impact the ethical implications of AI applications. 

Engaging diverse stakeholders, such as healthcare professionals, patients, ethicists, and policymakers, 

fosters inclusivity and shared decision-making and supports a more comprehensive comprehension of 

the ethical implications of AI applications in healthcare. (7,56)  As mentioned in chapter 4, 

transparency and explainability of AI algorithms and systems are critical for building trust, 

accountability, and addressing biases or errors. Applying the notion of phronesis to these ends will 

entail ensuring that as AI systems are continuously learning and adapting, they are continually 

evaluated for their impact and effectiveness in the context of wider regulations and ethical 

requirements. (7,56) 

 

By taking a multidisciplinary and integrated approach, healthcare organizations can address ethical 

concerns while maximizing the benefits of AI in healthcare and prioritizing patient welfare. The 

application of phronesis in the development, implementation, and use of AI systems in healthcare 

serves to enhance patient outcomes, improve healthcare delivery, and foster responsible and ethical 

use of technology in healthcare. (147) This is essential for developing effective AI regulations that 

account for the complex ethical and social considerations of AI in healthcare.  

 

In making decisions related to AI in healthcare, policymakers and regulators must consider the 

principles of Phronesis as part of an Ethics of Responsibility. This means carefully assessing the benefits 

and risks of AI technologies and ensuring they align with societal values. On the one hand, the 

Phronetic approach highlights the significance of patient-centered outcomes, emphasizing the 

importance of respecting and promoting the well-being and dignity of individuals. (139,150) On the 

other hand, the Ethics of Responsibility, emphasizes accountability and responsible decision-making. 

(45,140) This framework is particularly relevant when it comes to regulating AI in healthcare, as it 

ensures that developers, and users of AI technologies are held accountable for their actions.  

 

This framework can therefore be used by regulators to create guidelines and standards that encourage 

ethical and responsible development, deployment, and use of AI technologies. In developing 

regulatory frameworks for AI in healthcare, it is essential to consider the practical realities and context 

of the healthcare sector. This includes the complexity of medical decisions, the significance of human 

expertise, and the potential impact on patient-provider relationships. The direct application of 

phronesis in the context of AI is to guide the development of guidelines and regulatory frameworks in 

way that is nuanced. The World Health Organisation guidelines and frameworks should be adaptable 

and responsive to the rapidly evolving landscape of AI in healthcare. (151) This requires ongoing 
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monitoring and evaluation of AI systems and the development of mechanisms for addressing new 

ethical and social challenges as they emerge. By taking a Phronetic approach, regulators can develop 

nuanced policies that address these unique considerations and challenges, contributing to the safe 

and beneficial integration of AI in healthcare. The integration of AI technology in healthcare requires 

a careful and ethical approach. I content that  a framework that includes considerations informed by 

the insights of Phronesis and the Ethics of Responsibility can provide useful guidance for policymakers 

and regulators in navigating the complex issues surrounding AI in healthcare. (139)  

 

Another helpful aspect of Aristotelian thought is the notion of teleology. Aristotle posited that all 

objects, including human beings, have what he called a final cause or purpose. He claimed that "...for 

all things that have a function or activity, the good and the 'well' is thought to reside in the function" 

(147), which means that in achieving its purpose or goal, an object achieves its good. For example, the 

telos or ultimate purpose of a car is to transport, and a car is thus judged in terms of the extent to 

which it supports one's daily requirement of getting from one location to another without mechanical 

faults or breakdown. (147) In comparison to a car, the telos or ultimate purpose of AI in healthcare is 

a much more complicated and contested matter. Some argue that the justification for AI in healthcare 

is that it facilitates more accurate diagnoses and personalised treatment regimens and improves 

clinical workflows. ( 136) If the general purpose of healthcare is human health and well-being, a matter 

which is also subject to contestation, then the telos of AI in healthcare might be improved patient 

outcomes and well-being. (16) In particular, the justification could be improvements that might not 

be possible without the presence of AI in healthcare. On the other hand, some argue that the 

justification for incorporating AI in healthcare might be a matter of cost effectiveness or purely profit-

focused which could result in it being inimical to patient autonomy, and thus, ultimately, to well-being. 

(58) The nature of practical reasoning employed to ethical ends is such that it will entail acute 

awareness of such deeper goals, and their implications. It will also include constantly prioritising 

regulations that promote the ethical use of AI in healthcare and to ensure that AI is developed and 

equitably deployed to align with the values and goals of patients and healthcare providers. (147) 

 

Recognizing that some medical decisions may not alleviate suffering or improve quality of life, even if 

this is not the intention, highlights the need for phronesis in medical decision-making. While it is 

important to acknowledge that phronesis is fallible, it can protect and guide us when scientific 

knowledge falls short. (108,138,139)  It is crucial to acknowledge the boundaries of scientific 

knowledge when it comes to AI and place greater emphasis on cultivating practical wisdom to navigate 

uncertain decision-making scenarios. (108,138,139) In the absence of certainty, an Ethics of 
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Responsibility that is enriched by the cultivation of phronesis reminds us that we are nevertheless still 

accountable for our actions. (108,138,139) 

 

5.5 The possibility of failure  
 
As discussed in previous sections, accountability requires us to carefully consider the reasons behind 

our decisions and actions and be prepared to explain the moral basis for them. It also means being 

open to constructive criticism when our reasoning is flawed or when we receive new information. In 

this context, the ethics of responsibility recognizes the potential for mistakes and failures. As such, a 

moral agent must be willing to take responsibility for their decisions, even if it means accepting blame 

or facing consequences. (139) 

 

As mentioned above, decisions must frequently be made in the absence of certainty, and this is also 

the case for moral decisions. (108) Unlike certain more factual or concrete domains within the 

biomedical sciences, ethical questions cannot be answered with absolute certainty but instead rely on 

a "logic of validation" based on probability. (152) Therefore, a crucial component of the ethics of 

responsibility is the acknowledgement of fallibility; when making moral decisions we may make 

mistakes that have serious consequences. (108) However, inaction can also have equally harmful 

results. We must accept responsibility for our decisions, even though we cannot guarantee certainty. 

Instead, we should thoroughly explain our reasoning and the arguments behind our decision. (108) In 

this way, an ethics of responsibility does not guarantee perfect moral behaviour, but adherence to 

such a framework is more likely to ensure responsible, in the sense of considered, moral behaviour, 

which is a more realistic expectation for moral agents. (139) Recognizing the fallibility of human 

decision-making also entails recognising the value of learning from past mistakes that can contribute 

to the development of a more improved society. (108,139)  

 

5.6 An Ethics of Responsibility as an ethics of futurity 
 
As has been discussed throughout this thesis, the introduction of AI technology in healthcare has, and 

will continue to, broaden the range of ethical concerns to include more than just current human needs 

and daily interests. Responsibility requires that we also consider the impact of technologies 

developed, and in development, on "future generations”. (80) However, some argue that the 

uncertainty of the future makes it difficult to base moral decisions on predictions about what might 

happen. (108,138,139) 
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5.7 The future of AI in healthcare  
 
In the face of uncertainty about the future, Shannon Vallor's updating of virtue ethics may be helpful. 

(133) Vallor expands upon traditional virtue ethics, reformulating phronesis as “technomoral wisdom” 

and the virtues as “technomoral virtues,” to address unique challenges and ethical considerations 

posed by emerging and disruptive technologies and innovations, such as AI. (133) Vallor’s 

reformulation is likely to assist healthcare practitioners and stakeholders to go beyond narrow 

utilitarian and Kantianism considerations and consider the broader human values and societal impact 

of technological advancements. Technomoral wisdom provides a means to integrate ethics into the 

design, deployment, and governance of these technologies, promoting a future that aligns with ethical 

principles and virtues. (133) It involves developing the intellectual, moral, and emotional qualities 

necessary to make rigorous ethical decisions and navigate complex technological landscapes. (133) 

Similarly, to the original Aristotelian notion, technomoral wisdom goes beyond mere technical 

expertise and encourages practitioners to consider the broader social, environmental, and ethical 

implications of their work.  

 

Vallor emphasizes the importance of virtues such as honesty, humility, empathy, care, and justice in 

the development and use of technology. (133) Technomoral wisdom involves applying these virtues 

to anticipate and address the potential ethical challenges and unintended consequences of emerging 

technologies. It encourages stakeholders, developers, and practitioners to engage in ongoing ethical 

reflection, dialogue, and critique to ensure responsible and beneficial outcomes. (133) It also 

emphasizes the importance of interdisciplinary collaboration, seeking diverse perspectives, and 

engaging with stakeholders to ensure that technological innovations align with ethical principles and 

societal values. By fostering a culture of ethical inquiry, technomoral wisdom promotes continuous 

learning, improvement, and accountability in the realm of technology. (133) Technomoral wisdom also 

emphasizes a human-centred approach to patient care. Practitioners should prioritize the well-being 

and dignity of patients, understand their unique needs and values, and ensure that technological 

interventions enhance rather than harm the patient-provider relationship. Finally, it is essential to 

develop the necessary skills and knowledge to use healthcare technologies effectively and ethically. 

Technomoral wisdom encourages ongoing education and training to enable healthcare professionals 

to navigate and leverage technological advancements. (133) 

 

5.8 Potential recommendations  
 
Much of the discussion in this chapter has been at a more theoretical level with various suggestions 

and general ethical recommendations drawn from some of these theoretical observations. However, 
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when considering the deployment of AI in healthcare, integrating both Vallor’s notion of techomoral 

wisdom with the various insights associated with the ethics of responsibility can provide some 

practical guidance and more concrete recommendations. These recommendations aim to ensure that 

AI in healthcare is deployed in a manner that is ethically sound, respectful of patient rights, and 

advances equitable and high-quality healthcare outcomes. I propose the key recommendations 

derived from the discussion in this chapter: 

 

1. When designing AI systems for healthcare, patient well-being and human interactions should 

be given top priority. This priority can only be achieved by strongly emphasising virtues such 

as empathy, compassion, and accountability. Furthermore, by leveraging technical expertise 

and virtuous design principles, we can create AI systems that enhance the quality of care and 

respect patient autonomy. In short, developing AI systems for healthcare requires an 

unwavering focus on patient well-being and a steadfast commitment to virtuous design 

principles. 

 
2. Designers must prioritize transparency and explainability (as much as possible) in AI systems 

to promote trust among healthcare providers, patients, and stakeholders. This requires 

detailed documentation of algorithms, data sources, and decision-making processes to ensure 

understanding and accountability. By embracing the ethics of responsibility, designers can 

guarantee that all parties involved clearly comprehend how the AI system operates. 

 
3. Effective and responsible AI deployment in healthcare necessitates ongoing ethical reflection 

and dialogue among healthcare professionals, ethicists, policymakers, patients, and AI 

developers. Through collaboration, these interdisciplinary stakeholders can efficiently tackle 

emerging issues and establish unambiguous guidelines for navigating ethical challenges. 

Technomoral wisdom must be leveraged to promote and foster this collaboration, ensuring 

responsible AI deployment is achieved. 

 

4. Data Privacy and Security must be paramount when developing AI in healthcare. This requires 

robust data protection measures to safeguard patient information and ensure compliance 

with relevant regulations as well as ethical data governance practices that respect patient 

autonomy and informed consent. 

 
5. In the South African context, there is a need to address the pitfalls of POPIA such as data 

minimisation and data security; as the act does not specifically address the challenges posed 
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by AI in healthcare. Due to the numerous disparities in terms of data protection legislation 

between South Africa and other countries, there is a possible need to review the existing laws 

or enact supplementary ones that take into consideration addressing these specific concerns 

as well developing a new regulatory framework for data protection in AI medicine. 

 
6. Continuous monitoring and evaluation of the ethical implications of using AI in healthcare is 

crucial. The ethics of responsibility framework emphasises this point. Establishing mechanisms 

that assess the impact of AI systems on patient care, equity, and social justice is therefore 

necessary. In addition, regularly reviewing and updating ethical guidelines and policies is also 

crucial, to keep up with technological advancements. 

 
7. Ethical education and training is key to fostering technomoral wisdom and an ethics of 

responsibility. This should include a specific focus on learning about the ethical implications 

of AI in healthcare to equip healthcare professionals and AI developers with the knowledge 

and skills to navigate these ethical challenges, make informed decisions, and apply 

appropriate ethical frameworks effectively. 

 
5.9 Conclusion 
  
In this chapter, I discussed the ethics of responsibility, and used Aristotle’s concept of phronesis to 

navigate complex moral situations in order to ascertain the best ethical course of action for AI in 

Healthcare. In the context of AI in healthcare, I suggested that the ethics of responsibility can play a 

crucial role in guiding both manufacturers and individuals to make informed decisions. The advantage 

of this framework is its dual nature, in the sense that it is both forward and backward looking and 

open to the possibility of failure. The proposed framework, in tandem with the notion of phronesis, 

uses the insights gained from a deep understanding of the ethical implications of AI technologies to 

evaluate potential risks and benefits, to make an informed ethical decision. Phronesis also recognises 

the risk posed by biases, data security, privacy and promotes transparency and accountability. By 

leveraging phronesis, stakeholders can establish a healthcare system that serves everyone, and in 

particular, prioritizes patients' well-being. 
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5.10 Concluding remarks. 
 
In conclusion, implementing AI technology in healthcare systems in Africa has immense potential due 

to the high burden of disease, shortages of healthcare professionals, and limited resources. Despite 

the consequences and risks posed by AI within the healthcare context, the importance and advantages 

cannot be underscored.  

 

This thesis stresses the importance of deep ethical consideration in AI development to fully harness 

the potential of these technologies and to ultimately create a more efficient healthcare system. I 

approached the ethical consideration of AI in healthcare using moral norms, principles, ethical 

theories and certain moral frameworks to address unforeseen implications and comprehensively 

analyse AI in healthcare.  

 

In keeping with the principlist framework my discussion centred around the fundamental ethical 

principles of respect for autonomy, non-maleficence, beneficence, and justice, with an emphasis on 

the importance of trust in AI systems for their effective deployment. I then critically discussed the 

development of morally competent or “ethical” robots and explored different ethical frameworks, 

such as deontological considerations, consequentialism, and virtue ethics. In my discussion, I 

highlighted the strengths and limitations of these frameworks and explored their fitness for purpose 

within the context of AI in healthcare.  

 

Ethical risks are associated with various areas of AI, such as deep learning and machine learning. I 

provided a historical development of the ethics of responsibility and explored the concept of phronesis 

in relation to ethical responsibility. Thereafter, I suggested ethics of responsibility as a proposed 

framework because this framework provides us with both a forward and backward-looking approach 

to address contextually-associated risks whilst improving the acceptability of AI within the healthcare 

context.  

 

This thesis aimed to provide a comprehensive understanding of the ethical implications of AI in 

healthcare and offered a framework for ethical decision-making in this context. By examining various 

ethical principles and frameworks, this thesis also aimed to contribute to the ongoing discussion on 

how to ensure the responsible and ethical use of AI in healthcare. 
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