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Abstract

Evaluating the Industrial Application of Non-destructive
Inspection of Composites using Transient Thermography

J.E Kretzmann
Department of Mechanical and Mechatronic Engineering,

University of Stellenbosch,

Private Bag X1, Matieland 7602, South Africa.

Thesis: MEng (Mech)
March 2016

Transient thermography is a non-destructive testing method used in the de-
tection and visualization of sub-surface �aws. Transient thermography could
use one of two heating methods: step and square-pulse heating. Both these
methods rely on observing the temperature rise of a surface that is subjected
to a constant heat �ux, while square pulse thermography also observes the
subsequent thermal decay after the heat has been removed.

The transient methods have not been thoroughly explored in literature with
respect to the more popular methods, such as pulsed and lock-in thermography.
Particular interest has been placed on investigating transient thermography on
�ber-reinforced polymer (FRP) materials and its application in industry.

Composites are prone to �aws such as delaminations, voids and inclusions
that do not accurately represent �at-bottom holes, which are commonly evalu-
ated in experimental work. Therefore, the inspection of thin arti�cial air-gaps
and Te�on® delaminations were investigated. These arti�cial �aws can be
considered to represent either a fully-separated or contacting delamination. A
signi�cant reduction in defect contrast and de�nition was observed for the thin
delaminations, which is ascribed to the lower thermal resistance than that for
�at-bottom holes.

Further studies investigated the qualitative and quantitative performance
of thermographic inspection on defective samples provided by an industrial
partner. Experimental results demonstrated that variability in core geome-
try, ply arrangement, surface and sub-surface anomalies could be identi�ed.
The smallest detectable anomaly was found to be 1 mm wide, which was a
spatial resolution limitation of the infrared camera. The investigated samples
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ABSTRACT iii

exhibited small radius and low resistance defects. It was found that current
techniques to quantify defect depth are inadequate, especially if an accurate
reference depth cannot be found.

Thermography data is typically associated with subtle defect signatures
that are strongly a�ected by non-uniform heating and surface variability. Ad-
vanced processing methods have been shown to help mitigate these e�ects.
Various processing methods are reviewed from literature. Several methods
were tested here for the �rst time, such as: multiscale retinex, matched �lters,
Markov error contrast and modi�ed di�erential absolute contrast (IDAC) for
step thermography.

Transient thermography has shown to be a strong competitor amongst
other thermographic methods for its simple application, relatively fast inspec-
tion times, and high thermal contrast for low defect resistance cases. It further
enables the use of an entry-level infrared camera. The �ndings of the arti�cial
samples reported a maximum defect depth up to 7 mm was observed for clear
Plexiglas®. The clear Plexiglas® can be considered to be the least optimal
case of heating with optical excitation and has a low thermal emissivity. For
the carbon and glass �bre reinforced polymers, a maximum detectable defect
depth of 5 mm was observed, which is considered to be comparative or even
better than pulsed thermography. The method was particularly better for low
di�usivity materials, such as glass �bre composites.
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AFRIKAANS

(�Evaluering van die Industrële Toepassing van Nie-destruktiewe Inspeksie van

Saamgesteldemateriale met Oorgangstermogra�e�)

J.E Kretzmann
Departement Meganiese en Megatroniese Ingenieurswese,

Universiteit van Stellenbosch,

Privaatsak X1, Matieland 7602, Suid Afrika.

Tesis: MIng (Meg)
Maart 2016

Oorgangstermogra�e is 'n nie-destruktiewe tegniek om defekte onder die op-
pervlak waar te neem en te visualiseer. Oorgangstermogra�e kan een van twee
verhittingsmetodes gebruik: stap en vierkant puls verhitting. Beide tegnieke
is gebaseer op die waarneming van die temperatuur styging van 'n oppervlak
onderwerp aan 'n konstante warmtelas, terwyl vierkant puls verhitting ook die
temperatuur daling waarneem nadat die warmtelas verwyder is.

In vergelyking met meer populêre metodes, soos gepulseerde en geslote
termogra�e, is die oorgangsmetodes nog nie ewe deeglik beskryf in die litera-
tuur nie. Daar is veral belangstelling in ondersoeke na oorgangstermogra�e
vir veselversterkte polimere en die toepassing daarvan in industrie.

Saamgesteldemateriale is geneig om defekte soos delaminasie, leemtes en
inklusies te hê wat nie goed voorgestel word deur plat bodem gate nie, soos
algemeen gebruik in eksperimentele werk. Hier is die gebruik van dun, kunsma-
tige, luggapings en Te�on® delaminasies ondersoek. 'n Beduidende verlaging
in kontras en de�nisie is waargeneem vir dun delaminasies wat toegeskryf kan
word aan die feit dat dit 'n laer termiese weerstand het as plat bodem gate.

Verdere ondersoeke na die kwalitatiewe en kwantitatiewe vermoë van die
termogra�ese inspeksie van defektiewe onderdele voorsien deur 'n industriële
vennoot is gedoen. Eksperimentele resultate het getoon dat variasies in die
kern geometrie, laag oriëntasie, oppervlak en sub-oppervlak afwykings geïden-
ti�seer kan word. Die kleinste, waarneembare afwyking was 1 mm wyd, wat
toegeskryf word aan die beperkte ruimtelike resolusie van die infrarooikamera.
Die ondersoekte voorbeelde het klein radius en lae weerstand defekte getoon.

iv
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Dit is gevind dat bestaande tegnieke om defek diepte te vind deur die ge-
bruik van inversie metodes ontoereikend is, veral wanneer 'n verwysingsdiepte
nie akkuraat bepaal kan word nie.

Termogra�ese data word dikwels geassosieer met fyn defek kenmerke wat
sterk beïnvloed word deur oneweredige verhitting en oppervlakte variasies. Dit
is al gevind dat gevorderde verwerkingsmetodes die e�ek hiervan kan vermin-
der. Verskeie van hierdie tegnieke, soos gevind in die literatuur, is oorweeg.
Nuwe metodes, soos multiskaal retinex, bypassende �lters, Markov fout kontras
en aangepaste di�erensiële absolute kontras, word ook beskryf en ge-evalueer.
Die prosesseringsmetodes is geïmplimenteer in 'n oopbron sagteware pakket
en is getoets met voorbeelde uit die industrie.

Dit is getoon dat oorgangstermogra�e 'n sterk mededinger is in die versame-
ling termogra�ese tegnieke vernaamlik as gevolg van die eenvoudige toepassing
daarvan, relatief vinnige inspeksie tye en hoë termiese kontras vir gevalle waar
die termiese weerstand van die defek laag is. Verder is dit moontlik om intree-
vlak infrarooikameras te gebruik met hierdie tegnieke. Gebaseer op toetse met
kunsmatige defekte kon foute so diep as 7 mm onder die oppervlak gevind word
in helder Plexiglas®. Helder Plexiglas® is nie 'n ideale materiaal vir hierdie
tegnieke nie as gevolg van die materiaal se lae termiese emmisiwiteit. Defekte
so diep as 5 mm kon gevind word in koolstof- en glasvesel versterkte polimere.
Dit is vergelykbaar met en selfs beter as gepulseerde termogra�e. Die teg-
niek het veral beter resultate gelewer met materiale met lae di�usiwiteit, soos
saamgeselde veselglas materiale.
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Chapter 1

Introduction

The main focus of this study is to evaluate transient thermography as a com-
petitive non-destructive testing method alongside pulsed and lock-in thermo-
graphy. Transient thermography provides a more a�ordable setup that includes
the use of inexpensive halogen lights and the use of an entry level infrared cam-
era. This chapter will provide the necessary background information that will
put the study into context and further de�ne the project's objectives. Finally,
the chapter will conclude with an overview of the work performed.

1.1 Background

The bene�ts of non-destructive testing (NDT) techniques in the manufactur-
ing industry are understood, but the various methods often require expensive
equipment and technical expertise. Many times technical expertise can have
an in�uence on the interpretation of the data. Therefore there is a need for
research into simple non-destructive testing methods for both in-house and in

situ testing of materials. Using a NDT method to evaluate materials in op-
eration provides not only the state of material integrity but also provides an
added bene�t of further understanding material mechanics and behaviour.

The growing use of �ber-reinforced polymer (FRP) composites in the au-
tomotive, aeronautical, marine and defence industry has placed more interest
on the investigation of these materials' performance (Ibarra-Castanedo et al.,
2007). Their high strength-to-weight ratio, sti�ness, durability and corrosion
resistance make them a desirable material for various in-service roles. How-
ever, their success and performance relies, to a large extent, on the variability
in substrate bonding, strength of inter-laminar adhesion, polymer thickness,
the manufacturing process and consequently on the reliability of the quality
control method. Poor quality control methods may deliver composites that
are more susceptible to intrinsic defects, such as air voids, debonds and con-
taminates. These �aws or irregularities make them more susceptible to accel-
erated in-service debonds and delamination that leads to premature failure.

1
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CHAPTER 1. INTRODUCTION 2

For this reason NDT methods are conducted to inspect and characterize the
�aws within composites.

Non-destructive testing with infrared thermography (IRT) has gained more
attention over the last 40 years. IRT presents favourable performance speci�-
cally towards composite material testing. IRT is inherently sensitive to near-
surface anomalies (Maldague, 2001) and most FRP composites are relatively
thin structures. Equally there is a shift towards automated NDT testing
(Madruga et al., 2009) for batch product processing and IRT has a potential
to further simplify user interaction and interpretation through images known
as thermograms. There is an obvious need to �nd a suitable NDT method
that is both a�ordable and simple to use.

1.2 Quality Control with NDT

For completeness, established non-destructive techniques (NDT) are brie�y
discussed for composite inspection before the attractive qualities of the thermo-
graphy is highlighted.

1.2.1 Electromagnetic & Electric Testing

Carbon-�bre reinforced polymer composites (CFRP) can be evaluated using
resistive eddy-current or resistive capacity eddy current testing (Starnes, 2002).
These techniques can determine orientation of ply stacking, however it needs
a conductive material with typically a high �bre-volume ratio. Moreover this
method is insensitive to delaminations, material porosity and non-conductive
inclusions (Starnes, 2002). The detection process assesses the composite by
inducing a magnetic �eld over one side of the composite with a primary coil,
while a receiver coil on the other side captures the changes in magnetic �eld.

Magnetic techniques closely resemble eddy current NDT methods and com-
monly evaluate ferrous materials for corrosion, pitting and crack detection.
There are currently four methods that include magnetic induction, the �ux-
leakage method, magnetic resonance imaging (MRI) and nuclear magnetic
resonance imaging (NMRI) for small lab specimens (Starnes, 2002). These
methods are applicable to metallic composites, such as soft magnetic compos-
ites (SMCs) which have ferrite shavings within the epoxy resin (Stabik et al.,
2010). Notably the MRI and NMRI techniques do not need magnetic materials
but only small specimens can be evaluated in a controlled environment.

1.2.2 Vibration Testing

Vibration methods require intimate contact between a specimen and mechan-
ical transducer coupled by a medium, such as oil or water. These methods
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CHAPTER 1. INTRODUCTION 3

work on the propagation and re�ection of sound waves applied to the speci-
men's surface. A defect causes a change in material density that a�ects the
attenuation and re�ection of the received wave.

Ultrasonic testing is one of the more popular vibration methods that is
commonly used to detect �aws, inspect quality of welds and estimate mate-
rial thickness. Many standards exist for ultrasonic NDT methods on a variety
of materials. The typical advantages include the detection of minute �aws
and high penetrating power that allows detection of deep �aws (Drury, 2004).
Ultrasonic testing is often performed on metal alloys, though it can also be
performed on wood, concrete and composites with less resolution (Brigante,
2014). Nonetheless the method requires extensive technical knowledge for the
interpretation of a localized signal. The method also requires surface prepa-
ration for rough or uneven materials. The signal can be a�ected by material
contours and generally requires a follow up with other NDT methods (Birks &
Green, 1991). The inspection requires rigid clamping of the entire tested part
making in situ testing challenging. Components that are irregular in shape or
very small or thin are also di�cult to inspect.

Coin-tap testing, is one of the oldest NDT methods used on composites to
determine defects. It is currently the most simple and inexpensive inspection
method, however the method is localized and qualitative in nature (Kim, 2008).
Interpreting the location and size of an anomaly may be di�cult and relies on
the experience of the user.

1.2.3 Microwave Radar

Microwave radar testing observes re�ected or absorbed energy when an elec-
tromagnetic beam encounters a discontinuity within a material. Discontinu-
ities, such as voids, rebars, delaminations and porosity can be detected by
the interpretation of transmitted waves (Starnes, 2002). This method is fre-
quently used to evaluate concrete structures, bridges and pavements and has
proven to detect �at inclusions and discontinuities (Nezadal et al., 2013). The
technique surpasses the previous methods, by its low cost, deep penetration
in non-metallic materials, two-dimensional resolution and its non-contact mi-
crowave sensor. However, to produce this two-dimensional image, tests must
be repeated over equally spaced grid points on the target's surface. The proper
application of microwave testing will unlikely exceed safe radiation limits, how-
ever steps should be taken to avoid over exposure (Nezadal et al., 2013).

1.2.4 Shearography

A method based on the interferometry of coherent light is shearography. The
method generates two laser speckle patterns under di�erent strain conditions,
which are superimposed to extract the necessary data. These strain condi-
tions can be induced by vibrational excitement, vacuum and thermal stressing
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(Starnes, 2002). Detection of �aws and estimation of anomaly depth can be
achieved with this method. Typical defects that can be detected include delam-
inations, debonds, cracks, porosity, corrosion and moisture ingress. However,
the cost involved with the purchase of shearography equipment is high (Findeis
et al., 2014).

1.2.5 Radiography

Radiography and its di�erent forms are well understood. The technique re-
quires penetration of high frequency electrical radiation (X-, gamma, beta or
neutron rays) in a material which is then recorded on a �lm. More expen-
sive systems use digital X-ray sensors. The array of radiographic methods are
limited in the inspection of FRP composites, because they cannot detect inter-
laminar defects such as debonds and delaminations (Starnes, 2002). Detection
of imperfections perpendicular to rays are impossible. However, these meth-
ods can detect structural composition, density, �bre-volume ratio, moisture
content and permeability thickness of a composite. A non-radioactive method
that falls under radiography is liquid dye penetrant testing. This technique
exposes surface defects by the application of a dye that is viewed under elec-
tromagnetic radiation such as light or ultraviolet light. The penetrants may
be toxic and require a clean and smooth surface.

1.2.6 Thermography

Thermography is a surface measurement technique that relies on an infrared
camera to convert infrared energy into a measurable signal that can be dis-
played as an image, known as a thermogram. Internal anomalies are observed
as hot or cold spots as a result of a temperature contrast between a sound
(free of defects) and a defective region. Basic equipment includes an exter-
nal energy source and an infrared camera. The raw signal typically exhibits
subtle defect signatures and requires enhancement through the application of
signal processing methods. Much research has been performed on establish-
ing a foundation for quantitative analysis of defects in metals, polymers and
concrete (Ishikaw et al., 2013). Active infrared techniques have been used to
assess damage in structural aerospace parts made out of carbon �ber rein-
forced polymer (CFRP) (Susa et al., 2007) and glass �ber reinforced polymer
(GFRP) composites (Shepard, 2007; Badghaish & Fleming, 2008). Detection
and characterization of surface and subsurface debonds and delaminations are
possible in thin composites (Biju et al., 2009; Theodorakeas, 2011). Impact
damage was also investigated by Meola & Carlomagno (2014).

There are various energy sources for stimulating heat on a target's surface
which include: vibration, heated blanket, hot air, eddy-current heating and
optical illumination being the more popular method (Servais, 2006; Maldague,
2001). In a similar manner, the target specimens can be cooled down as long as
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the material experiences a change in temperature. However heating methods
are preferred as the heat input can be more easily controlled.

Even though other NDT methods can detect anomalies within FRP com-
posites, the most attractive quality of thermography is the ability to scan fairly
large samples quickly before focusing on areas of concern to achieve better ac-
curacy. In addition the approach does not require physical contact with the
inspected surface. The e�ect of geometry and surface curvature has negligi-
ble e�ect on the actual measurement (Shepard, 2007) but these geometries
are more prone to non-uniform surface heating, which is a major problem in
thermography.

1.2.7 Summary

Ideally all these methods present limitiaions and should be recognised as com-
plimentary tools to be used in parallel with other NDT methods; but this can
be economically challenging. The implementation of NDT needs to be cost-
e�ective, accurate, easy to use and allow for in situ testing. Many techniques
experience di�culties when it comes to anisotropy, thickness, electrical resis-
tance, variable ultrasonic attenuation and non-magnetism (Cielo et al., 1987;
Varis et al., 1994; Starnes, 2002) all of which are common in FRP structures.
Most of the time user experience is the primary resource in e�ective quality
control management.

1.3 Motivation

Optical thermography describes a method in which a material's surface is
heated by a photo-thermal energy source and the surface temperature distri-
bution is measured using an infrared camera. Optical thermography presents
some key advantages in comparison with the other available technologies for
composite material testing, namely:

� portable and non-contacting,

� inspect relatively large areas in a single snapshot,

� allows fast inspection rates,

� data is contained in a picture or video format which grants rapid decision
making,

� data is easily stored and retrieved with any common laptop and

� the safety of personnel is guaranteed when compared to radiography
(Servais, 2006).
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The most widely used directions in optical thermography have been towards
pulsed and lock-in thermography. Lock-in thermography requires periodic heat
input to stimulate an oscillating steady-state thermal response on a target
material's surface. In addition to the long inspection times required to obtain
thermal stabilization, the method requires the inspection to be performed for
other modulating frequencies in order to detect all �aw depths. This is because
the modulating frequency of the input is linked to the probing depth of the
inspection. In pulsed thermography the surface is �ashed with high-power
xenon lamps. These xenon lamp systems are typically more expensive than
halogen �ood lamps and both methods require additional power controllers
and high-current power supplies.

A particular focus of the current study has been on the application of tran-
sient thermography which requires heating of the target surface by a constant
heat input for a duration that lasts from one second to several minutes us-
ing halogen lamps. The heating and cooling phases are generally observed
for �aws. Transient methods are expected to combine the advantages of both
lock-in and pulsed thermography without sharing the drawback of long in-
spection times of lock-in and the need for costly light systems. The particular
bene�t in transient thermography compared to pulsed thermography is that
the total heat-input can be easily increased by increasing the power and dura-
tion of the heating. This makes transient thermography a promising method
for inspecting deeper defects than pulse thermography (Ishikawa et al., 2013).
There have been few attempts made on the inspection of defects with tran-
sient thermography and the few applications have been performed without any
theoretical basis (Dumoulin et al., 2011; Balageas & Roche, 2014).

Many of the thermographic studies have been performed on �at-bottom
holes, which do not represent true �aws in composites. True �aws may in-
clude resin variations, inclusions, open (fully separated) or closed (contact-
ing) delaminations. Flat-bottom holes are considered to have a large thermal
resistance, while the true �aws are �nite in thickness and typically exhibit
signi�cantly lower thermal resistances. The lower thermal resistance has a
corresponding e�ect on thermal contrast and defect detectability. Therefore
the e�ect of thermal resistance, i.e. the �aw types are compared. This will
describe the limitations or transient thermography in industry.

In this study an entry-level infrared camera will be also used, which high-
lights the a�ordability of a thermography system compared to other NDT
methods. Furthermore the availability of qualitative and quantitative process-
ing software is limited and the project aims to provide an open-source software
package containing current thermographic algorithms.

There has been little worked performed in South Africa and possibly Africa
on thermography as a quantitative NDT method. Currently no authoritative
body exists within South Africa that deals with defect characterization. Simi-
larly, there is a lack of o�cial standards and procedure guidelines that describe
the bene�ts and limitations of thermography (Maierhofer et al., 2014).
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1.4 Objectives

This research is aimed at evaluating detection and quanti�cation of defects
within polymethyl methacrylate (PMMA), carbon and glass FRP composites
by transient thermography. Moreover specimens taken from industry that have
not been properly manufactured or cured will also be evaluated without any
prior knowledge of the �aws. Exact details of the material �aws will be only
made available after conclusions about the materials integrity has been drawn.
This will help determine the actual performance of transient thermography for
industrial applications where defect knowledge is not known a priori. There
is currently a need to:

1. broaden the scope of knowledge within South Africa,

2. explore the application of transient thermography as a competitive com-
mercial NDT system,

3. develop an open-source processing package for thermography,

4. experimental evaluation of the performance to other IRT methods,

5. evaluate the performance of popular processing methods, and

6. assess impact of energy input on material variability, such as thermal
properties, �bre content and �aw types.

1.5 Organisation

This thesis is divided into 6 main chapters and 7 appendices. In Chapter 2,
active transient infrared thermography is �rst established before presenting a
literature review on advanced signal processing methods and defect character-
ization methods.

Chapter 3 discusses the experimental setups and procedures on how a suit-
able transient heating setup was achieved. Further details about the samples
and the defects are also provided. Subsequently, image processing algorithms
are introduced in Chapter 4. This will familiarize the reader with favourable
techniques available for transient thermography before discussing their e�ects
in Chapter 5. These algorithms are included in an open-source application
available at http://tinyurl.com/ptu25n7. Lastly in Chapter 6, the preced-
ing chapters and experimental results are discussed before conclusions and
recommendations are proposed.
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Chapter 2

Nondestructive Testing With

Thermography

2.1 Terminology

Throughout this thesis the term target specimen refers to the material or sam-
ple under investigation. The material has its largest surface area normal to
the camera. Lateral defects are considered to be parallel to this area and the
defect depth is the perpendicular distance from the inspection surface. The
terms debond, delamination, defect, �aw and anomaly are all sources of change
of thermal resistances and can be used interchangeably throughout this thesis.
However defects can be considered as deliberate inclusions or �at bottom holes
of known dimensions, where as anomalies and �aws refer to unusual changes
in thermal resistance being present in samples with unknown defect history.
Lastly, the term delamination is the local debond of plies that can either be
separated or in contact with the adjacent laminate plies.

2.2 Fundamentals of Thermography

Non-destructive testing with active infrared thermography requires the target
material's surface to be subjected to a thermal stimulus. The rise in the surface
temperature causes heat to di�use towards the material's cooler interior and
can be visualized as successive wavefronts moving through the material over
time. When these wavefronts encounter a local change in thermal properties,
such as a delamination, the wavefront alternatively slows down or speeds up
depending on the thermal properties of the discontinuity. In the event of the
thermal wave slowing down, the region will experience increased heating, or
in the other case of the thermal wave speeding up, the region will dissipate
heat faster towards the rear face of the material. The internal interference
produced by successive thermal fronts at this region will reverberate towards
the surface over time. The extent of this is di�erent for a non-defective and

8
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defective region and will induce a thermal contrast between these regions. The
delamination can now be observed as either a hot or cold spot. This thermal
contrast provides the ability to detect subsurface anomalies provided that the
thermal properties of the anomalies are di�erent to the bulk thermal properties
of the host material.

2.2.1 Common Thermography Scenarios

Several preferred thermographic scenarios have emerged earning them their
characteristic names such as lock-in, pulsed and transient thermography and
they di�er in the way they deliver energy. For example, lock-in thermography
requires a square or sinusoidal heat pulse, pulsed thermography requires an
instantaneous heat pulse and transient requires a long pulse of energy. Each
method can be performed with di�erent sources of thermal excitation as men-
tion in Chapter 1.

Preferred inspection scenarios rely mostly on optical illumination demon-
strating its e�ective role in active thermography. Optical illumination is chosen
in this project for the following advantages: fast inspection rate; non-contact
observations; easily controlled through common line voltage, power supplies
or batteries; the light-bulbs are replaceable at a fraction of the cost of other
lighting and the variety of bulb shapes allow design of heating apparatus for
complex and curved shapes. However there are problems associated with op-
tical heating. An inherent problem is deploying a fast and uniform heat over
the entire surface of the sample (Ibarra-Castanedo et al., 2013). Non-uniform
heating and thermal losses introduce spurious contrasts that a�ect defect de-
tectability and characterization in the raw thermogram.

E�ects that are not a result of optical heating but rather material properties
include surface emissivity. Emissivity of the target material a�ects both the
absorption of energy and the strength of the signal that reaches the infrared
camera. Local variation in emissivity has a noticeable e�ect in the amplitude
of the thermal signal. The signal being measure can be strongly contaminated
with ambient infrared re�ections especially for low emissivity materials.

Appendix A discusses the theory behind optical heating and the photo-
thermal properties that need to be considered when using an infrared camera.

2.2.2 Qualitative Versus Quantitative

The direction of thermography has been to detect and quantify defect pa-
rameters in composites since changes in the composite physical structure have
a recognized degradation in the composite's performance and expected life-
time. Thermography is naturally qualitative enabling the detection of sub-
surface anomalies. However thermal di�usion e�ects alter the lateral size of
the anomaly and the actual size can not be correctly evaluated. In addition,
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knowing the depth and thickness of the anomaly can provide more critical
information on the extent of the damage.

This had led to the application of two thermographic approaches: active
and passive. For the passive approach, the specimen is itself the source of the
temperature di�erence and usually involves steady state thermal conditions,
i.e. external excitation is not employed. Passive approaches can include de-
tection of water ingress (Laurens et al. 2003, Ibarra-Castanedo et al., 2007)
in sandwich-composites and tensile fatigue (Steinberger et al., 2006) in FRP
composite plies. This method can be applied to any mechanical application
that will undergo localised heating in stress regions or generate heat during
operation.

Active thermography on the other hand requires thermal excitation. Active
thermography requires surface temperature measurement as a function of time.
Only through time-resolved thermography can the depth and thickness of a
�aw be measured (Maldague, 2001; Sultan et al., 2012). Naturally active
thermography provides both qualitative and quantitative measures to be able
to fully describe the presence of anomalies.

2.2.3 Re�ection Versus Transmission

Each thermographic scenario can be implemented in two common modes,
namely re�ection and transmission. In the re�ection mode, heat is delivered
to the same side from which the thermal response is measured, whereas the
transmissive mode relies on observing the thermal response from the opposite
side to that of the heated surface.

Re�ection mode allows the empirical measurement of defect depth as a
function of time, which is lost in the transmission mode (Maldague, 2001).
This is because the thermal waves will travel the same distance, or time, to
the back of the sample in the transmission mode regardless of the thermal
waves being attenuated by the presence of a defect.

The re�ection mode is suitable for in situ inspection as only one side of
the specimen is needed. It is best suited for near-surface defects or inspection
of coating thickness (Vavilov et al., 1993). The transmission mode is only
preferred when inspecting deeper defects in thicker layered composites and
for di�usivity measurement techniques (Parker et al., 1961). In addition, this
mode is known to produce a low thermal resolution of defects.

2.3 Heat Flow Theory

The application of thermography is straightforward. However the main issue
in thermography is that the heat �ow inside a solid is complex. The complexity
originates from molecular composition of the material that can be described
through macroscale thermal properties, such as thermal conductivity, density,
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e�usivity, porosity and speci�c heat. In order to characterize defects the e�ects
of conduction need to be understood.

2.3.1 Thermal Conduction

Heat �ow is governed by a temperature di�erence with heat moving from a
high to low temperature region until thermal equilibrium is reached. The rate
at which heat �ows in a solid body is often expressed by the material's thermal
conduction. Fourier's law of conduction de�nes the steady-state heat �ux in
an arbitrary direction r as (Fourier, 1952)

Φ = −kA∇Tr , (2.3.1)

where k is the thermal conductivity, A is the cross-sectional area normal to
heat �ow and ∇T = ∂T/∂r de�nes the temperature gradient. The negative
sign describes the �ow is opposite to the direction of the gradient.

Active thermography is however a non-stationary process that relies on
transient heating and cooling. Transient �ow through a solid is a complex
three-dimensional problem that can be described by Fourier's heat di�usion
equation, which combines the law of conservation of energy with Fourier's law,
Equation 2.3.1. The spatial and temporal distribution of heat can be modelled
as

∂2T

∂x2
+
∂2T

∂y2
+
∂2T

∂z2
= ∇2T =

1

α

∂T

∂t
− Q

k
, (2.3.2)

where all thermophysical properties are assumed constant, T is the temper-
ature at time t and Q > 0 represents internal heat generation or heat loss
Q < 0. The Laplacian operator for a Cartesian coordinate system is de�ned
by ∇ where principal axes x and y forms a plane parallel to heated surface
and z describing the direction normal to this surface, or alternatively seen as
the thickness or defect depth direction. The thermal di�usivity is α:

α =
k

ρcp
, (2.3.3)

where ρ is the density and cp is speci�c heat for constant pressure, which
together describes the volumetric heat capacity. The thermal di�usivity de-
scribes the speed of material's thermal response to a change in temperature
and is a product of steady state conduction k.

The right hand-side of Equation 2.3.2 describes the transient transport
process resulting in a time-rate of change of internal energy produced by un-
balanced heat entering or leaving the representative volume while the left hand-
side describes the conductive (steady-state) change in temperature.
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2.3.2 Characteristic Length

In order to visualize the behaviour of heat �ow within a material and the
non-stationary heat conduction described in Equation 2.3.2, it is necessary to
evaluate the thermal behaviour of a material experiencing a single momentary
impulse of energy. Solving the three-dimensional Fourier equation for a Dirac
delta function is di�cult since an analytical solution does not exist for a non-
linear partial di�erential equation. However the use of the one-dimensional
model allows one to simplify Equation 2.3.2. The one-dimensional Fourier heat
equation for conduction in a planar medium with constant thermal properties
and no heat generation is expressed as

∂2T (z, t)

∂z2
=

1

α

∂T (z, t)

∂t
, (2.3.4)

where z is the direction normal to the planar surface at time t. This model
assumes the di�usion normal to the surface to be signi�cantly greater than the
lateral di�usion with no thermal loss from sample surfaces.

Now Equation 2.3.4 can be solved for a semi-in�nite homogeneous medium
undergoing a Dirac delta impulse at the surface z = 0 from an initial temper-
ature Tamb to Ti producing a temperature response (Carlsaw & Jaeger, 1959)

T (z, t)∞ = Ti + (Tamb − Ti) erf
(

z

2
√
αt

)
, (2.3.5)

where erf is the Gaussian error function. By di�erentiation of the temperature
response, the heat �ux density q = Φ/A can be estimated as (Marin, 2010)

q∞ =
(Ti − Tamb)
e
√
πt

exp
(
− z

2

µ2
t

)
, (2.3.6)

where e =
√
kρcp is the thermal e�usivity and the heat �ow is described as a

Gaussian decay of energy in time with a characteristic width of

µt = 2
√
αt (2.3.7)

This equation actually provides a notable feature in visualizing the tem-
perature front as travelling a distance in time t before being attenuated by
a factor of 1/exp when di�using one di�usion length from the heated surface
(x = 0). In other words it describes the heat �ux amplitude at di�erent depths
in the material. This de�nition is regarded as the characteristic length µt or
e�ective thermal di�usion length that can further describe three dimensional
di�usion over a sphere of radius µeff .

Thermography measurements using an infrared camera represents only heat
released within the thermal di�usion length of the sample surface and the fact
that the thermal front being a critically damped amplitude as time goes on
makes thermography only suitable for near surface defects and thin samples.
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This could be another possible reason why interest is placed on inspecting
composites with thermography.

2.3.3 Characteristic Time

The time needed for heat to di�use through a conductor of characteristic length
L, is known as the characteristic time

tc ∼
L2

α
. (2.3.8)

Cielo et al. (1987) observed a similar relationship relating the square of
depth and di�usivity for emerging defects. Later a observation time describing
a defect at depth L below the measured surface was theoretically proven and
experimentally validated in de�ning the observation time of a defect (Karbhari,
2013; Marin, 2010; Sun, 2006; Ringermacher, 1998). The ratio also describes
a well-known dimensionless number known as the Fourier number de�ned for
transient heat conduction.

For most composite solids having a thermal di�usivity α ∼ 10−5 m/s and
characteristic length L ∼ 10−3 m, the di�usion time tc = L2/α is estimated
around 10−1 s. The signi�cance of this characteristic time allows the de�nition
of an appropriate acquisition time. This time describes a rough estimate of
time when heat that has reached the back-wall is displayed on the surface
of specimen in re�ection mode. This characteristic time is reasonably short
compared to the average time of a thermal inspection and the times of deeper
defects emerging. The reason why deeper defects appear much later is the
result of limited camera sensitivity and the amount of excitation applied to
the surface. The surface will still experience changes from subsurface di�usion
at early times regardless of a limited ability to measure it (Shepard et al.,
2014). To conclude the time heat travels to the back surface is una�ected by
input energy, but an increase in input energy is expected to increase defect
contrast.

This relationship is clearly illustrated by the solution of a one dimensional
slab of �nite thickness exposed to an instantaneous heat pulse. Figure 2.1
illustrates the change in surface temperature for the slab model of di�erent
thickness L in the double logarithmic domain. The surface response is seen
to follow a constant decay typical of the one dimensional semi-in�nite model
before reaching a thermal steady state originating from the back-wall re�ec-
tions. Two well-de�ned asymptotic curves are observed for each thickness L
that intersect at a time t′ = L2/απ which connects a measurable point in
the surface thermal response to a particular slab thickness and corresponds to
Equation 2.3.8.

Consequently if the di�usivity is known plate thickness can be �quite pre-
cisely� determined and the reverse is also true when thickness is known (Ringer-
macher et al., 1998). Therefore a defect at a set depth will cause termination of
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Figure 2.1: Response of semi-in�nite and slab model to Dirac delta heating
showing the breakpoint for three di�erent thickness values L (adapted from
Karbhari, 2013)

the one-dimensional thermal response in much the same way as the back-wall
does. Although L is by strict de�nition the slab thickness which describes a
defect having a in�nitely large adiabatic planar surface with a in�nitely large
thermal resistance. In reality a defect or delamination may be �nite in size
and have a relatively low thermal resistance. The relationship nevertheless
provides the de�nition, that for a constant thermal di�usivity, depth is related
to a characteristic time of observation using thermography in re�ection.

The characteristic time for defect depth, tc ∼ z2/α, indicates that only
at longer times will deeper defects emerge on the surface and for a lower
di�usivity the time is further delayed. At these longer times, three-dimensional
di�usion will take preference reducing the thermal contrast of these deeper
defects independent of diameter. In fact the thermal contrast C is proportional
to the cube of depth (Allport & McHugh, 1988):

C ∼
1

z3
(2.3.9)

This observation is valid for homogeneous isotropic material and, in the
case of anisotropic materials, the depth probing is even more constrained.

2.3.4 Signi�cance of One-Dimensional Model

The one-dimensional Fourier equation is considered for its simplicity and has
allowed further understanding of the heat �ow phenomenon. It has provided
relationships through the thermal di�usion length and characteristic thermal
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times and more importantly been applied to many image processing algo-
rithms. The �rst use of the one-dimensional model was by Parker et al. (1961)
to determine the thermal di�usivity for a plate of uniform thickness under
ideal �ash thermography conditions. Parker et al. showed that by knowing
the thickness of the sample and determining the half-maximum rise time of the
back-wall temperature response the material's di�usivity could be determined.
This suggests that depth is a function of both time and material di�usivity.
Another method to calculated di�usivity was proposed by Cernuschi et al.
(2002) that uses the �ash method in re�ection mode.

Shepard et al. (2014) con�rmed the material's thermal response follows
the one-dimension model reasonably well for a homogeneous material but de-
viates from this model at times when the heat �ow reaches internal thermal
heterogeneities. The model still holds reasonably well for shallow defects in
anisotropic materials and provides good results for homogeneous materials
(Susa et al., 2006).

2.4 Lateral Di�usion

The one-dimensional model describes heat �ow of a homogeneous material that
is subjected to a uniformly distributed heat �ux and assumes one-dimensional
di�usion normal to the surface. This is unfortunately not the case for real ma-
terials, especially for composite materials, that are prone to three-dimensional
di�usion. Thermal di�usion perpendicular to the heated surface provides the
ability to inspect internal defects however di�usion parallel to this surface is
described as lateral di�usion and is an inherent and unavoidable problem in
thermography. Lateral di�usion is accelerated by non-uniform heating and
local changes in the geometric shape and thickness of a material (López et al.,
2014b). Even for a perfect distribution of surface heat, lateral di�usion will
eventually occur when the thermal wavefronts experience a change in thermal
resistance and instead of being perfectly re�ected towards the surface tend to
spread laterally over the face of the defect. Lateral di�usion is increased for
material anisotropy with higher thermal conductivity in the �bre directions
(Varis et al., 1995).

If one recalls the thermal di�usion length µeff = 2
√
αt which describes

heat �ow in three-dimensional space from a point source, one can see that
lateral di�usion will increase with time. Considering that there is an obvious
connection between time of emerging defects to their depth, shallow defects
will emerge at early times and will be less a�ected by lateral di�usion. While
for deeper defects that appear at later times, the di�usion in all directions is
signi�cant.

In addition lateral di�usion is in�uenced by volumetric heating and edge
e�ects caused by defects of �nite diameter and thickness (Saintey & Almond,
1995). For a large and shallow sub-surface defect, the heat is trapped in
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a small volume above the defect causing the volume's temperature to elevate
rapidly, which produces a high surface contrast. However the high temperature
gradient between the trapped heat and the surrounding sound area produces
high di�usion rates from the center of the defect towards the defect edge. The
increase in lateral heat �ow causes the surface to experience a rapid reduction
in defect size and rounding of the temperature pro�le on the surface seen in
Figure 2.2. This process is known as the edge-e�ect. For a deeper defect
the volume above the defect is much larger and the material remains cooler,
producing a smaller thermal contrast. Adding more heat into the control
volume will increase the thermal contrast over time but the lateral di�usion
e�ects become signi�cant.

front surface 

back surface 

increasing time 

control 

volume of 

trapped 

heat 

lateral 

diffusion 

defect 

front surface 

back surface 

increasing time 

thermal contrast profiles along surface  

Figure 2.2: The consequence of edge e�ects and lateral di�usion on the thermal
contrast of defects

The thickness of the defect a�ects the thermal resistance and amount of
heat trapped. For relatively thick defects, in the case of �at-bottom holes, the
contrast is high and the edge e�ects only cause reduction in thermal contrast
size. For relatively thinner defects, speci�cally when the defect diameter is
small, the edge e�ects have a chance to meet up on the back-side of the de-
fect and reduce the heat trapped above the defect, which further reduces the
contrast.

Because there is a combined e�ect of defect depth, thickness and lateral
diameter, defects should be rather assessed on their diameter-to-depth ratio
under the surface known as the defect's aspect ratio:

AR =
D

z
, (2.4.1)

where a large ratio is less likely to be a�ected by lateral di�usion and blurring.
An empirical rule of thumb for pulsed thermography says that the radius of
the smallest detectable defect should have an aspect ratio AR of at least two
(Madague, 2000, Omar et al., 2005, Shepard, 2007). As AR approaches unity
or less, the thermal contrast between the sound and defect area is often at a
level comparable to the noise level of the infrared camera (Karbhari, 2013).
Therefore the defects that can be detected accurately are limited to large and
shallow defects.
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2.5 Thermal E�usivity

The thermal e�usivity is de�ned by e =
√
kρcp and expresses the rate a

material can absorb or release heat to another material in contact. Since
the interface is governed by two materials with their own thermal e�usivity a
thermal mismatch factor, or re�ection coe�cient, is de�ned (Karbhari, 2013)

Γhost/inclusion =
ehost − einclusion
ehost + einclusion

, where − 1 ≤ Γ ≤ 1, (2.5.1)

which describes the variation in thermal properties of an inclusion (defect
or delamination) at an interface within the host material. A |Γ| value close
to one describes a large di�erence in thermal properties of the materials in
contact and the net �ow of heat is limited by one of the materials. The
limiting material can be regarded as having a thermal resistance. A high
thermal resistance encourages the re�ection of heat back towards the surface
producing a relatively higher contrast than for a interface allowing heat to
pass through unre�ected. Consequently when Γ = 0, the inclusion is perfectly
matched, or thermally transparent, with the bulk material and little or no
contrast will be observable on the target surface (Marin, 2010). Therefore the
thermal mismatch factor is an indication if inclusions or defects will become
observable in thermography. One must note that e�usivity is not the strict
de�nition of thermal resistance but merely an indication of it. This has a
practical implication on the type of inclusion used to arti�cially replicate a
delamination.

2.6 Transient Thermography: Step and

Square-pulse Thermography

Transient thermography methods include step and square pulsed thermography.
For both these methods the surface of the material is heated and simultane-
ously recorded for a duration from one second to several minutes. Square
pulse thermography requires the additional recording of the subsequent cool-
ing phase once the heat has been removed. The cooling phase is recognised to
allow deeper defects to gain higher contrast. Usamentiaga et al. (2012) noted
that the cooling phase shows slightly better results than the heating phase,
even though shallow defects begin to appear during the heating phase.

Some applications of step heating include measuring surface coating thick-
ness and thermal di�usivity of multi-layered coatings (Maclachlan Spicer et
al., 1998). Badghaish & Fleming (2008) recognised that material thickness
estimations using a characteristic time can be extended to evaluate depth of
�at-bottom holes in glass �bre composites for defect depth estimation. An
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empirical relationship using the characteristic time was de�ned for thickness
estimations of zirconia coatings (Maclachlan Spicer et al., 1991).

There has been no preferred choice between the two transient methods and
the advantages of step and square pulse heating have not been fully described
in literature. The application of the many di�erent processing algorithms
has not been evaluated on transient methods. Only recently, has a theoretical
basis emerged for step heating (Balageas & Roche, 2014). From the theoretical
studies step thermography has a potential to observe deeper defects (Balageas
& Roche, 2014). Since square pulse thermography shares the same heating
regime as step thermography the theoretical background is the same.

The use of the one-dimensional heat equation was shown to be bene�cial
in understanding heat �ow and characterizing defect parameters. The one-
dimensional heat transfer problem is given in Figure 2.3 for a in�nitely large
slab of �nite thickness L experiencing a constant heat �ux and the back-wall
is assumed adiabatic. The increase in temperature through the thickness z is
given as (Carlsaw & Jaeger, 1959)

T (z, t) = 2
√
αtQ
k

∑∞
n=0

[
ierfc

(
L(1+2n)−z

2
√
αt

)
+ ierfc

(
L(1+2n)+z

2
√
αt

)]
, (2.6.1)

where the surface temperature is attained by substituting z = L:

T (L, t) =
2
√
αtQ

k
√
π

[
1 +
√
π
∞∑
n=1

2 ierfc
nL√
αt

]
, (2.6.2)

and where ierfc is the �rst integral of the complementary error function de�ned
as

ierfc(ξ) =
1√
π
exp−ξ

2 − ξ · erfc(ξ) . (2.6.3)

At su�ciently small times for a given thickness L and for composite materi-
als having a low di�usivity, the ierfc is large and the summation term becomes
negligible as the ierfc approaches zero for a large argument, ξ ∼ L√

αt
→ ∞.

Therefore the front face temperature response at early times is equivalent to
the semi-in�nite response:

T (t)∞ =
2Q

k
(
αt

π
)1/2, (2.6.4)

where the change in temperature of the semi-in�nite solution follows a constant
slope of +0.5 in a homogeneous material and is remarkably analogous to well-
de�ned −0.5 slope in pulsed thermography (Balageas & Roche, 2014). When
the heat has reached the back-wall, a familiar breakpoint can be observed
when the surface response deviates away from the semi-in�nite behaviour of
the semi-in�nite model, seen in Figure 2.4. Again the time of the breakpoint
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is characteristic of the thickness of the plate and the time of the breakout
point will be delayed for increased slab thickness. In practice the asymptotic
intersection is not easily measurable due to three-dimensional material e�ects
and non-adiabatic behaviour as the plate seldom reaches a constant steady
state temperature.

𝑇𝑖 = 0 

𝑄𝑠𝑢𝑟𝑓  

𝑑𝑇
𝑑𝑥 = 0 

𝑋 = 𝐿 

𝑋 = 0 

𝐿 ∞ ∞ 

Figure 2.3: Step heating applied to one-dimensional slab of �nite thickness L

The surface temperature of finite thickness structures, shown in Figure 3, follows the
behavior of an infinitely thick structure in the early period, when L=

ffiffiffiffiffi
�t

p
is large, but

subsequently deviates from this response due to heat reflected from the back surface.
The infinite series was truncated at n¼ 100 for these solutions. The familiar result that the
time at which the response separates from the semi-infinite solution is characteristic of the
thickness of the finite plate is seen.

To simplify the response, a non-dimensional temperature ratio �T is defined as the
ratio of the finite thickness response to that of the semi-infinite plate. Defining also a
non-dimensional time parameter  ¼

ffiffiffiffiffi
�t

p
=L:

�T ¼ 1þ
ffiffiffi
�

p X1
n¼1

2 �
1ffiffiffi
�

p exp�ðn= Þ2 �
n

 
erfc

n

 

� �� �
: ð5Þ

Figure 4 illustrates the relation between the nondimensional temperature ratio and
nondimensional time parameter. The relation is independent of the magnitude of the
applied heat flux. Although separation from unity occurs as a continuous function, it is
possible to define separation by some fixed deviation from unity. Considering 1% and 5%
deviation from the infinitely thick behavior, the values of  are 0.5655 and 0.7291,
respectively. Thus, if separation time is determined from experimental data of surface
temperature, the depth of sound material under the surface, L, can be determined from
one of the following:

L ¼

ffiffiffiffiffiffiffiffiffiffi
�t1%

p

0:5655
or L ¼

ffiffiffiffiffiffiffiffiffiffi
�t5%

p

0:7291
ð6Þ

where t1% and t5% are the separation times based on 1% and 5% deviation from the initial
linear response (equivalent to the semi-infinite slab response). L can be interpreted as
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Figure 3. One-dimensional surface temperature prediction based on Equation (2) for different thicknesses.
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Figure 2.4: The surface temperature for an one-dimensional slab of di�erent
�nite thickness L (Badghaish & Fleming, 2008)

No analytical model was found for square-pulse heating, however the heat-
ing phase is identical to the thermal response of step heating and the decay
similar to pulsed thermography. Even though a sharp change is observed from
the heating to the cooling phase, a smooth continuous contrast will still exist
when one normalizes the thermal response with that of a sound zone experi-
encing the same heating and cooling phases.

2.7 Review of Signal Processing Methods

There is a need for processing methods to help aid in the identi�cation and
characterization of defect parameters as the raw signal contains subtle signa-
tures masked by optical irregularities. Without a suitable processing method
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only shallow defects with high thermal resistance are generally observable in
the raw signal. Processing algorithms applied to thermographic data are re-
viewed below. These processing methods have originated from their applica-
tion in either lock-in or pulse thermography.

2.7.1 Noise Removal

Degradation in the signal is result of optical, electronic, heating and ambient
noise. Noise removal can be performed using median �ltering and Gaussian
low-pass �ltering as they are less prone to di�use or blur defect edges (Ibarra-
Castanedo et al. 2004; Maldague, 2001; Venegas et al., 2012). Other methods
include polynomial �tting (Shepard, 2007), least-squares �tting of a theoretical
model (Sun, 2003), one-dimensional wavelet denoising and through the appli-
cation of smoothing �lter, such as Savitzky-Golay �lter (Savitzky & Golay,
1964).

2.7.2 Thermal Contrast Techniques

Contrast methods improve the thermal contrast between defective and non-
defective areas while maintaining relevant temporal information. The most
basic form of contrast enhancement technique is using pseudocolors or false
colours that can be applied to a grayscale image.

Maldague (2001) de�nes four image contrast de�nitions such as absolute,
running, normalized and standard contrast. Absolute contrast is the most
basic form of subtracting a non-defective or sound pixel Sa from all other
pixels. This method performed poorly on samples that were susceptible to
non-uniform heating and surface variability (emissivity, re�ections, and clean-
liness) e�ects which lead to erratic contrasts (Susa et al., 2007). Running,
normalized and standard contrast methods were modi�cations to the absolute
contrast developed to reduce the e�ect of local inhomogeneities. Most stud-
ies performed in determining defect depth has been based on the use of these
contrast methods.

The main obstacle in the proper use of these image contrast de�nitions is
the selection of a non-defective region Sa by a user. The selection can include
a single pixel's time history or the average of a group of pixels. Even when
the selection of Sa is straightforward, there is a considerable variation in the
observed results for a di�erent choice of Sa (Martin et al., 2003). The selection
of the sound zone determines the threshold for all other pixels, even those that
experience lower variability.

The di�erential absolute contrast (DAC) method (González et al., 2004a)
eliminated the need for the selection of a sound zone. However a reference
frame needs to be chosen that contains no defects after the last instant of
heat. The method assumes the thermal signal follows a one-dimensional decay
after an instantaneous heat pulse. Any deviations from this theoretical model
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will be damped and the impact of non-uniform heating, emissivity variations
and surface complex or non-planar geometry and emissivities are e�ciently
removed (Benítez, 2008). The performance of DAC has shown to be successful
on Te�on® inserts in CFRP thermography (Klein et al., 2008) for short times.
At later times the one-dimensional model collapses as the thermal response of
the material is a�ected by lateral di�usion e�ects.

To extend the validity of DAC to later times a modi�ed version, named the
interpolated di�erential absolute contrast (IDAC) was introduced (González
et al., 2004b; Benítez et al., 2006). The IDAC is based on the thermal
quadrupoles theory using the Laplace transform (Maillet et al., 2000), which
is a technique of solving the one-dimensional heat problem as a set of linear
equations in the Laplace space. The Laplace domain provides an explicit form
of the system equations where a direct calculation of the thermal response
can be solved or, alternatively, used to estimate the system parameters based
on the thermal response. IDAC derives the solution of the one-dimensional
heat problem in a transformed Laplace space after de�ning material thickness
and thermal di�usivity as input parameters. Although not always known, a
user can interactively adjust input values while trying to match a sound re-
gion. This IDAC method preserves the performance of DAC at short times
and helps extend the validity to later times, i.e. deeper depths.

Klein et al. (2008) further improved the heat transfer model of IDAC by
including additional thermal loss parameters. At later times the IDAC and
modi�ed IDAC contrast is greatly improved which can be seen in Figure 2.5
on a CRFP plate slab.

Figure 2.5: Maximum contrast images of DAC, IDAC and modi�ed IDAC with
thermal losses (Ibarra-Castanedo et al., 2015)

The DAC methods may perform reasonably well for shallow defects in
composites but they rely on the one-dimensional model of heat transfer to
deal with a three-dimensional heat transfer problem. Many of the algorithms
presented in literature do not account for lateral di�usion of heat. The ef-
fects of lateral di�usion along with non-uniform heating limit the detection of
deeper defects. Restrepo & Loaiza (2012) considered using a three-dimensional
discrete Fourier heat model that relies on a spatial �ltering mask rather than
performing temperature estimation in the three Cartesian directions. This use
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of a convolution �lter speeds up the algorithm and is seen as an appropriate
method for multiple frame processing. The mask would estimate the next
temperature on each pixel according to the current temperature of that pixel
and its four-neighbours. This method is known as �nite di�erences thermal
contrast (FDTC) and does not need the selection of a sound area or referenced
frame as in the former contrast techniques and DAC. The method was applied
to an numerical data set of a CRFP model that was contaminated with ir-
regular e�ects like noise and non-uniform heating e�ects (Restrepo & Loaiza,
2012). The method demonstrated that the thermal pro�les of sound regions
remained quite �at removing the irregularities, but an vast improvement was
observed in the absence of noise and optical e�ects in the arti�cial signal.

Techniques that account for lateral di�usion include inverse scattering tech-
niques (Favro et al., 1994; Crowther et al., 1993) and point spread functions
(Omar et al., 2005) that optimize the edge response in the image by invert-
ing the blur e�ect produced by di�usion at later times. Pulse-echo thermal
wave imaging considered by Han et al. (1996) is not an processing method
but describes analytical formulae to represent three-dimensional thermal wave
di�raction of circular, planar subsurface defects in anisotropic material. This
analytical formulae has performed well against experimental data having sim-
ilar contrast peaks for varying lateral sizes and depths of �at-bottom holes.
Fitting data to this model may seem a more appropriate approach in making
this method more useful, but unfortunately this method relies on knowing the
presence of defects before comparison.

Not to be confused with the normalized contrast method, normalization
proposed by Zalameda et al. (2003) requiring the user to calculate each pixel's
average of the total images divided by the average set of images where the
zone of interest is observed in the temperature data. This is of course localised
to one particular anomaly and requires prior knowledge of the anomaly. As
well as requires the user to �nd the relevant images from a substantially large
dataset.

2.7.3 Spatial Contrast Techniques

Spatial contrast techniques enhance the dynamic range of the image and are
qualitative by helping a user visualize internal anomalies. Correlation methods
measure the statistical relationship between two similar images or temperature
pro�les (Klein et al., 2008a; Sun et al., 2007). This method can produce an
image showing the di�erences between a defect free sample to a similar sample
that is suspected of having internal de�ciencies from the manufacturing pro-
cess. Classical image enhancement methods include image normalization and
histogram equalization methods (Gonzalez & Wood, 2010). Histogram equal-
ization methods have been used in infrared image enhancement for military
purposes (Bai et al., 2011).
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Other methods like K-means clustering has been useful in unsupervised
learning machines for the mutli-threshold segmentation of the �aws (Abdel-
Qader et al., 2008). Due to the presence of non-uniformities and blurry edges
of the data, Usamentiaga et al. (2014) proposed a group of algorithms called
active contours (Kass et al., 1988) which are able to perform segmentation in
images with intensity heterogeneities. Likewise the use of Sobel and Canny
�lters are common methods to defect defect edges. These methods are typically
straightforward once a good visual image is obtained.

2.7.4 Thermal Signal Reconstruction

Thermal signal reconstruction (TSR) is a curve �tting method proposed for
�ash thermography, and later for step heating (Balageas & Roche, 2014), to
increase the spatial and temporal resolution (Shepard et al., 2003; Shepard,
2007). A least squares �t of a m-degree polynomial is applied to the loga-
rithmic time sequence of each pixel on the assumption that the temperature
for non-defective pixels should follow the linear decay curve given by the one-
dimensional solution. Therefore any deviations from linearity can be seen to
be ampli�ed.

The entire thermal sequence can be reduced to a set of m + 1 coe�cient
images. The optimal choice of polynomial order depends on the purpose of
the �t according to Roche & Balageas (2014). For pulsed thermography, a
polynomial order of 4 − 8 is used for defect enhancement while an order of
11 was used for time analysis (Shepard et al., 2003; Klein et al., 2010; Roe-
mer et al., 2013). Numerical simulations and experimental trials performed
by Dumoulin et al. (2011) agreed with the choice of polynomial order. For
step heating, a 7th order polynomial was used for the temperature response
and a 10th order to �t the thermal contrast of defects (Balageas & Roche,
2014). High order polynomials are generally avoided as they are more prone
to oscillating e�ects beyond the sampled data. However there is no need to
determine a trend or extrapolate thermographic data since only the �tted data
is of concern, therefore the use of a high polynomial is an acceptable choice.

The classical application of TSR was used in visualizing and estimating
defect depth using the best derivative images. These derivative images were
selected based on their maximum temperature contrast at a particular depth
of a defect. A popular advantage in pulsed thermography is that the time
of maximum contrast in the second derivative corresponds to the breakpoint
associated with characteristic length in pulsed thermography.

Noise is a typical trait in thermographic data, especially for low emissiv-
ity target specimens, and the TSR method has become a popular method
with many derived extensions exploiting the noiseless properties to charac-
terize defects. The various methods can be seen in Figure 2.6 and include
the calculation of �rst and second time derivatives (Shepard et al., 2003b), a
unique colour depth map using coe�cient data (Shepard, 2007), visualization
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of defects through coe�cient images (Balageas et al., 2013), creating a unique
depth composite image based on the coe�cients (Roche et al., 2014) and �nd-
ing the �rst and second derivative using the �ngerprint transform (Shepard,
2014).

The depth composite image and the �ngerprint transform are of particular
interest since they both help speed-up depth and lateral size characterization
via a single image as well as simplifying the data of the large thermal sequences.
Firstly, the depth composite image requires some user input to select three
best coe�cient images that display as many of the detected defects. Then
the three coe�cients are normalized and respectively de�ned as the red, green
and blue channels of an RGB colour image. The combination of the di�erent
channel intensities will essentially create a depth map which can express the
depth information through a colour table being a linear summation of the three
channels. The colour table is calibrated accordingly by inversion methods.

The �ngerprint transform method produces a `�ngerprint' of the entire se-
quence and represents it as one image. The image is constructed by combining
the histograms of each image in the sequence so that the x-axis represents time
or frame of histogram and the y-axis describes the �rst or second derivative
intensity values . The image information can then be numerically compared
using cross-correlation tools to other �ngerprint images. The correlation of
two of these images is interestingly translation and rotation invariant.

raw image 
sequence 

n+1 
coefficient 
images 

polynomial 
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Figure 2.6: Extensions of the thermal reconstruction method (TSR)

2.7.5 Signal Transforms

Signal transforms rely on transforming the thermal data from its time-space
to another domain space. A notable transform is the Fourier transform that
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decomposes the one-dimensional signal as a set of sinusoidal waves of increas-
ing frequency in the frequency-space. Due to the sinusoidal �delity property
of sinusoidal waves that is not observed for any other waveform, an input
waveform will produce an output waveform of the same frequency that only
di�ers in amplitude and phase. Based on the fact that depth can be obtained
from the phase and amplitude images in lock-in thermography, the idea was
introduced for non-periodic signals of pulse thermography. The bene�ts of
phase images are known to be less a�ected by non-uniform heating, emissivity
variations and ambient re�ections. The Fourier transform method applied to
pulsed thermography is often described as pulsed phase thermography (PPT)
(Maldague & Marinetti, 1996).

The wavelet transform (WT) is proposed as an alternative method to FT
to better describe non-periodic transient functions (Zauner et al., 2010). Con-
trary to the FT method producing a frequency-space, the WT produces a
scale-time space that preserves time information. This is of interest when esti-
mating depth as a function of characteristic time. The scale can be associated
as a frequency coordinate. The method produce good qualitative results even
for noisy signals (Olbrycht et al., 2007).

Instead of transforming the data to the frequency space, the Hough trans-
form performs a parametric transform of the thermal data as a polar represen-
tation of a line (González et al., 2006a). This method is not further discussed
as it requires substantial amount of user input and interpretation.

2.7.6 Matrix factorization

Principal component thermography (PCT) transforms the thermal data as an
orthogonal data set such that the largest possible variance in the multivariate
data is expressed �rst (Rajic, 2002a & 2002b). The decomposition is seen to
be more appropriate than the sinusoidal decomposition of the Fourier trans-
form in representing the transient thermal data. Another statistical correlation
method is the partial least-square regression that is applied to pulse thermo-
graphy data that decompose the data into a set of latent variables (López
et al., 2014a & 2014b). The latent variables are similar to PCT data sets
where the latent variables can be transformed into images, but in this case,
the �rst latent image generally represents the non-uniform heating in pulsed
thermography.

2.7.7 Statistical Methods

Statistical methods include high order moments, such as skewness and kurtosis
(Madruga, 2008; Usamentiaga et al., 2012), which are measures of the shape
of the temperature distribution compared to a probability distribution. A
skewness value of zero describes a symmetrical probability distribution where
the mean, median and mode correspond to the center peak of the distribution.
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For a positively skewed data set, the mean and median lie to the right of the
peak frequency. The reverse is true for negatively skewed. Kurtosis describes
the �atness of the peak and the distribution of frequency in the tails of the
distribution.

Other methods that where designed and adapted for pulse thermography
in the inspection of historic documents include the Markov error contrast,
time-di�erence contrast, total harmonic distortion, time constant analysis,
and matched �ltering (Larson, 2011). Matched �lters having been success-
fully implement in multi-spectral imaging in enhancing writing in ancient doc-
uments (Gri�ths, 2011) and adapted for thermographic inspection of doc-
uments. They attempt to maximize defect visibility while minimizing the
visibility of non-defective pixels creating an enhanced contrast between these
pixels.

2.8 Depth Characterization

Determining the depth of internal �aws has been a large focus in thermography
literature and has been achieved by using calibration samples containing three
or more defective regions of a similar �aw type (Zauner et al., 2010; Ghader-
mazi et al., 2015) and particularly on �at-bottom holes (Maldague et al., 2002;
Rajic, 2002; Ibarra-Castanedo, 2005; Badghaish & Fleming, 2008; Benítez et
al., 2008; Ishikawa et al., 2013). Defect detectability is clearly limited by the
heat di�usion process, the applied excitation energy and noise threshold of the
infrared camera. With lateral di�usion being the main contributor in limiting
the depth probing range of thermography. The surface contrast is dependant
on the thickness, lateral size, depth of defect as well as the thermal properties
of both the defect and bulk material. Therefore trying to determine one defect
parameter without knowing the other is di�cult. To overcome this problem,
depth inversion methods based on empirical observations of prepared samples
have been proposed.

2.8.1 Thermal Contrast

The majority of the inversion methods are related to thermal contrast and its
corresponding time since shallow defects produce higher contrasts at shorter
times while deeper defects produce lower contrasts at later times. Depth in-
version can be performed using an appropriate thermal contrast C and a time
such as the beginning of thermal contrast tearly, half maximum contrast t 1

2
,

time of maximum contrast tmax and time of maximum slope tslope (Balageas et
al., 1987; Maldague, 2001; Han et al., 1996; Ringermacher et al., 1998). These
times are denoted by Figure 2.7. A typical inversion methods shares this form

z = A
√
t Ch (2.8.1)
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with parameters A and h obtained from the calibration process.
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Figure 2.7: Thermal contrast times used for depth estimation in pulse thermo-
graphy

Early times, (tearly) describe times of 1− 5% of maximum contrast. These
early times are less a�ected by edge-e�ects and thus defect sizing (Maldague et
al., 2002). Badghaish & Fleming (2008) reported that an aspect ratio of two or
more was less susceptible to three-dimensional di�usion e�ects in step heating
using early times. Early times contrast methods include the early detection
approach which tries to determine earliest time of emergence of contrast by
extrapolating a suitable one-dimensional model to zero contrast (Almond &
Lau, 1994; Krapez & Balageas, 1994; Krapez et al., 1994; Balageas, 2013;
Balageas & Roche, 2014).

2.8.2 Logarithmic Peak Second-derivative Method

The logarithmic peak second-derivative does not require the selection of a
sound zone to de�ne a contrast (Shepard et al., 2003). Instead the method
relies on the second derivative produced by the TSR method on the raw tem-
perature signal. This method is only valid for pulse thermography as for tran-
sient methods the second derivative does not correspond to the theoretical
breakpoint previously discussed.

2.8.3 Blind frequency

Another quantitative inversion method for defect depth relies on determining
the blind frequencies in the frequency domain instead of the time domain. This
inversion method is taken from lock-in thermography. The thermal response of
lock-in thermography su�ers from blind frequencies where there exists a range

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 2. NONDESTRUCTIVE TESTING WITH THERMOGRAPHY 28

of modulation frequencies for which defects at di�erent depths do not become
visible. The relationship between thermal di�usion length µ and modulation
frequency fm was found to be (Busse et al., 1992; Busse & Rosencwaig, 1980;
Saintey & Almond, 1995):

µ =

√
2α

ω
, (2.8.2)

where the angular frequency is ω = 2πfm. The probing depth is inversely
proportional to the modulation frequency, where lower modulating frequencies
provide deeper depth probing, i.e. z ∝ 1√

ω
. The frequency for which a defect

at a given depth becomes visible is known as the blind frequency fb (Meola &
Carlomagno, 2004). The phase of the blind frequency is directly proportional
to depth z by

φ(z) =
z

µ
. (2.8.3)

Applying this relationship to time domain data of pulse excitation, rather
than lock-in, is quite easily achieved knowing that the thermal di�usion length
of the time domain is actually derived from the solution of the frequency do-
main analysis. Now considering that a pulse of thermal energy is a combination
of thermal waves at all frequencies, the defects will emerge for di�erent frequen-
cies. A phase contrast needs to be de�ned to normalize the phase information
(Ibarra-Castanedo, 2004b)

∆φ(f) = φ(f)− φSa(f) , (2.8.4)

where there is a need to select a reference sound area Sa in the phase data
φ over the frequency f . The blind frequency (fb) of a particular defect can
the be obtained where the phase contrast reaches zero, illustrated for di�erent
defect depths in Figure 2.8. Interestingly the deeper defects show up at low
frequencies and shallow defects show up at higher frequencies. This is seen to
be consistent with Equation 2.8.2 where deeper defects are observed for lower
modulation frequencies and visa versa.

Using Equation 2.8.2 a linear relationship exists between defect depth z
and the inverse square root of the blind frequency,

√
fb (Bai & Wong, 2001;

Sakagami et al. 2002; Ibarra-Castanedo & Maldague, 2004)

z = C1

√
α

πfb
+ C2 (2.8.5)

where C1 is an empirical constant with reported values equal to 1 for amplitude
data and in the range 1.5 < C1 < 2 for phase data for �at-bottom holes (Ibarra-
Castanedo, 2006; Busse & Rosencwaig, 1980; Meola & Carlomagno, 2004).
The �nite range highlights again the bene�ts of phase data being invariant
to non-homogeneous, heating power and lateral size e�ects and the depth is
practically reduced to the estimation of fb from the phase.
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Figure 2.8: Defect depth relationship with blind frequency (Ibarra-Castanedo,
2005)

2.8.4 Other

Neural Networks and supervised learning machines have been implemented
to use calibrated data to autonomously detect and estimate defect depth of
similar samples under same heating conditions (Benítez et al., 2009). Other
defect depth calculation methods include viewing of the polynomial coe�cient
images (Balageas, 2012) and RGB coloured image produced by the projec-
tion of polynomial coe�cients (Roche et al., 2013 ). Curve �tting procedures
have been proposed that derive defect depth using semi-analytical approaches
from same-sided (re�ection) and two-sided (transmission) experimental data
(Winfree & Zalameda, 2003). A technique that did not rely on an inversion
technique was investigated for step thermography. The technique determined
the time of separation from the semi-in�nite model. For a low thermal resis-
tance defect, such as a simple closed delamination, �the determination of the
separation time [became] impossible� (Badghaish & Fleming, 2008).

2.9 Defect Lateral Size

Lateral defect size can be determined through a simple length measurement on
the image at a particular observation time (tCslope

, tCmax , tCearly
). This obser-

vation time e�ects the estimated accuracy of the subsurface due to increased
lateral di�usion e�ects experienced at later times (see Section 2.4).

Even though the lateral size requires the measurement of two points de�n-
ing the defect periphery, the defect periphery is blurred and no de�ned edge
is discernible. Therefore selection of these periphery points is subject to user
bias. In order to avoid user bias, automatic sizing techniques have been per-
formed. A popular technique is image segmentation such as thresholding and
edge detection using Sobel and Canny �lters. The optimal performance of
these techniques requires advance processing methods to produce an `ideal'
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thermogram that best approximates the defect size with increased de�nition
of the defect periphery and uniform contrast for sound regions. An alternative
method was described by Choi et al. (2008) for determining defect size without
a user having to choose a threshold value. An image is taken at an appropriate
time and shifted by certain number of pixels. They describe the subtraction
of the original image and the shifted images as a shearing image that provides
shearing phase values having maximum, minimum and zero points. These
points help quantitatively determine the location and size of defects regardless
of the shape of the defect.

A less automatic method is suggested by Almond & Lau (1994) that re-
quires the measurement of the full width half maximum (FWHM) amplitude
of the defects intensity pro�le for all images in the sequence. The FWHM
method �ts a Gaussian curve to the defect pro�le where the maximum am-
plitude of the curve represents the center of the defect. Instead of selecting
the base of the pro�le, which represents the blurred defect periphery, a dis-
tance between the Gaussian curve located at half the maximum amplitude is
measured. The FWHM sizes are plotted against the square root of time and
linearly extrapolated to a zero time to yield estimation of defect depth. The
method is limited to symmetric shaped defects and underestimates the true
defect size with estimation errors on the order of 15 % (Vavilov, 2000).

The �ndings in literature suggest estimated delamination sizes are smaller
than actual size (Rantala & Hartikainen, 1991) and concluded that there is
an overestimation of actual �aw size in carbon composite material by 1.5 to 3
(Connolly et al., 1990).

2.10 Defect Thickness

Defect thickness is another parameter that characterizes the internal �aw and
has a signi�cant in�uence on depth and size predictions. The thermal resis-
tance of the �aw is de�ned as a function of thickness ∆z and thermal conduc-
tivity k of the �aw (Özi sik, 1985):

R =
∆T

q
=

∆z

k
(2.10.1)

For defects with a high thermal resistance R→∞, the time of separation
from the semi-in�nite model occurs at an earlier time compared to defects with
a low thermal resistance defect, R→ 0 (Badghaish & Fleming, 2008). In other
words, an emerging contrast is observed at di�erent times for the same depth
of defect having a di�erent thermal resistance, which is de�ned by either a
di�erent thickness or thermal conductivity.
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2.11 Summary

The most popular techniques for processing pulsed thermography images in-
clude the di�erential absolute contrast, thermographic signal reconstruction
and pulsed phase thermography using the Fourier transform that produced
the highest signal-to-noise ratio (Ibarra-Castanedo et al., 2009). For step heat-
ing only the high order moments and thermal signal reconstruction have been
applied with reasonable success.

The net e�ect in thermographic inspection is that elapsed time will increase
the approximation error in defect characterization. The time and amplitude
of the thermal contrast is in�uenced by defect depth, lateral size, thickness
and thermal properties of both the defect and host material. The fundamental
problem with determining depth based on thermal contrast or time of thermal
contrast is that a change in any of the above mentioned factors will a�ect the
accuracy of the results. Estimation of defect depth has only been achieved
through the use of inversion and curve �tting procedures based on empirical
�ndings. The relationship found for estimating defect depth found by an inver-
sion method, can only be applied to the same sample material sharing similar
defect �aws, i.e. thickness, material properties and size.

The contrast, Fourier and wavelet transform inversion methods are fairly
straightforward to apply once the data is processed with the respective pro-
cessing method. Fitting data to a semi-analytical curve however can be more
challenging, but both techniques still rely on a calibration sample.

The usefulness of depth inversion methods in industry may be a problem
when defect geometry and material parameters are not known a priori. More
importantly, many of the quantitative inversions methods have been performed
on �at-bottom holes, which describe a high thermal resistances not exhibited
by true �aws.
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Chapter 3

Experimental Study

Transient thermography is performed on target specimens that include car-
bon and glass �bre composite laminates (CFRP and GFRP), polymethyl-
methacrylate (PMMA) polymer and industrial specimens, which range from
thin laminates to honey-comb sandwiched composites. This chapter discusses
the experiments performed to minimize the re�ections and non-uniform heat-
ing e�ects on the target surface.

3.1 Transient Thermography Setup

The transient thermography setup comprises of an infrared camera, a light
controller and two or more light sources to minimize unsymmetrical heating
e�ects, seen in Figure 3.1. The setup is orientated in the re�ection mode and
a controller is used to synchronise the start of heating and recording.

Infrared Camera 

Processing Target  

specimen 

Halogen lamps 

Controller 

230V AC 

Figure 3.1: Experimental setup for transient thermography
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3.1.1 Thermal Camera

Data acquisition was performed with a FLIR® E60.The camera's detector is a
focal plane array, uncooled microbolometer with a spatial resolution of 320×
240 pixels. The camera is a medium-wave infrared camera (MWIR) operating
in the 7.5 to 13 µm spectral band. The sampling frequency is limited to a
maximum of 30 Hz with a noise equivalent temperature di�erence, NETD =
0.05 ◦C with an accuracy of ±2 %. The E60 is a portable, hand-held infrared
camera with a wide �eld of view intended for building and outdoor thermal
inspection. This camera may not be ideal for detecting small defects due to
its low sensor resolution, wide viewing angle and minimum focus distance of
0.4 m.

Research-grade thermal cameras are typically cryo-cooled for better noise
attenuation and operate at higher frame rates (60−120 Hz) with greater spatial
resolution and shorter minimum focusing distance to inspect smaller anomalies.
High frame rates may not be a central consideration for inspecting compos-
ites with a low thermal di�usivity where the thermal response occurs over a
longer time in contrast to the rapid thermal events in pulsed thermography
(Maldague, 2001). The spatial resolution and minimum focusing distance will
only limit the detection of small anomalies and measuring accuracy of defect
sizing. Nevertheless larger anomalies are of greater interest than minute de-
tails as they are more detrimental to the materials performance. In practise a
defect can be detected if its detectable size is at least two pixels wide and the
thermal contrast is greater than the NETD to be not mistaken as noise.

3.1.2 Heating Source

Tungsten-halogen lamps are preferred for a transient setup for their a�ordabil-
ity, availability, step heating capabilities. They can be arranged in a variety
of designs. Halogen lamps produce a fairly uniform and wide power distribu-
tion for all wavelengths. This can be described by the lights spectral power
distribution seen in Figure 3.2. For an increase in rated power of the halogen
lamp the spectral distribution will produce high energy per wavelength. The
peak wavelength(s) will also shift towards shorter wavelengths (or higher fre-
quencies) according to Plank's Law (see Appendix A). This allows the lamp
source to be suitable for a range of materials with di�erent spectral absorption
properties. Infrared light sources were not considered as they may introduce
additional infrared re�ections on the target surface.

Another consideration in the use of halogen lamps may be their increased
power density, which is the amount of power per unit volume (W m−3), es-
pecially in cases when the target surface is large or the overall space is con-
strained. Moreover performing a comparative study on other heating sources
may be unnecessary as one can simply �lter out the desired wavelengths pro-
duced by the halogen lamp.
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Figure 3.2: Relative wavelength energy of common light sources (adapted from
Sedgewick, 2014)

3.1.3 Front-on Heating Setup

An initial setup was attempted to produce uniform heating on the target spec-
imen, since this is a signi�cant problem in thermography. In order to produce
optimal heating that favours more uniform heating, the surface needs to be
directly parallel to the heating source. Placing the halogen lights to the sides
of the sample will always create irregular illumination e�ects and hotspots
(Maldague et al., 1996; Ishikawa et al., 2013; Gaussorgues & Chomet, 2012).
However front-on heating is not always possible while using large �ood lamps
as they are typically bulky and get in the way of the camera's �eld of view.

Consequently a frontal heating setup was implemented using 20 collimating
halogen downlights arranged in a custom designed parabolic dish con�guration.
The parabolic con�guration was designed to have the focal point behind the
sample surface to reduce the central concentration of heat. The particular use
of the parabolic con�guration was to direct heat towards the central area of
the sample as the center lights of the con�guration were removed to allow the
central positioning of the infrared camera. The focal point was determined
using the minimum focusing distance of the camera, since the camera needed
to be as close as possible to provide the best spatial resolution of the sample.
The focal point position ensured that the cone of in�uence falls on the entire
surface of the samples. This setup can be seen in Appendix B.

The maximum power output is rated at 1000 W (20 × 50 W). Literature
is vague on the required heat source power. From a few studies that report
on transient heating, the lamps had total power ratings of 1200 to 3000 W
(Roche & Balageas, 2014; Usamentiaga et al., 2014).

The setup produced a fairly uniform heating pattern but was highly sen-
sitive to unfavourable heating-setup re�ections when a re�ective sample was
inspected. This con�guration brought attention to the adverse e�ects of in-
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frared re�ections from ambient sources as well as the heating setup. Even
when the lights were turned o�, the residual heat from the bulbs introduced
noticeable artefacts in the thermogram that masked the contrasts of defects.
Similarly the re�ected infrared radiation from the light bulbs heated the lens
of the infrared camera that created additional noise in the image. This noise
could not be mitigated by simple subtraction of an initial frame as the lens
temperature increased for the duration of the experiment. The light bulbs
as well as the thermal signature of the infrared camera contributed to higher
thermal re�ections from the sample surface over the duration of the heating.

After discovering through preliminary testing that a glass pane is opaque to
infrared wavelengths, the glass pane was positioned in front of lights to reduce
the infrared re�ections produced by the heating source. Figure 3.3 shows a
thermogram of a target sample that is contaminated with infrared re�ections
that is produced by a tear-drop shaped halogen light and its housing. As
the glass pane is moved in front of the lights, designated by the arrow, the
measured surface reveals four circular sub-surface defects.

Figure 3.3: Removal of heating source re�ections through a glass-silica pane

Other transparent mediums such as Plexiglas® and water baths can also
be used in this case. These materials have active vibrating groups that include
carbonate (CO2−

3 ), hydroxide (OH−) or nitrate (NO−3 ) molecules which will
absorb most infrared wavelengths (Florence et al., 1950). The absorption
e�ects are linked to material thickness and a 5 mm glass pane performed well
in reducing radiation e�ects. The thickness of the pane made the heating time
of the pane longer, which further ensured that the glass pane did not emit
a large amount of its own radiation towards sample. Henke et al. (2004)
proposed the suppression of thermal re�ections through an infrared polariser.

3.1.4 Angled Heating Setup

The angled heating setup was a more straightforward heating setup that was
designed to have a maximum power output of 4000 watt using four 1000 watt
tungsten-halogen double-ended tubes. The setup consisted of two �ood lamps
that were angled 120° apart on either side of the target specimen. This angle
produced the best distribution of heat and was wide enough to re�ect any
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residual infrared radiation away from the camera. The lights were positioned
0.4 m away from the sample in order to ensure most of the energy was absorbed
by the sample yet far enough to slightly reduce uneven heating e�ects. The
increase in heating power from 1000 watt to 4000 watt increased the overall
contrast of the defects but also introduced more pronounced irregular heat-
ing contrasts. A 5 mm glass cover was used as a �lter to mitigate infrared
re�ections from the heat source. Further description of this setup is given in
Appendix B.

3.1.5 Other Considerations

A wooden frame was design to hang the samples in-front of the camera by
elastic-bands to minimize direct contact losses. Direct material contact with
the sample was observed to increase contrast variance along the edge in contact.
The remaining radiation and convective losses could not be controlled.

To ensure a consistent testing environment, the experiments were per-
formed in a small and dark room that experienced minimal changes in ambient
temperature. Sources of radiation, such as lights and windows, were either
blocked or covered with a red �lm that prevents transmittance of infrared.
This ensured that each experiment was performed in the same conditions for
later comparison.

3.2 Software

The software can be divided into two types: camera software and advanced
signal processing software. Camera software interprets the camera's output
signal as temperature measurements and converts the data into a more con-
venient format. This software is commercially available and is speci�c to a
particular brand or series of the infrared camera. Each infrared camera has
its own proprietary software and image format that limits the practical use
of the camera without purchasing the necessary software. Processing software
on the other hand describes implementation of signal processing utilities. For
commercial software that is found available online the software suites do not
include advanced signal processing functionality of methods proposed in liter-
ature but may include traditional image enhancement features. This was also
found to be true for other non-commercial software suites.

The current software that is supplied with the E60 infrared camera, FLIR®

Tools+, is restricted to basic image viewing and in this particular case limits
one to export the raw signal as a compressed .avi �le. The compressed video
(.avi) �le contains normalized image frames that discards actual temperature-
time information. For this reason the extraction of the thermal sequence can
be achieved by extracting in-code data blocks. These blocks can be found by
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identifying common �xed hexadecimal constants of the recorded proprietary
�le as described in Appendix C.

A graphical user interface (GUI) was created in Matlab® 2013 to visualize
and apply both common and advanced signal processing methods. Advanced
processing methods include algorithms published in thermographic literature
and discussed in Chapter 4. This GUI software is made freely available. The
software's functionality will be discussed throughout the thesis and is a major
contribution of the research. A brief description and a download link of the
GUI is provided in Appendix D.

3.3 Target Specimens

The experimental specimens chosen to be evaluated in this project fall into
three categories: (1) polymethyl methacrylate (PMMA), (2) FRP composites
and (3) real industry composite samples. Flat plate specimens are preferred
in this study for their simple construction with multiple defects and �atness -
since curved surfaces are more susceptible to irregular heating patterns (Mayr
et al., 2008). All samples are described in Appendix E. The samples all had
a sticker placed on the front side of the material to de�ne a reference size for
lateral sizing and a steel washer was placed on the backside to represent the
emergence of the rear-wall for depth estimation.

3.3.1 Polymethyl methacylate (PMMA)

Polymethyl methacylate (PMMA/acrlyic) is generally known by its common
tradenames of Perspex® or Plexiglas®. PMMA shares similar thermal proper-
ties to that of epoxy resin present in �bre-reinforced composites (see Table E.1).
The material can be assumed perfectly homogeneous, making it a good start-
ing point for de�ning defect characterizing procedures. De�ning exact defect
sizes and depths are more easily attained in PMMA than inclusions in com-
posite laminates, which are susceptible to resin variances between plies. The
uniform thermal properties of PMMA, particularly its uniform emissivity, can
highlight any inconsistencies observed in the heating pattern and adjustments
can be made to the setup to promote more uniform heating. Also camera noise
can be better gauged from the initial cold thermograms of a uniform surface.

Two di�erent PMMA plates were chosen and their sample layouts with �at-
bottom holes are shown in Figure 3.4. The �rst is an opaque black PMMA
plate (220× 220× 5 mm) chosen to approximate a high emissive body. Both
square and circular �at-bottom holes were milled from this opaque plate. Each
opaque sample contained three columns at surface depths of 1, 2 and 3 mm
with each column containing various lateral sizes 10− 30 mm.

Since not all composites are perfect emitters, a clear and transparent
PMMA plate (220 × 220 × 10 mm) was chosen. The comparison will help
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Figure 3.4: Polymethyl methacylate (PMMA) samples with defect layouts

evaluate the e�ects of spectral absorption and emissivity properties. These
plates share the same defect organization, as seen in Figure 3.4, but with
surface depths of 2, 5 and 7 mm.

The use of a 10 mm plate will aid in determining the depth limitations of
transient thermography, as the aspect ratio of the deepest and smallest defect
will be close to one. Clearly the clear PMMA is a non-ideal absorber or emitter
but any signi�cant outcome in depth detection will highlight the performance
of transient thermography.

3.3.2 Composite

The composites selected for inspection are glass and carbon plain-weave �ber
reinforced polymers. The weave is preferred in industry over unidirectional
�bers for its transverse and longitudinal strength in both �bre directions and
the iconic surface �nish typical in carbon �ber polymer composites. Again
the same plate size, 220 × 220 mm, was chosen. Each specimen contained 15
polytetra�uoroethylene (PTFE) square inclusions arranged in three columns
at various ply depths having �ve lateral sizes (10 − 30 mm). PTFE is also
known by its trade name as Te�on®. The PTFE inserts were used to replicate
�nite delaminations due to its non-stick properties and its resistance to epoxy
in�ltration. Equally the PTFE inserts share similar properties to that of the
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epoxy creating a closer approximation to delaminations that are still in contact
even after debonding. The inserts are inserted at ply depths described in
Figure 3.5 and approximated in Table 3.1. The ply depths are calculated from
the average ply thickness determined from the total thickness of the cured
composite. The material was measured with a Vernier caliper (accuracy =
0.05 mm) on all four sides of the composite before an average material thickness
was calculated.
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Figure 3.5: Composite samples with PTFE inclusion layouts (left) and air-gap
delaminations (right)

The composites were made using an ambient curing epoxy, Ampreg 21
with Ampreg 21 Standard Hardener, and vacuum sealed on a smooth gran-
ite surface. The composites were left for 8 hours to cure at standard room
temperature and pressure. Due to the PTFE inserts being much thicker than
the layers of laminate-�bres, noticeable voids and bubbles were trapped in the
immediate vicinity of the inserts. An observable di�erence in the contrast of
the inclusions and voids was noted in the inspection.

The thermal mismatch factor describes the thermal re�ectance of the �aw
to oncoming heat and consequently on the ability of the �aw to produce a
contrast (refer to Section 2.5). The factor can be calculated for the above
materials and their �aws using thermal properties provided in Table E.1:

ΓPMMA/air = −0.96, Γepoxy/PTFE = 0.1225, Γepoxy/air = −0.98. (3.3.1)

The implications of a delamination separated by air and PTFE are signi�-
cant. The absolute value of the thermal mismatch factor for air in PMMA and
epoxy is close to one. This suggests a relatively higher contrast is expected
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for an air-gap delamination than for the PTFE insert, which shows a poor
thermal mismatch factor close to zero. This reinforces the idea of the PTFE
resembling a closed delamination. The poor thermal mismatch factor was a
problem for the carbon composite specimens. For this reason both a glass and
a carbon �ber laminate was created with a PTFE strip that was removed after
curing to produce an air-gap delamination. This provided the case where the
delamination is fully detached from the adjacent plies. These composites are
illustrated in Figure 3.5 having three depths equally spaced between 20 plies.

Table 3.1: Depth of inclusions and delaminations for the composite samples

Fibre
density

No. of
plies

Insert
thickness

Plate
thickness

Thickness
per ply

Depth Aspect
ratio

Col. 1 Col. 2 Col. 3

g m−2 mm mm mm mm mm mm

CFRP200A 200 20 0.50 (PTFE) 5.51 0.28 1.38 2.76 4.13 > 2.4

CRFP200B 200 20 0.25 (PTFE) 5.68 0.28 1.42 2.84 4.26 > 2.3

GFRP200 200 20 0.50 (PTFE) 5.40 0.27 1.35 2.70 4.05 > 2.5

GFRP106A 106 40 0.50 (PTFE) 5.24 0.13 1.31 2.62 3.93 > 2.5

GFRP106B 106 20 0.50 (PTFE) 2.41 0.12 0.60 1.21 1.81 > 5.5

CRFP200DEL 200 20 0.50 (Air) 6.58 0.33 1.65 3.29 4.94 > 2.0

GFRP200DEL 200 20 0.50 (Air) 5.10 0.26 1.28 2.55 3.83 > 2.6

Two carbon �bre samples, CFRP200A and CFRP200B, where produced us-
ing 200 g mm−2 density plain-weave �bers, with the di�erence in the thickness
of the PTFE inserts being 0.5 mm and 0.25 mm respectively. The thickness
of the defects is proportional to the defect's thermal resistance which has an
noticeable e�ect on the visibility of defects.

The importance of material variation and the e�ect it has on thermal con-
trast and defect depth, made selecting glass �bre an appropriate choice. To
compare glass �bre to the carbon �ber, GFRP200 was created having a similar
�ber density of 200 g mm−2. Furthermore the e�ect of �bre density (or ply
layers) was evaluated on GFRP106A glass �bre composite having a density
of 106 g mm−2. This �bre density consisted of a much smaller plain weave
pattern and �bre thickness. For every one ply of the 200 g mm−2 glass-�bre
weave, two plies of the 106 g mm−2 was used. Both composites can now be
considered to have defects at the same depth (see Table 3.1) and share similar
thermal properties.

In addition, a thin glass �bre (106 g mm−2) sample, GFRP106B, consisting
of 20 plies was investigated that was unintentionally not properly vacuum-
sealed. A noticeable di�erence in the air-pockets and the PTFE is observed
that corresponds well to the thermal mismatch factor. The air pockets are
more pronounced than PTFE defects at the same depth and will be further
discussed in Chapter 5.
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All composite layouts containing PTFE inclusions follow the typical orga-
nization shown in Figure 3.5 and have an aspect ratio greater than two.

3.3.3 Real Industry Samples

Various defective and non-defective samples were supplied by AAT Composites
(Pty) Ltd. Somerset West in order to evaluate transient thermography on real
composites being made in industry. The details of such defective and non-
defective samples were undisclosed during the testing and processing stages to
ensure there was no bias in the identi�cation of suspected defects. This will
indicate if human expertise is a critical part of the thermography system and
the ability of transient methods to detect common issues in industry. Images
of these samples are shown in Appendix G.

3.4 Parametric Studies

The complexity of heat transfer phenomena in transient thermography remains
a key obstacle in establishing a reliable test procedure and setup. Along with
limited research in transient thermography there is a desire to understand the
e�ects of thermal response on defect detection as well as establishing meth-
ods of characterizing defects similar to those methods that have been well
documented in pulsed thermography. With this in mind, a series of para-
metric studies were conducted, using the specimens and experimental setups
described in this chapter. The main outcomes of the studies are evaluating
the e�ectiveness of transient thermography for a change in:

� spectral absorbance - opacity and material variations,

� thermal input - duration and intensity,

� lateral defect shapes - circle versus square geometries,

� thermal properties - carbon, glass and PMMA,

� �bre content - glass �bre density, and

� thermal resistance - blind holes (�at-bottom), PTFE and air voids.
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Chapter 4

Thermal Image Processing

The thermal contrast between defective and non-defective regions is normally
weak and degraded by uneven distribution of heat, various noise sources, en-
vironmental re�ections and optical variability in the target surface. Optical
variability includes variations in local emissivity, surface cleanliness and non-
planar geometries. Consequently the thermal contrast is typically poorer for
�aws that represent real delaminations or voids. Therefore through the appli-
cation of processing algorithms developed for thermographic inspection, the
subtle anomalies can be enhanced to provide an optimal signal for qualitative
and quantitative investigations.

This chapter provides the theoretical background for a variety of popu-
lar signal processing methods that are provided in the open-source software
developed for this project. The methods provided here are applicable to tran-
sient heating regimes, even though most of these methods have been developed
solely for �ash thermography.

4.1 Organization of the Thermal Sequence

The measured thermal signal consists of a sequence of frames having a spatial
resolution of Nx×Ny pixels. In order to suitably handle the thermal sequence
the individual frames can be concatenated as a three-dimensional Nx×Ny×Nt

matrix where Nt de�nes the total number of frames in the sequence that starts
the moment the heat is applied to the sample, shown in Figure 4.1. The
number of frames is the product of total recording duration tacq and sampling
frequency fs of the camera, i.e. Nt = tacqfs. The sampling frequency de�nes a
time step ∆t that describes the time resolution.

The signal can be processed as either a two-dimensional array (image) or
on a pixel-wise basis of the temperature response over time. Two-dimensional
processing methods are generally qualitative as they independently process
each frame with no account of temporal information.

42
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Figure 4.1: Thermal data cube and a pixel's temperature response over time

4.2 Data Normalization

The temperature can be expressed as an excess surface temperature measure-
ment that indicates a change in surface temperature after the heat has been
applied to the target sample. To display the excess temperature as a grayscale
image, data normalization needs to be performed. Data normalization can be
achieved by either two-dimensional or three-dimensional normalization meth-
ods de�ned as

IN2D/3D
= (I − a)

(d− c)
(b− a)

+ c, (4.2.1)

where I is the original data set with a data range [a, b] and IN is the normalized
data set for the desired range [c, d]. Data normalization does not change the
quality of the raw signal as the thermal data is handled as a 16-bit array and
equally displayed as a 16-bit indexed image.

4.3 Spatial Enhancement Methods

Spatial enhancement methods originate from classical image processing meth-
ods and are commonly accepted as typical image enhancement methods found
in most image processing handbooks (Gonzalez & Woods, 2010). These meth-
ods are performed as a post-processing procedure to enhance the quality of
the image.
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4.3.1 Spatial Noise Reduction

Thermograms are prone to ambient and inherent camera noise. There are
many ways to de-speckle or de-noise an image using linear, non-linear or even
statistical operators. Linear �lters are less preferred as they generally blur de-
tail in the images. Two non-linear noise �lters, Gaussian low-pass and adaptive
median �lter, are used in the present work for reducing spatial noise.

4.3.2 Histogram Equalization

Histogram equalization (HE) is a common image processing technique of ad-
justing image contrast by redistributing the intensities of the image's his-
togram. HE allows the most frequent intensities to be redistributed to other
intensity levels enabling lower frequency intensities such as the defect inten-
sities to gain increased contrast. Modi�ed HE methods have built on the
classical HE method to reduce oversaturation and maintain �ner detail in
the image. The de�nitions for modi�ed HE methods can be found elsewhere
(Abdullah-Al-Wadud et al., 2007; �truc et al., 2009; Park et al., 2008; Sheet
et al., 2010).

4.3.3 Multiscale Retinex

The multiscale retinex (MSR) algorithm is a photometric normalization tech-
nique proposed by Jobson et al. (1997) from the �eld of facial recognition and
has been used in X-ray photography (Rahman et al., 2001). The MSR per-
formed well on enhancing detail and removal of uneven-heating compared to
other photometric normalization techniques. This method is seen to resemble
how our eyes (retina) perceive variations in grayscale intensities.

Photometric normalization is a technique of separating the image into two
components, namely an illumination image containing low spatial frequencies
and re�ectance image containing high spatial frequencies. The high spatial fre-
quencies represents edges and higher level of detail and this image will present
an enhanced image with higher level of detail

4.3.4 Pseudo-Colour Images

Pseudo-colours are used to instantly highlight any irregularities in the grayscale
images. This is a result of colour receptors (cones) of a human eye having a
higher spatial acuity compared to that of rods, which are responsible for low
light vision. Pseudocolours systematically map each grayscale intensity to a
colour according to a colour table.

Figure 4.2 shows a variety of common colour maps. A new colourmap is
proposed using complementary colours as seen in Figure 4.2d. When comple-
mentary colours are put together they create the strongest contrast. Therefore
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(a) Grayscale (b) Jet (c) Logarithmic jet (d) Complementary

Figure 4.2: The bene�ts of colourmaps on thermograms

any slight change in intensity will be more pronounced with this map. The
choice of colourmap depends on the image itself. Logarithmic colourmaps are
more appropriate than linear colourmaps for visualizing thermograms (Klein
et al., 2008) as seen in Figure 4.2c.

4.4 Thermal Contrast Enhancement

The simplest form of enhancing detail in a thermogram is through thermal
contrast enhancement. Each of these methods require the selection of a sound
area Sa which can be one pixel or the average of selected sound areas. The
di�erential absolute contrast and modi�ed di�erential absolute contrast meth-
ods do not require the selection of a sound area Sa but rather an image frame
before defects begin to appear.

4.4.1 Absolute Contrast

Absolute contrast is the classical and most basic contrast de�nition describing
the excess temperature over a defect-free region:

Cabs(t) = T (t)− TSa(t) (4.4.1)

where T (t) is the temperature for any pixel and TSa(t) is the temperature for
chosen sound area at time t.

4.4.2 Standard Contrast

Standard contrast was developed to suppress the impact of re�ections produced
by the surrounding environment through subtraction of an image's pixels at
time t0 before heating (Maldague, 2001):
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Cstd(t) =
T (t)− T (t0)

TSa(t)− TSa(t0)
. (4.4.2)

4.4.3 Normalized Contrast

Variations in surface emissivity shift the amplitude of the thermal time history
of each pixel making the subtraction of a sound zone less e�ective. Normal-
ized contrast operates on normalizing each pixel with respect to the time of
maximum temperature, tmax or the end of the sequence, tend. The method
is intended to minimize variability in optical e�ects that include emissivity,
non-uniform heating and absorptivity lengths (Balageas et al., 1991, Balageas
et al., 2012). The normalized contrast is de�ned as

Cnorm(t) =
T (t)

T (tmax)
− TSa(t)

TSa(tmax)
. (4.4.3)

4.4.4 Running contrast

The running contrast reduces the e�ects of di�erences in surface emissivity as
it normalizes each pixel with the temperature of the chosen sound area Sa at
a time t. The running contrast is de�ned as (Maldague, 2001)

Crun(t) =
T (t)− TSa(t)

TSa(t)
=
Cabs(t)

TSa(t)
(4.4.4)

4.4.5 Di�erential Absolute Contrast (DAC)

The di�erential absolute contrast (DAC) removes the need for the manual
selection of a sound area Sa. The technique was originally based on the Dirac
delta function for pulsed thermography (González et al., 2004a), which has
now been extended to step thermography.

The di�erential absolute contrast is a form of extrapolated contrast based
on the extrapolation of temperature at early times through the one-dimensional
semi-in�nite model at the surface z = 0 of the specimen. The contrast is
formulated on the assumption that a sound zone is expected to follow the
semi-in�nite model for early times t:

∆T∞(t) ≈ ∆TSa(t), (4.4.5)

where the half-space semi-in�nite model for step heating is

∆T∞(t) =
2Q

e

√
t√
π
. (4.4.6)

At a time t′ just after heating and before an actual defect becomes visible
the measured temperature at the surface of the specimen is assumed to behave
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as an ideal sound area Sa, i.e. ∆Tmeas(t
′) = ∆TSa(t′). At this time the surface

has not been a�ected by the existence of a internal defect and therefore the
local temperature of a defective area is exactly the same for a sound zone. A
practical assumption is made that follows Equation 4.4.5 where the measured
temperature ∆Tmeas at t′ is equal to the half-space semi-in�nite model at t′

(Klein et al., 2008). This can be de�ned for a step pulse at time t′ as

∆T∞(t′) =
2Q

e

√
t′√
π

= ∆Tmeas(t
′), (4.4.7)

where ∆Tmeas(t
′) and t′ are known measurements from the thermal data. Now

Equation 4.4.7 is expressed for Q/e as

Q

e
= ∆Tmeas(t

′)
1

2
√
πt′

. (4.4.8)

Substituting Q/e into Equations 4.4.5 and 4.4.6, the extrapolated temperature
of a sound area is de�ned as

∆TSa(t) ≈
√
t

t′
∆Tmeas(t

′). (4.4.9)

Using the absolute contrast de�nition (Eq. 4.4.1), the extrapolated thermal
contrast is de�ned using the di�erence of the measure temperature ∆Tmeas(t)
and extrapolated temperature ∆TSa(t):

∆TDAC(t) = ∆Tmeas(t)−
√
t

t′
∆Tmeas(t

′). (4.4.10)

The DAC method is only valid for early times as at later times the thermal
response of both the sound and defective areas deviates from the semi-in�nite
model where ∆T∞(t) 6= ∆TSa(t).

4.4.6 Interpolated Di�erential Absolute Contrast
(IDAC)

The interpolated di�erential absolute contrast (IDAC) explicitly introduces
the sample's thickness by means of solving the one-dimensional heat prob-
lem in the Laplace space using thermal quadrupoles, before computing the
inverse Laplace transform (Benítiz et al., 2006). The IDAC is a modi�cation
to the DAC method described above, which performs temperature extrapola-
tion of a one-dimensional model. However the extrapolation follows the one-
dimensional model of �nite slab thickness. This algorithm requires knowledge
of the material's di�usivity and thickness.

Figure 4.3 illustrates a thermal model of an insulated slab in Laplace space
with boundary and initial conditions. To describe the boundary and initial
conditions let the Laplace transform of the surface temperature be de�ned
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Figure 4.3: Insulated slab model in Laplace space

as L (∆Tslab(t)) = θi(s) and let the heat �ux density function be de�ned as
L (Φ(t)) = φi(s) for a Laplace variable s. The rear-wall Laplace temperature,
and heat �ux density can be respectively de�ned as outputs θo(s) and φo(s).
The problem can be solved through the thermal quadrupole equation knowing
only the values at z = 0 and z = L:(

θi
φi

)
= M ·

(
θo
φo

)
with M =

(
A B

C D

)
, (4.4.11)

where the quadrupole matrix M for a solid slab is

A = D = cosh(κL), B = sinh(αL)/(κk),

C = ακ sinh(αL), κ =
√
s/α.

(4.4.12)

The Laplace quadrupole in Equation 4.4.11 can be alternatively expressed as:

θi = Aθo +Bφo (4.4.13)

φi = Cθo +Dφo (4.4.14)

The Laplace transform of surface heat �ux density for step heating are
φi = L(Φ(t)) = Q/s (Maillet et al., 2000). Taking into account φo = 0 since
the plates rear-wall is assumed adiabatic and knowing φi, the Laplace surface
temperature can be expressed as

θi =
QA

sC
=
Q

e

coth
√
sL2/α

s
√
s

=
Q

e
θ′i (4.4.15)

Solving in a similar manner to the DAC method, the change in temperature
of the sound zone can be approximated by the inverse Laplace of the the surface
temperature:

∆Tslab(t) = L−1(θi)|t =
Q

e
L−1(θ′i)|t ≈ ∆TSa(t) (4.4.16)

where the inverse Laplace requires a numerical approximation that can be
performed by either Talbot's method (Abate & Whitt, 2006) or Gaver-Stehfest
algorithm (Stehfest, 1970). Because ∆Tmeas(t

′) can be expressed as
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∆Tmeas(t
′) = ∆Tslab(t

′) =
Q

e
L−1(θ′i)|t′ , (4.4.17)

in this extrapolated contrast method, a Q/e function can be rewritten once
again and introduced into Equation 4.4.16:

∆TSa(t) ≈ L
−1(θ′i)|t
L−1(θ′i)|t′

∆Tmeas(t
′) (4.4.18)

Therefore the modi�ed DAC is calculated as the di�erence between the
measured and extrapolated sound region:

∆TIDAC = ∆Tmeas(t)−
L−1(θ′i)|t
L−1(θ′i)|t′

∆Tmeas(t
′) (4.4.19)

4.4.7 Normalized DAC Methods

Both DACmethods introduced so far are insensitive to surface non-uniformities
and produce relatively �at sound regions. However regions other than sound
zones are still a�ected by surface emissivity and local heating e�ects produc-
ing changes in temperature amplitudes. To account for this problem, the DAC
methods can be normalized as follows (Klein et al., 2008)

∆TnormalizedDAC(t) =
∆Tmeas(t)

∆Tmeas(t′)
− L

−1(θ′i)|t
L−1(θ′i)|t′

, (4.4.20)

which allows better quantitative estimations even though the images may not
be visually appealing.

4.4.8 Markov Error Contrast

The Markov error contrast is de�ned as the error between the actual and an
estimated temperature Test for each individual pixel's time sequence (Larson,
2011)

E(t) = T (t)− Test(t). (4.4.21)

The Markov error contrast is based on a Markov chain treating each tempera-
ture in the pixel's time sequence as independent. In order to evaluate the error
at time t an estimated temperature is required at the same time. Thus the
estimated temperature can be calculated as a function of the previous tem-
perature in time and repeated until each temperature has synthetically been
reconstructed. Using a simpli�ed one-dimensional response for step heating
(recall (Eq. 4.4.10) the estimated temperature can be evaluated. In this case
the Markov error will represent and amplify any deviation from an ideal sound
area Sa response. The estimated temperature can therefore be calculated by
using a modi�ed version of Equation 4.4.10:
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Test(t) = T (t− 1) ·
√
t− 1

t
, (4.4.22)

where T (t − 1) is the previous temperature at a current time t in thermal
sequence.

4.5 Signal Transforms

The signal transforms are based on the fact that it is possible to reconstruct
any continuous function in another domain space. Two methods have been
proposed to enhance overall defect detectability and provide inversion tech-
niques for depth. These methods are known as the Fourier transform (FT)
and wavelet transform (WT). Both transforms reconstruct the pixel's temper-
ature signal in the frequency space where amplitude and phase images can be
retrieved. Phase images have shown to be less a�ected by surface emissivity,
surface features and non-uniform contrasts.

4.5.1 Fourier transform

The one-dimensional discrete Fourier transform is applied to the temperature
history of each pixel T (t) as (Ibarra-Castanedo, 2005)

Fk = ∆t
N−1∑
n=0

T (n∆t) exp−2πnk/N , k ∈ Z, (4.5.1)

where j2 = −1, n = (0, 1, 2, · · · , N − 1) de�nes the next sampling time for
N sample points separated by a sampling interval ∆t and k designates the
frequency increment (k = 0, 1, 2, · · · , N). The Fourier transform is de�ned to
cover in�nite frequencies k →∞, but considering that there is a �nite number
of time samples de�ned by the signal of length Nt, the number of frequencies
needed to adequately represent the signal is N > Nt. Because the signal is
non-periodic, the signal is typically zero-padded and in this case N ≈ 2Nt

which provides enough sampling frequencies.
The complex exponential term of the Fourier coe�cients produces a real

and complex term, Fk = Rek + Imk, which can be separated to produce
discrete amplitude A and phase φ data:

Ak =

√
Re2k + Im2

k, (4.5.2)

φk = atan
(
Imk

Rek

)
. (4.5.3)

The resulting one-dimensional amplitude and phase data can be separately
reshaped to produce a series of amplitude and phase images.
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The amplitude and phase signal produces frequencies ranging from f1 to fN
in Hz as illustrated in Figure 4.4. The number of discrete frequency samples
correspond to the number of discrete time samples N . However, only half of
the frequencies needs to be considered as the amplitude and phase images are
symmetrical about frequency fN/2. The available frequency components do
not represent `real' frequencies but can be calculated directly from the time
domain as (Maldague, 2001)

f =
n

N∆t
=

n

N
fs, (4.5.4)

where the minimum available frequency is de�ned as fmin = fs/N and the max-
imum available frequency is half the sampling frequency (fmax = fs/2), also
known as the Nyquist or critical frequency fc. The available frequencies follow
the Nyquist-Shannon sampling theorem where a function can be completely
recovered from the sampled data without aliasing provided that the sample
frequency fs is at least twice the maximum available frequency or fc ≥ 1/2 fs
(Shannon, 1949). This feature of the Fourier transform can be used to eval-
uate the optimal sampling rate for transient thermography by comparing the
maximum available frequency of di�erent camera sampling frequencies. This
is further discussed in Chapter 5.

Peak wavelength 

Intensity Curve 

1500 K 

1200 K 

Frequency (Hz) 

Amplitude (-) Phase (rad) 

Frequency (Hz) 

𝑓1 𝑓𝑁 𝑓𝑁/2 ⋯ ⋯ 

𝑓1 𝑓𝑁 𝑓𝑁/2 ⋯ ⋯ ∆𝑓 = 1
𝑡𝑎𝑐𝑞  

∆𝑓 = 1
𝑡𝑎𝑐𝑞  

Figure 4.4: Amplitude (left) and phase (right) pro�les produced by the Fourier
Transform on a pixel's temperature response (adapted from Ibarra-Castanedo,
2005)

Generally the Fourier transform can be performed with little attention to
the data, however under-sampling and poorly truncated data has an a�ect
on the performance of the transform in defect estimation methods (Ibarra-
Castanedo, 2005). Poorly de�ning the data truncation window, i.e. the begin-
ning and end of the thermal sequence after all defects have emerged, a�ects
the overall frequency resolution. An increase in error was observed for depth
estimation for a smaller truncation window in pulsed thermography.

Zero padding does not improve the frequency resolution but improves the
ability to distinguish between adjacent frequencies. The poorly truncated data
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su�ers from leakage in the frequency spectrum where frequency energy is dis-
tributed over a wider frequency range and thus reducing the maximum phase
contrast. The FFT computation assumes the signal is periodic. In the case
of transient thermography, the signal satis�es the periodic requirement as the
signal starts at zero at the beginning of the time window and then rises to
some maximum and decays again to zero before the end of the time window.
This can be seen as a quarter wave of a periodic signal and presents no sharp
changes. However the square pulse temperature response produces a sharp
change between the the heating and cooling phases which may reduce the
e�ectiveness of this method.

4.5.2 Wavelet Transform

The wavelet transform is the extension of the Fourier transform with the added
bene�t of preserving time information, since defect depth is a function of the
square root of time. Instead of decomposing the signal by a continuous si-
nusoidal function, as in Fourier transform, the signal is decomposed through
window functions containing a periodic waveform of limited duration, known
as a wavelet. The basic wavelet transform can be seen as the convolution of
the signal f(t) and daughter wavelet ψS,Tr(t) de�ned for a translation factor
Tr and a scale factor S:

Wf (S, Tr) =

∫ ∞
−∞

f(t) ψ∗S,Tr(t) dt, S, T r ∈ R>0 (4.5.5)

where ∗ is the complex conjugate. The daughter wavelet ψS,Tr(t) is expressed
as a scaled and translated replica of a single base wavelet called the mother
wavelet ψm(t):

ψS,Tr(t) =
1√
|S|

ψm

(
t− Tr
S

)
(4.5.6)

where the scaling factor S controls the width of the wavelet and the translation
factor Tr controls the position of the wavelet along the analysed signal. The
wavelet transform permits the use of many di�erent mother wavelets ψm(t).
The choice of the wavelet should be chosen to best represent the signal or
possess a distinct characteristic of the signal. The choice of the wavelet for
thermographic analysis is desired to share the characteristic qualities of the
Fourier transform and, hence, the complex Morlet wavelet is chosen as the
mother wavelet (Zauner et al., 2010; Galmiche & Maldague, 2000; Maldague
et al., 2002). The Morlet mother wavelet is de�ned as

ψ(t) = exp(−ω0t) · exp
(
− t2

2

)
, (4.5.7)

where ω0 = 2πf0 describes the center frequency (f0) that de�nes the initial
scale of Morlet wavelet and number of signi�cant oscillations within the win-
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dow. Figure 4.5 shows the real and imaginary parts of two daughter wavelets
of the complex Morlet wavelet at di�erent scales. The complex Morlet wavelet
can be seen to exhibit a symmetric Gaussian envelope of a sinusoidal function
with a center frequency illustrated by the dashed sinusoidal function. By al-
tering the scale of the wavelet the center frequency is changed which is the
reason the wavelet can decompose the signal into various frequency compo-
nents. Consequently, amplitude and phase data become available.

More importantly the Morlet wavelet has an optimal joint time-frequency
concentration since it has an exponential decay in both the time and frequency
domains. This means that there is an equal trade-o� between frequency and
time support using this wavelet and this support is not observed in many other
mother wavelets.
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Figure 4.5: Real and imaginary parts of a Morlet wavelet for a change in scale
S a�ecting the center frequency (dashed line)

The output of the wavelet transform produces a tiling in the translation-
scale plane that corresponds to a time-frequency plane as seen in Figure 4.6.
The entire set of tiles describes the decomposition of a one-dimensional data
signal and can be combined to reconstruct the original signal. The relation
between wavelet scale S and a pseudo-frequency can be established as (Zauner
et al., 2010)

fpseudo =
f0

S ·∆t
, (4.5.8)

where fpseudo is in Hz corresponding to scale, center frequency and sampling
period. The widths and heights of the tiles respectively de�ne the time and
frequency resolution (or support) of a wavelet at a given scale S. The width of
the windowing function limits both the time and frequency resolution of the
tile according to Heisenberg uncertainty principle (Zauner et al., 2010):
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∆t ·∆ω ≥ 1

2
, (4.5.9)

which describes the joint time-frequency resolution. This principle can be
observed as theoretical boxes in Figure 4.6. When the scale S increases in
the direction of the arrow in Figure 4.6, the time support is increased, i.e.
less repeating tiles, but with a reduction in the frequency resolution. As a
result lower frequency components of the thermal response are observed. The
opposite is observed for a decrease in scale where the frequency resolution
increases and higher frequency components have less time support. This is
another interesting feature of the wavelet transform that the high frequency
components can be separated as they are assumed to represent noise terms
and the signal can be reconstructed without noise. The initial choice ω0 can
be observed to have a similar e�ect as the scaling factor on frequency and
time precision, where a larger ω0 produces a smaller frequency resolution ∆ω
and greater uncertainties over translation factor and thus over defect depth.
Galmiche & Maldague (2000) selected a center frequency of ω0 = 2 to reduce
uncertainties in depth estimation.
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Figure 4.6: Scale-translation plane of a one-dimensional signal depicting the
Heisenberg uncertainty relationship between frequency resolution and time
resolution

The wavelet transform can be implemented using the fast Fourier trans-
form (FFT) which conveniently handles the time-shift parameter, Tr, and the
convolution can e�ciently take place in the frequency domain - the convolution
theorem states that convolution in time domain corresponds to multiplication
in frequency domain. The simple multiplication of the signal and daughter
wavelet can be computed and repeated for multiple scales:
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Wf = IFFT[FTT(f(t)) · FFT(ψS(t))] = ReS + ImS (4.5.10)

where the translation factor Tr is controlled by the FFT algorithm and reiter-
ated for scales S > 0. The inverse fast Fourier transform, IFFT, is performed
to produce the real and complex parts to extract the amplitude (Eq. 4.5.2)
and phase data (Eq. 4.5.3) for each scale S.

The wavelet transform produces two-dimensional time-scale data from an
one-dimensional temperature signal. Even though the fast Fourier transform
is relatively e�cient, the wavelet transform is computational expensive and
requires a considerable number of computations and storage. To reduce the
dimensionality and computations, Galmiche & Maldague (2000) proposed us-
ing the characteristic time relationship of emerging defect at depth z for de-
termining the optimal scale for each time interval. Using the approximated
characteristic time

t =
z2

α
, (4.5.11)

a time as a function of frequency can be determined by equating the thermal

di�usion length µ =
√

2α
ω
, which is the maximum penetration depth at each

frequency, to depth z. This leads to the following relationship:

t =
2

ω
. (4.5.12)

The scale factor can be de�ned as the relationship between the center
frequency and scale frequency as S = ω0/ω. Knowing that the translation
factor corresponds to time, the following relation allows the calculation of one
scale factor for each translation time

S =
ω0

2
Tr. (4.5.13)

The values of S and T are now limited by the actual acquisition time and
hence the wavelet transform is (Galmiche & Maldague, 2000):

Wf (S, Tr) =

∫ ∞
−∞

f(t)
1√

0.5 · ω0 · Tr
ψ(

t
T r
− 1

0.5 · ω0

) dt (4.5.14)

4.6 Statistical Techniques

Descriptive statistical methods have been applied to express variability of a
data set as images. The methods discussed here are automatic processing
methods that require no user input. The statistical methods have been used
as an image enhancement method that describes the entire thermal sequence
as a single image.
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4.6.1 Skewness

Skewness is the third standardized central moment that measures the asymme-
try of the probability distribution in a univariate data set. Skewness is de�ned
as (Madruga et al., 2008)

skewness(xij) =

∑N
k=1(xk − µ)3

σ3(NT − 1)
, (4.6.1)

where µ and σ are the mean and standard deviation of the temperature re-
sponse of pixel xij. The subscripts i,j indicate the process is repeated for all
pixel temperature sequences.

4.6.2 Kurtosis

Kurtosis is the fourth standardized moment that measures �atness of the cen-
tral mean of the probability distribution in a univariate data set. Data sets
with high kurtosis tend to have a distinct peak near the mean and low kur-
tosis have a �at top. Kurtosis is the next moment after skewness de�ned as
(Madruga et al., 2009; Usamentiaga et al., 2012)

kurtosis(xij) =

∑N
k=1(xk − µ)4

σ4(N − 1)
. (4.6.2)

4.6.3 Matched Filters

There are a few types of matched �ltering algorithms but they all are based
on the following model (Foy, 2009; Larson, 2011):

Tmeas = ε Trefl + Tideal , (4.6.3)

where Tmeas is the measured temperature response that can be expressed by a
temperature response caused by re�ectance of defects, Trefl, and an ideal tem-
perature response typical of a sound area, Tideal. The strength of the re�ected
signal is indicated by ε. From Equation 4.6.3, the temperature sequences can
be written in vector form:

x = ε s + w , (4.6.4)

where x = Tmeas, s = Trefl and w = Tideal. Match �ltering techniques require
Equation 4.6.4 to be multiplied by a vector q that maximises the re�ectance
response and minimizes the sound area response. Hence, vector q can be
determined by the objective function and the constraint

max
q
||qT s|| subject to min

q
||qw|| , (4.6.5)
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where the di�erence between the various matched �lter detectors is de�ned by
the method of determining the objective vector q.

The match �lters require the re�ectance temperature sequence Trefl and
ideal temperature sequence Tideal to be known. One can obtain Tideal by manu-
ally selecting a sound pixel but unfortunately Trefl is unknown. Therefore Trefl
can be obtained by the following di�erence between the ideal and measured
response assuming ε is one (Larson, 2011):

Trefl = Tmeas − Tideal . (4.6.6)

The signal-to-noise ratio was noticed to increase for multiple selections of
defective and sound pixels and taking the average respectively to represent
Trefl and Tideal.

4.6.3.1 Spectral Angle Map

The spectral angle map (SAM) is based on a simple match �lter (SMF) where
the Trefl sequence is used as q. A resulting correlation image between the
re�ection and measured response is de�ned as

SMF = sTxij , (4.6.7)

where again the subscript i,j indicate the process is repeated for all pixel
temperature sequences.

The spectral angle map (SAM) de�nes the normalized vector magnitudes
as

SAM(xij) =
sTxij

√
sTs
√

xTijxij
. (4.6.8)

The SAM image is a similar concept to correlation techniques and describes
the cosine angle between the re�ectance signal s and measured signal x.

4.6.3.2 Adaptive Coherence Estimator (ACE)

The adaptive coherence estimator (ACE) is an extension of the clutter matched
�lter (CMF). The CMF includes the covariance matrixC of the data set, which
incorporates the structural information of the target specimen. The �lter is
derived from the Likelihood Ratio Test which expresses the probability how
many times more likely the data falls under one model than the other (Borokov,
1999). This e�ectively creates a unique threshold for each pixel. The CMF is
de�ned as

CMF = sT C−1xij, (4.6.9)

where C is the covariance matrix of the ideal response and is determined for
the total number of pixels, MN = M ×N :
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C =
1

MN

MN∑
k=1

wT
ijwij. (4.6.10)

The ACE matched �lter for normalized vector magnitudes is

ACE(xij) =
sT C−1xij

√
sT C−1s

√
xTij C

−1xij

(4.6.11)

4.6.3.3 t-Statistic & F Statistic

The t-statistic and F statistic methods are common tools used in linear regres-
sion and their derivations can be found in literature (Foy, 2009). The de�nition
for the t-statistic is

t-stat =
sTC−1xij√

xTijC
−1xij − %2(sTC−1xij)2

%
√
d− 1 , (4.6.12)

and the F statistic is the square of the t-statistic:

Fstat =
(sTC−1xij)2

xTijC
−1xij − %2(sTC−1xij)2

%(d− 1) , (4.6.13)

where % = 1√
sTC−1s

.

4.7 Principal Component Thermography

(PCT)

The Fourier transform is a convenient way of decomposing the thermal sig-
nals to the phase-frequency space through a set of sinusoidal basis functions,
however transient signals are not periodic signals, particularly in the case of
square pulse heating. Sinusoidal functions indeed may not be the best choice
for representing either transient heating signals. Principal component thermo-
graphy (PCT) is based on an eigenvector transform which applies an orthog-
onal transformation to the thermal inspection data. PCT relies on singular
value decomposition (SVD) which closely matches principal component anal-
ysis and are both used to reduce high-dimensional data into fewer dimensions
while retaining relevant information. The only di�erence is that there is no
need to calculate the covariance matrix which can lead to numerical rounding
errors when evaluating the eigenvalues. Eigenvectors can be portrayed as axes
along which a linear transformation acts by simple compression or stretching
of data on orthogonal axes. Since eigenvalues are orthonormal they represent
a complete description of the spatial and temporal variability in the entire
thermal sequences as a smaller set of orthogonal statistical modes.
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Assuming that the thermal data is aM×N data matrix A (M > N), then
the SVD can be applied as follows (Rajic, 2002; Marinetti et al., 2004):

A = URVT (4.7.1)

where U is a M × N matrix , R is a diagonal N × N matrix containing the
absolute values of the eigenvalues (singular values) of A and VT is an N ×N
unitary matrix. In order to apply this to the thermal data-cube matrix, the
total number of pixels are rearranged into a single vector to condense the
information as a single matrix A having dimensions (Nx · Ny) × NT with
time along the columns. Figure 4.7 shows the reorganised matrix A and the
resulting orthogonal matrices produced by the SVD.
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Figure 4.7: Reorganised matrix A of the thermal sequence and the resulting
orthogonal sets using singular value decomposition depicting locations of EOFs
and PCs

Each column vector of matrixA needs to be standardized to ensure uniform
variance on a pixel-wise basis

Â(m,n) =
A(m,n)− µm

σm
, (4.7.2)

where

µm =
1

N

N∑
n=1

A(m,n), (4.7.3)

σ2
m =

1

N − 1

N∑
n=1

(A(m,n)− µn)2. (4.7.4)

Now the standardized matrix Â can be factorized using Equation 4.7.1. Or-
thogonal statistical modes are present in the columns of U known as the
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empirical orthogonal functions (EOFs) seen in Figure 4.7. The �rst few EOFs
describe the largest variability in the thermal sequence and generally only a
few EOFs contain useful images. Furthermore orthogonal statistical modes
describing time variations are present in the rows of VT known as principal
components (PCs). The PCs cannot be displayed as an image but have been
proposed to allow defect depth estimation. This requires isolating the defec-
tive region and performing SVD separately on each identi�ed defect. Not much
work has been performed to show the accuracy of this estimation which is also
an inversion method requiring knowledge of thermal di�usivity.

The matrix U can be rearranged as a three-dimensional matrix to produce
a sequence of EOF images. Figure 4.8 illustrates the �rst four orthogonal
statistical modes. The �rst EOF does not show much variability. However
the second and third EOFs describe the most characteristic variability in the
thermal data such as defects, vignetting e�ects and cooling near the sample
boundaries. The third EOF remarkably shows the surface wrinkles of the
composite plies near the top left corner. The forth EOF shows the introduction
of noise and possible heating e�ects.

(a) EOF 1 (b) EOF 2 (c) EOF 3 (d) EOF 4

Figure 4.8: Empirical orthogonal functions describing the most variability in
the thermal sequence for GFRP106A

4.8 Thermal Signal Reconstruction (TSR)

Thermal signal reconstruction �ts a nth order polynomial to a logarithmic
sequence of the individual pixel's thermal response. The thermal response can
be linearised by transforming to a logarithmic domain before performing a
least squares �t (Balageas & Roche, 2014):

ln(∆Tsurf (t)) =
n∑
i=0

ai(ln(t))i . (4.8.1)

By using the semi-in�nite solution to characterise the step-heating thermal
response, the logarithmic domain can be seen to be valuable in linearising
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the data regardless of thermal properties. The logarithm transform of the
semi-in�nite solution is

ln(∆Tsurf (t)) = ln

(
2Q

e

)
+

1

2
ln

(
t

π

)
(4.8.2)

where the response will follow a positive 1
2
slope and 2Q

e
describes a constant o�-

set. Because the real temperature response does not practically follow the the
semi-in�nite response, the choice of order n should be small to avoid unwanted
oscillations in the �t but should be large enough to capture the curvature of
the data. The data can be reconstructed by taking the exponential of Equa-
tion 4.8.1. The reconstructed signal improves defect sensitivity by reducing
blurring and increasing signal-to-noise ratio.

Representing the thermal response as a polynomial provides an additional
feature of being able to calculate the �rst and second derivatives. Taking the
derivatives of the raw signal is problematic when the signal possesses a high
noise content. The derivatives provide an autonomous way of facilitating de-
tection of early time of maximum contrast. The �rst and second derivatives of
the pixel's thermal history in the logarithmic domain is respectively expressed
as (Shepard et al., 2003)

d ln(∆Tsurf (t))

d ln(t)
=

N∑
n=0

nan ln(t)n−1 (4.8.3)

d2 ln(∆Tsurf (t))

d ln(t)2
=

N∑
n=0

n(n− 1)an ln(t)n−2 (4.8.4)

where the resulting logarithmic time derivatives are transformed back into
linear time domain by the taking the exponential. The derivatives have proven
to provide higher defect contrasts and are valuable in depth estimation in
pulsed thermography (see section 2.8.2).

4.9 Summary of Algorithms

The processing methods described here have been selected as the best suited for
trasient thermographic data. Other processing methods, like �ltered thermal
contrast (Grys & Minkina, 2010) and partial least squares regression (López
et al., 2014(a) & 2014(b)) have shown not to perform well. Many of the
methods can be simply applied while others require a level of user interaction.
The typical procedures for thermographic data can be �rst performed with
preprocessing methods as suggested in Figure 4.9. These preprocessing meth-
ods include subtraction of a pre-�ash image to remove partial inhomogeneities
already present in the cold images, noise reduction through 3 × 3 adaptive
median and Gaussian low pass �lter or application of a smoothing procedure,
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such as thermal signal reconstruction or polynomial �tting. The �tting speeds
up the subsequent processing methods, even though the �tting method can be
computationally expensive at �rst. Normalization and histogram adjustment
have proven to be simple procedures of adjusting the visual threshold.

Choosing a processing method will depend on the thermal data itself and
will require trial and error inspections of the processed image. The main goal
of these methods are to enhance the overall contrast of defects, especially when
the image is contaminated by re�ections and non-homogeneous surface e�ects.
Contrast methods are generally used after some preprocessing is performed
so a better signal can be achieved. These methods are mainly considered for
depth inversion methods where depth is a function of contrast. The derivatives,
Fourier transform and wavelet transform o�er an alternative depth inversion
techniques.

After the image is processed the image can be further enhanced by either
multiscale retinex or histogram equalization and followed by pseudocolours
and contrast methods. The pseudocolours provide a better description of small
variabilities.

Raw thermogram 

sequence 

Thermographic signal 

reconstruction 
3 x 3 Gaussian filter 3 x 3 Median filter 

Markov error  

contrast 

1st and 2nd  

Derivatives  
Fourier transform Wavelet transform 

Normalization 

Skewness & kurtosis 
Principal component 

thermography 

Matched filters (ACE, 

SAM, t- & F statistic) 

Histogram  

equalization 
Multiscale retinex Normalization 

Histogram  

adjustment 

Contrast methods 
Differential absolute 

contrasts 

Pseudo-colours 

Savitzky-Golay 

smoothing 

Preprocessing 

Processing 

Post-processing 

Coefficient  

images 

Figure 4.9: The application of signal processing methods at di�erent processing
stages
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Chapter 5

Results and Discussion

The performance of step and square pulse heating are investigated on the ar-
ti�cial and industrial samples. Optimal heating parameters and a suitable
sampling frequency for transient thermography are determined. The di�er-
ence between the transient regimes are further explored by applying the signal
processing methods discussed in Chapter 4. The e�ectiveness of each process-
ing method will be reviewed at the same time. Furthermore, the chapter will
assess the qualitative and quantitative performance of transient thermography
in industry. Thermograms and �gures discussed in this chapter can be found
in Appendix G.

5.1 Inspection with Transient Thermography

The di�erence between step and square pulse heating has not been documented
and there is no clear direction to which method is preferred. Equally the
treatment of the heating parameters have not been explored. Therefore the
e�ects of rated power and spectral power of the halogen lights as well as the
heating duration is investigated in Appendix F. A suitable camera sampling
rate is also determined.

The raw thermograms of the arti�cial samples are displayed in Appendix G.
These thermograms present the best maximum contrast images for both step
and square-pulse heating for a total acquisition time of 50 s and a power input
of 4000 W.

The polymethyl-methacrylate (PMMA) samples with �at-bottom holes are
seen in Figure G.2. They displayed the best overall defect contrast and def-
inition. The di�erent defect depths are easily noticeable by the changes in
grayscale intensities. The de�nition of the defects' periphery is more de�ned
in step heating than for the square-pulse heating thermograms. The dark re-
gion seen on the largest defect in the opaque (square) sample represents a
breach in the surface material.

The observations are contrasting for the the polytetra�uoroethylene (PTFE)
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inclusions seen in Figure G.3. The PTFE inclusions display a weaker signal
strength for the same lateral size defect at similar defect depths to that of the
�at-bottom hole in the opaque sample. Trapped air around the inclusions,
particularly seen in Figures G.3(c-d) and G.3(i-j), display relatively higher
contrasts than the PTFE inclusions. The glass �bre samples exhibit the best
overall defect detectability of the sub-surface inclusions. The GFRP200 sam-
ple, with the largest �bre density (largest �bre diameter), display a slightly
poorer contrast. The reduced contrast may be a combination of increased lat-
eral di�usion and the greater interference of heat conducting normal to the
surface. The carbon �ber samples present only shallow inclusions at a weaker
contrast.

The air-gap delamination thermograms are seen in Figure G.1 with a
greater contrast than the PTFE inclusions. Relative di�erences in the air-
gap depth can be noticed in the glass �ber samples. Again the carbon �ber
composite produced a weaker contrast for similar delamination depths, how-
ever deeper defects, up to 2.5 mm, were better distinguishable.

The results for square pulse heating were similar and sometimes better to
that of step thermography, even though the total energy input was approxi-
mately a third (16 s) of the maximum energy input produced by step heating.

The �at-bottom holes represent an ideal case in thermography exhibiting
a large thermal resistance which exhibits no �ow of heat towards the rear sur-
face of the inclusion. It is di�erent to an actual delamination that experiences
characteristic edge e�ects associated with di�usion of heat around the edges to
the back surface. The in�nitely large thickness and low thermal conductivity
provides a high thermal resistance and a greater obstruction to �ow compared
to the delaminations used in this project. Table 5.1 shows the de�nite distinc-
tion in the thermal resistance of the reviewed arti�cial �aws. The thickness of
the �at-bottom hole in theory extends to in�nity but a one meter thickness is
used for comparison.

Table 5.1: Thermal resistance of various defects types

Type of Delamination Material

PTFE PTFE Air
Flat-bottom

hole

Thickness mm 0.25 0.5 0.5 1
Thermal resistance Rd m2 K W−1 0.001 0.002 0.02084 41.66667

In spite of the low thermal resistances displayed by the PTFE inclusion,
most defect positions can be identi�ed after closer scrutiny. Even though the
raw transient signal displays a high number of detectable defects, processing
steps are still needed to enhance the de�nition and sizes of the defects. The
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raw thermograms also display the e�ects of surface variability, emissivity and
non-uniform heating that mask the low thermal contrast of deeper defects.
Signal processing techniques will however not facilitate defect detection beyond
experimental detection limits.

5.2 Review of Processing Techniques

Objectively assessing signal processing methods is a problematic task when
each algorithm produces a single image or a unique set of images. Moreover a
reliable quantitative measurement tool does not exist for thermographic imag-
ing. Traditional photographic measurement tools are not tailored for the image
performance criteria of the thermograms. Thermographic criteria can include
identifying primitive features, such as defect intensity and noiselessness; logical
features, such as clarity and de�nition of the image; and abstract attributes,
such as clarity and signi�cance of the features being enhanced.

Signal-to-noise (SNR) metrics have been the only means of evaluating an
algorithms performance in thermography but do not consider other features,
such as other variability and defect edge de�nition.

As a result, the processing methods are visually compared using the max-
imum contrast image from each processed data set and the original raw ther-
mogram. A summary and the corresponding wall-times of these methods are
provided at the end of this chapter in Table 5.3.

5.2.1 Noise Reduction

Temporal noise reduction methods were preferred over spatial noise �lters,
even though the spatial �lters' processing times was a fraction of the time of
the temporal methods. The spatial �lters included the adaptive median �l-
ter and Gaussian low-pass �lter. The temporal noise reduction methods that
were evaluated include ordinary polynomial �tting, thermal signal reconstruc-
tion and Savitzky-Golay �ltering. The Savitzky-Golay �lter is one-dimensional
convolution �lter that can be applied to any one-dimensional signal. It pro-
vides noise-smoothing and an estimate of signal derivatives. The results of
these methods were similar, although the thermal signal reconstruction demon-
strated a faster execution time (see Table 5.3).

5.2.2 Contrast

The standard contrast methods were found to be fairly e�ective for uniformly
heated samples and defects that produced high thermal contrasts. These meth-
ods did not perform well for the samples that contained high surface variability
or PTFE inclusions. The images for absolute, normalized, running and stan-
dard contrast for both transient regimes are presented in Figure G.4. The
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contrast images of the square pulse regime displayed the best results showing
a better contrast for the deepest delamination not initially detectable in the
raw thermogram. The contrast methods were designed to reduce emissivity
and surface variations, however these features were still predominately seen in
the contrast images.

5.2.3 Di�erential Absolute Contrast

The di�erential images of the di�erential absolute contrast (DAC) and interpo-
lated di�erential absolute contrast (IDAC) showed slight success in removing
non-uniform heating. These methods were only appropriate for step heat-
ing as they were formulated on the one-dimensional step heating model. A
thermogram is displayed for relatively early times and at later times for both
DAC and IDAC in Figure G.5. The thermograms were unfortunately contam-
inated with a large amount of noise but the defects became more pronounced
against the background. Small dark anomalies, which were identi�ed to be
air bubbles, are more noticeable in the processed images. At later times the
defect contrast was questionable but the thermograms displayed a more uni-
form sound region. The poor performance of both methods was anticipated as
the one dimensional model is only valid for early times after heating and for
homogeneous materials.

5.2.4 Skewness & Kurtosis

The skewness and kurtosis images have proved to be bene�cial in enhancing
defect contrast and highlighting small anomalies within the composite. These
methods can be applied to any thermal sequence regardless of the shape of
the heating pro�le. The resulting images are displayed in Figure G.6. The
de�nition and shape of shallow defects is well de�ned. The kurtosis image
displayed more defects for both regimes but the de�nition of the second deepest
defect column is less pronounced than the deepest defect column located in the
center. It is unclear from the original image why this is the case. All images
produced relatively uniform background pixels and square pulse thermography
bene�ted the most from this method. The darker perimeter seen near the
sample's edges highlights ply thickness changes (Figure G.6(f)) and possible
heat losses.

5.2.5 Matched Filters

The matched �lters performed moderately well for most composite samples.
Surface variability and emissivity was still prevalent in the processed thermo-
grams of the carbon �bre composites. The four matched �lters include the
adaptive coherence estimate (ACE), spectral angle map (SAM), the t- and F
statistic. The results are displayed in Figure G.7 for the same GFRP106A
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sample previously used in the skewness and kurtosis comparison. In these im-
ages the second deepest column is more pronounced and overall the defects
are less blurred compared to that in the skewness and kurtosis thermograms.
However, the center defects are not seen in the t- or F statistic images.

Each �lter produced similar results for both heating regimes. Only the ACE
and SAM �lters e�ectively identi�ed all defects. The ACE and SAM �lters
applied to square pulse regime highlight small anomalies and air voids trapped
at di�erent ply depths. Close inspection of the sample con�rmed the presence
of these voids. In contrast, surface variability was more evident in t- and F
statistic thermograms. A surface scratch near the top right corner coinciding
with the signal of the back-wall washer became visible in these images. It was
initially not visible in the digital image or raw thermogram.

All results showed a fairly uniform background and the presence of a vi-
gnetting e�ect on the sample periphery matched the similar e�ects seen in the
statistical moments. A increase in contrast was observed in the matched �lters
when selecting deeper defect pixels.

5.2.6 Principal Component Thermography

Principal component thermography (PCT) performed e�ectively for all sam-
ples and slightly better for square pulse thermal data. Selecting a particular
empirical orthogonal function (EOF) allowed one to inspect di�erent variabil-
ities in the sequence. Most of the variability in the thermal set is contained
in the �rst few EOFs and the second EOF accounted for the highest variance
that is associated with the thermal contrast of the defects.

The second EOF is presented in Figure G.8 for the CFRP200B composite
and was able to enhance the weak contrast produced by the 0.25 mm thick
PTFE inclusion. PCT was able to increase defect de�nition as well as increase
the contrast of other variabilities, such as ply features and surface �nish.

The change in the acquisition time of the thermal sequence was observed
to have an e�ect on the EOFs' variability. The change of acquisition time
is shown in Figure G.9. When decreasing the total acquisition time of the
data the contrast of the defects improved for the second EOF. Decreasing the
total time however reduced the number of EOFs that contained meaningful
information.

5.2.7 Markov Error Contrast

The Markov error contrast (MEC) did not perform as well as reported for
pulsed thermography data. Figure G.10 illustrates the MEC images for car-
bon and glass �bre composites with air-gap delaminations (CFRP200DEL and
GFRP200DEL). The MEC performed poorly on samples with PTFE inclusions
and particularly badly for the carbon �bre samples that exhibited weaker con-
trasts. The MEC image for the CFRP200DEL showed a slight increase in
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contrast for the deepest (middle) delamination. The shallow delamination's
lateral size was notably larger than the original raw image. The MEC image for
the GFRP200DEL produced a more uniform background when a colourmap is
applied. This was consistently observed for all glass �bre composite samples.

5.2.8 Thermal Signal Reconstruction

The thermal signal reconstruction (TSR) technique presents favourable per-
formance in pulsed thermography, however TSR has proven to not o�er the
same bene�ts for transient thermography. The few bene�ts of using the TSR
method include the overall reduction of noise, e�cient storage and processing
of a few polynomial coe�cients. The e�ectiveness of each algorithm increased
when preprocessed by the TSR method. Even though the TSR method has
a relatively long computational time, the speed of additional processing after-
wards increased.

The TSR polynomial �t is observed for a step heating case in Figure 5.1
for a carbon �bre sample (CRFP200A). The carbon �bre samples exhibit a
faster thermal di�usivity than the other reviewed samples. The polynomial
is �tted using a 5th order polynomial to the temperature response of a defec-
tive pixel corresponding to the shallowest and largest lateral size defect. For
completeness, a sound pixel is also plotted. The surface temperature of the
shallowest and largest defect experiences a faster rate of change than deeper
and small defects. The enlarged section plots reveal a better description of
the �t and the discontinuities in the recorded signal. The discontinuities are
a result of the infrared camera pausing during the recording to automatically
recalibrate the sensor. This is observed in most of the thermal sequences but
was considered to have negligible impact on the results.

The polynomial �t is not performed entirely on the square heating response
as the temperature curve possess a sharp point between the heating and cooling
phase. The TSR method can however be individually applied to each phase
of the square pulse response. For the cooling phase, which is analogous to
the decay of pulsed thermography, the TSR method was observed to improve
the signal-to-noise ratio of the raw thermal sequence as seen in Figure G.11.
Alternatively, the Savitzky-Golay �lter can be used to reduce the temporal
noise of the entire response with no added bene�t of data reduction through
coe�cient images.

Furthermore, the coe�cient images produced by TSR do not possess any
noticeable enhancement over the raw thermograms as shown in Figure G.13.
The coe�cient images are highly contaminated with noise and the defect de�-
nitions are less noticeable. The decay coe�cients of the square pulse response
are not shown as they display no signi�cant di�erence to the coe�cients of the
step response. Nevertheless a coloured image was constructed using the best
three coe�cient images that describe the most visible defects. The three co-
e�cients were arranged as the red, blue and green channels of an RGB image
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using the best RGB-colour combination. The RGB image can be constructed
by

IRGB(x, y) = concatenate(Ra, Ga, Ba), (5.2.1)

where Ra, Ga and Ba represent the three polynomial coe�cients (an) that
de�nes the red, blue and green colour channels. The combination of channel
intensities create an unique colour for a particular depth, where the depth
can be estimated through an inversion technique. Pixels that share common
depths should have similar coe�cients, and should produce a unique colour
for a particular depth. Figure G.12 displays the RGB images for step and the
decay of square pulse coe�cients. A slight change in colour is observed for
di�erent depths but the reconstructed RGB image is considered to be worse
than the raw signal. The unique image of the square pulse coe�cients shows
a slight improvement to the visualization of defect depth.

Figure 5.1: A 5th order polynomial �t using TSR method on a carbon sample
with PTFE inclusions

5.2.9 Fourier Transform

The amplitude and phase images of the Fourier transform proved to be an ef-
fective method for defect enhancement in step thermography and moderately
e�ective for square pulse thermography. Figure G.15 and G.16 present the
amplitude and phase images for both transient regimes on the CFRP200A
sample. For step heating, the phase images revealed deeper defects at lower
frequencies and a better description of the shallow defects at slightly higher
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frequencies. The lower frequencies where preferred as they contained most
of the sub-surface defects in a single image. Higher frequency images mostly
described noise. The phase images enhanced surface and internal variabili-
ties. The amplitude images provide some enhancement features by being less
a�ected by surface variability.

The Fourier transform on a square pulse response is less favourable as
the defect de�nition is poorer than step and the second deepest defects are
not visible in the phase images. In addition the phase images o�er less detail
which may be a consequence of the non-periodic nature of the signal containing
a sharp peak. The amplitude images proved to showed better qualities for
square pulse heating.

The e�ect of sampling frequency is observed on the Fourier transform for
�at-bottom holes in the opaque PMMA sample. Reducing the sampling fre-
quency fs from 30 to 5 Hz produced a slight drop in defect contrast as revealed
by the phase di�erence plot in Figure G.14. The phase di�erence de�nes the
di�erence in phase between a defective and non-defective region. The fre-
quency position describes the image containing those frequencies. The con-
trast is the highest for the second and third available frequency (0.04 Hz and
0.06 Hz). The slight drop in frequency also con�rms that choosing a sampling
rate between 5-30 Hz is suitable in capturing the transient behaviour of the
target surface. The choice of a 1 Hz sampling frequency reveals a change in
phase information shifting to lower frequencies that further highlights that the
data may be undersampled.

5.2.10 Wavelet Transform

The wavelet transform proved to be e�ective in revealing most defects in the
samples for both heating regimes. Again the phase images proved to be pre-
ferred over the amplitude image. The phase images allowed the inspection of
defects emerging over time while sharing the defect enhancement qualities of
the Fourier transform's phase image. The amplitude and phase images of the
wavelet transform are seen in Figure G.17 for step heating and Figure G.18
for square pulse heating. The amplitude images show no improvement to the
raw images.

5.2.11 Spatial Image Enhancement

The e�ectiveness of histogram equalization on thermograms is shown in Fig-
ure G.19. The appropriate application of the histogram equalization method
depends on the image and the purpose of using the method. Admittedly, the
multiscale retinex method has proven to be more suitable for the enhancement
of both raw and processed thermograms. Figure G.20 displays the multiscale
retinex method on raw thermograms.
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5.3 Analysis of Industry samples

Samples from industry where inspected using step and square pulse thermo-
graphy. The thermal data was preprocessed with thermal signal reconstruction
before other processing methods were applied. After the experimental �ndings
were made, the actual material �aws were revealed. Some of the main �ndings
are discussed below.

The �rst sample describes a 1.5 mm thick, two-ply thermoplastic laminate
that was heat bonded. The sample was provided to investigate a possible
bondline failure in a new technique of heat-joining two plastic plies together.
Figure G.21 presents the digital image and processed thermograms of the front
and rear surface of the thermoplastic laminate. Interestingly the arrow in Fig-
ure G.21(a) and G.21(e) shows a line drawn by a permanent marker on the front
surface. On inspection of the rear surface the line was partially observed. The
label positioned on the rear surface is similarly seen in the thermogram of the
front side as shown by a line in Figure G.21(b) and G.21(d). In addition, the
thermogram showed some variability in the front and back thermograms using
the adaptive coherence estimator (ACE) matched �lter. A particular region
of interest is marked by a dashed rectangle on both thermograms. By further
inspection using the principal component thermography technique, the same
features were identi�ed. The cause of variability is unknown as the cropped
thermograms of the front and back side do not display identical features.

The e�ect of core crushing was investigated in the third sample set. The
sample set consisted of a two ply glass-epoxy laminate on �ve plies of uni-
directional carbon-epoxy forming the skin of a foam sandwich composite. The
core was made of 10 mm thick polyethylene terephthalate (PET) foam. The
samples again represent a control and a sample deformed by a hammer, which
are presented in Figure G.22. There is no distinct indication of any defor-
mation between the two samples, which is displayed by the best frequency
images of step and square pulse heating using the Fourier transform. Af-
ter the images were post-processed with contrast-limited adaptive histogram
equalization (CLAHE), the thermograms revealed the boundaries of the foam
panels. In particular, the deformed sample thermogram shows a brick-like
pattern (Figure G.22(e)). The square pulse heating method presents a better
description of the foam slabs using the Fourier transform.

A honeycomb sandwich with potted inserts is inspected in Figure G.23. The
front and rear surface is inspected with both transient regimes and various
processing methods are applied. The sandwich composite is inspected for
bondline failure between the potted insert and surrounding material. Both
the front and rear thermograms depict the uneven distribution of the potting
compound, which equally shows the variability in the reamed holes. The only
conclusion that can be made is the pattern produced by the potting compound
and the insert. Both sides display the same thermal pattern suggesting that
the potting resin extents through the entire core to both ply skins.
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The next sample evaluates the integrity of a thick honeycomb sandwich
spliced to Tufnol®. The resulting thermograms are seen in Figure G.24 using
the �rst empirical orthogonal function in principal component thermography.
The de�nition of the bondline and other variability in the spliced Tufnol®

is evaluated for both heating regimes. There is a clear indication that step
heating produces a better precision of detail, whereas square pulse heating
produces a more smoothed feature but with an increase in contrast. The
variability in the thermograms are consistent to the digital image. One may
argue that the variability in the composite can be observed without the need
of thermography, however this would not be the case if an opaque resin is used.
This comparison is intended to show the accuracy of transient thermography.

A 2.3 mm thick sample was created that exhibited voids throughout the
material. Figure G.25 displays the front and rear side of the ten-ply glass-
phenolic laminate. The thermograms represent the best empirical orthogonal
function (EOF) for the step and square pulse heating methods that are able
to detect these voids. Two relatively large voids are seen on the left hand-
side of the Figure G.25(e) and Figure G.25(f), which also corresponds to the
right-hand side voids seen in Figure G.25(c). Other smaller voids are seen
in all the thermograms as di�erent grayscale intensities, suggesting that the
anomaly is a di�erent type of inclusion or at another depth. The smallest
detectable defect is approximately 1 mm wide - a spatial resolution limit of
the infrared camera. This time the inclusions and voids are not visible in the
digital images. Another large anomaly is evident on the far right hand-side of
Figure G.25(b) and Figure G.25(c), stretching from the top to bottom in the
front surface thermograms.

Lastly, four samples were obtained from di�erent regions of a rejected
Space�ex product that experienced a loss in vacuum during curing. The glass-
sandwich composites can be seen in Figures G.26 to G.29. Figure G.26(b)
illustrates the ability to detect anomalies and expose subsurface ply features
with discernible detail with the wavelet transform. Instead of selecting an im-
age from the large data set of the wavelet transform the use of the skewness
processing method is able to display the variability from the data set as a
signal image. The skewness image is presented as Figure G.26(c). Figure G.27
to Figure G.29 display large variability of resin build-up throughout the skin
plies. This is expected for composites that are not properly vaccum-sealed.
Most of the processed thermograms display small, dark variabilities that can
be regarded as resin build-up in the honeycomb cells. Lighter circular regions
in Figure G.28 may be due to resin de�ciency, or air-voids. The dark region
near the bottom of this �gure shows a possible accumulation of resin.

There is an obvious uncertainty in characterising defect �aw types of some
of the anomalies. An anomaly may produce di�erent grayscale intensities
depending on its material properties or thickness. Despite these uncertainties
surface, sub-surface, ply and core variability was clearly distinguishable. The
�aws in the samples were unfortunately limited to small variability in this study
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and no delaminations were identi�ed. The detected lateral size of anomalies
in the thermograms also matched closely to the variability observed in some
of the digital images.

5.4 Defect Characterization

Defect characterization has been a popular topic in question for thermography.
The convenience of thermograms provide straightforward descriptions of lateral
size but depth estimation techniques have been limited to inversion methods.

5.4.1 Lateral Defect Sizing

The lateral size and shape of a defect can be estimated directly from the
thermogram by knowing a reference size, such as the size of the sample's
width or an adhesive label. The concern in pulse thermography is that the
observed defect's de�nition becomes more blurred with time and no distinct
defect periphery can be observed. For step thermography this was found to not
be the case, but similar blur e�ects are seen in the cooling phase of square-pulse
thermography. As a consequence step thermography is preferred in lateral size
estimation.

The shear magnitude method is presented as an automatic estimation of
lateral size. This method eliminates the biases in the selection of a defect
periphery. This method requires the shifting of a thermogram by a few pixels in
any direction over a non-shifted copy of the thermogram. Figure 5.2 represents
a sheared thermogram shifted by three pixels both vertically and horizontally.
The shifted image produces a maximum and a minimum peak close to the
perceived defect edges and the defect size can be determined by measuring the
opposite peaks as illustrated in Figure 5.2. The shifting of the image both
laterally and horizontally allows one to measure either the width or height of
the defect. A pixel-shift factor of three was selected as it produced the best
representation of defect lateral size.

Figure 5.2: Shear magnitude image (left) and corresponding surface plot
(right) representing the width between peaks
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The shearing image method was iterated over the entire sequence of the
opaque PMMA sample to produce a plot of measured pixel length over time as
seen in Figure 5.3(a). This �gure shows for early times the defect has not yet
emerged and only after ten seconds does the contrast of the defect become more
pronounced in the thermal sequence. After 30 seconds the signal-to-noise ratio
has improved and the uncertainty in defect sizes has reduced. To demonstrate
the reliability of this method on composite materials, the shear magnitude
image is repeated for the entire sequence of the GFRP200DEL sample, seen
in Figure 5.3(b). The composite sample revealed that the spread of the mea-
sured defect size was much larger than that of the PMMA sample. The shear
magnitude method was found to be a problem in the composite materials that
exhibited other inclusions and weaker contrasts, even after processing.

A simple line measurement on the thermograms was found to be more useful
than the shear magnitude method. The thermograms were processed with
the wavelet transform and post-processed with the multiscale retinex method
before the lateral size was measured. The lateral size measurements and error
in the actual defect size can be seen in Table G.1. Lateral size measurement
errors were below 20 % for high contrast defects and below 40 % for low
contrast or deeper defects. The large errors can be attributed to the spatial
resolution of the camera, user bias and poor thermal contrast of particular
samples, i.e. clear PMMA. Nevertheless for most of the estimations, the error
was relatively smaller. The reference adhesive label was used to calibrate the
width of a pixel.
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Figure 5.3: Measured di�erence between peaks for a (a) 2 millimeter deep
�at-bottom holes with lateral sizes of 10-30 mm in the PMMA sample and (b)
a 15 mm wide air-gap delamination at depths 1.28, 2.55 and 3.83 mm
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5.4.2 Depth Estimation

The main methods in literature to estimate defect depth have been performed
through the use of an inversion method. The inversion method is usually for-
mulated by the inspection of a calibration sample that exhibits three or more
defects at known depths that share similar thickness and thermal properties.
The common use of inversion methods highlight that there is no intrinsic fea-
ture of heat �ow that can be exploited when estimating an unknown defect.

The application of depth inversion methods is an inherent problem for
samples that pose variable and unpredictable defects. Firstly, the calibration
samples cannot be practical employed in industry to model the variability when
the depth of the anomalies are clearly unknown. Secondly, there remains some
uncertainty in describing the exact �aw types that are observed, such as an
inclusion or delamination. Thirdly, most of the industrial samples reviewed
are relativity thin (1 - 15 ply thick), which argues the fact whether exact depth
information is indeed necessary.

Figure 5.4 illustrates the relative contrasts between �aws with di�erent
thermal resistances. The thermal contrast of an air-void and PTFE inclusion
are located at approximately the same depth, yet they are seen to display
a unique thermal response. Even if the air-gaps presented in Figure 5.4 are
deeper or have a larger thickness than the PTFE inclusion, there is still no
correlation of depth seen between the two defects' thermal response. This
comparison highlights that even if the defects are located at the same depth,
a change in thickness, thermal properties or depth of the inclusion will display
a unique thermal response. Hence a defect with a higher thermal resistance
will produce a higher contrast which will be observed at an earlier time than
a defect with a low thermal resistance.
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Figure 5.4: Normalized contrast for GFRP106B sample for two PTFE and
air-gaps inclusions

In order to determine the depth of a defect without an inversion method,
one would need to determine the initial time that the heat has reached the
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defect. At this time the defect material properties and size is considered to
have no e�ect on the heat �ow. However since the surface can only be observed
and the surface does not display this information yet, the heat needs to travel
back towards the surface. The degree of the heat re�ected back towards the
surface is dependant on the thermal resistance ratio of the host material and
the inclusion (recall the thermal mismatch factor). The speed at which the
defect induces a contrast on the surface of the sample is a function of the
amount of heat re�ected, the travelling distance de�ned by the depth and the
attenuation of the heat �ow by lateral di�usion.

5.5 Summary

Transient thermography has shown to display a fairly accurate representation
of low thermal resistance anomalies in both arti�cial and industrial samples.
Step thermography displays a better representation of �aws while square pulse
thermography allows weaker thermal contrasts to gain higher levels. Square
pulse heating is preferred for the inspection of deeper defects and low emissivity
materials. The defect depths that were detectable in the arti�cial samples after
signal processing are provided in Table 5.2. The maximum detectable depth
in many of the arti�cial samples was limited to the deepest defect created in
the sample.

Table 5.2: Maximum detectable defect depth in the arti�cial samples
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† indicates the deepest defect in the material has been detected

Transient thermography o�ers a method of highlighting exact locations of
degradation or variability in composite laminates in industry. Exact details
of the type of �aw, such as a delamination, inclusion or air-void, cannot be
determined at this point. However di�erences in signal intensities may help
di�erentiate between di�erences in �aw types, for example the air-voids are
seen to produce a higher signal than the resin build-up.

Processing methods have shown to be useful in enhancing low contrast de-
fects and variability in the thermal sequence. Particular methods have reduced
data redundancy by displayed the entire thermal sequence as a smaller set of
images or image. Finally, a summary of the processing methods is provided in
Table 5.3.
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Chapter 6

Conclusion and Recommendations

The main aim of this work reviewed two transient thermography methods, step
and square-pulse heating, for their application into industry as a simple NDT
method for the inspection of composites. The e�ects of the heating param-
eters are �rstly outlined before the performance and limitations of transient
thermography are concluded. The signal processing methods are summarized
and signi�cant contributions are highlighted. To conclude, recommendations
for future work are proposed.

6.1 Optical Heating Setup

An a�ordable heating system was evaluated for transient thermography. The
investigations con�rmed that the basic apparatus can include an entry-level
infrared camera with a maximum sampling frequency of 15 Hz and a spa-
tial resolution matching the smallest detectable feature; and the use of two
common halogen �oodlights with a power rating greater than 1000 W. The
following optimal heating parameters are recommended:

Heating Setup: The halogen lights used in transient heating provide a wide
absorption spectrum for many target materials that have diverse absorption
bands. In addition, the ability to control the maximum heating power and
the many varieties of halogen lamps allow the design of the heating system to
be customized for inspection of curved geometry and large surfaces. Placing
the halogen lamps to the side of the sample demonstrated the best method of
mitigating the adverse re�ections caused by heating system. A glass pane of
5 mm thick proved to be bene�cial in removing infrared re�ections from all
environmental sources.

Heating Power: Four tungsten-halogen lamps producing a total power of
4000 W was seen to produce enough heat for short inspection times. Caution
however must be taken when heating heat-sensitive items.

78
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Heating Duration: A total duration of 16 s or greater was su�cient in de-
tecting low resistance defects in �bre-reinforced composites. Long duration
times did not increase maximum depth limit and defect visibility was seen to
become worse for the polytetra�uoroethylene (PTFE) inclusions in the carbon
�bre reinforced polymer (CRFP) samples.

An increase in both heating power and duration was observed to have a
proportional e�ect on the thermal contrast for a limited depth detection range.
The depth detection range was de�ned by the material's thermal di�usivity
and is more constrained for higher di�usivity materials, such as CRFP.

6.2 Performance of Transient Thermography

Transient thermography is proposed as an e�ective alternative to other pop-
ular thermographic inspection methods, such as pulsed and lock-in thermo-
graphy. The short inspection times of 50 s demonstrated better inspection
times opposed to lock-in. The relatively high contrast of the defects in the raw
thermograms highlights a possible advantage over pulsed thermography.

Experimental procedures were performed to evaluate defect detection limits
of �at-bottom holes in Plexiglas® and delaminations in a variety of glass and
carbon �bre laminates (GFRP & CFRP). This work evaluated the di�erences
between contacting and fully-separated delaminations, which were respectively
simulated by a PTFE inclusion and an air-gap. The PTFE delamination that
exhibited the lowest thermal resitance was shown to produce a weaker thermal
contrast compared to both the air-gap and �at-bottom hole. Detection limits
were clearly limited to the host material's thermal di�usivity, thickness and
thermal material properties of the inclusion.

The combination of transient methods and the advanced signal processing
techniques have been able to detect defects depths up to 7 mm for �at-bottom
holes in clear Plexiglas® and up to 5 mm in both CRFP and GRFP composites
for 0.5 mm thick PTFE inclusions. In contrast, the depth detection limit of
pulsed thermography reported up to 6.5 mm in Plexiglas® (Ishikawa et al.,
2013; Ibarra-Castanedo & Maldague, 2004c) and 1 mm in FRP composites
(Benítez et al. 2008; Hidalgo-Gato et al. 2013; Theodorakeas et al., 2014).

Overall, all defects in the GFRP samples were identi�ed. Only a few defects
became observable for the CFRP samples exhibiting similar defect depths. In-
terestingly the inspection of �glass/epoxy samples has always been a challenge
[in thermography]� (Ghadermazi et al., 2015). This concludes that transient
thermography performs better for materials with low thermal di�usivity.

The measured lateral size was consistently stable for step thermography
with errors below 40 %. This accounts for the user-selection bias, camera's
limited optical resolution and the low defect contrast. Furthermore, there is no
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comparative di�erence in error between circular and square defects. A higher
�bre-density composite also experienced a slightly weaker defect contrast.

Step and square pulse heating were seen to present particular advantages
towards one another:

� step thermography showed better defect de�nition and contrast

� square-pulse thermography o�ers similar defect detectability to step thermo-
graphy for a lower energy input and relatively lower surface temperature,
and

� square pulse thermography was advantageous in the detection of weaker
defects, or lower emissivity samples, that displayed higher contrasts dur-
ing the thermal decay.

6.3 Processing Methods

The thermal signal in thermography is well-known to be weak and requires a
level of pre- or post-processing. In the same way, the e�ects of non-uniform
heating and emissivity are a common problem that reduces defect detection.

Various traditional and advanced signal processing methods were reviewed.
The processing methods that showed best overall performance for transient
thermography included multiscale retinex, principal component thermography
and the wavelet transform. Multiscale retinex showed to be an e�ective method
for both pre- and post-processing. The matched �lters and contrast methods
all required some user input for the optimal selection of defective or sound
zones. The statistical and thermal signal reconstruction methods were valu-
able in reducing the redundancy in the thermal data and the storage require-
ments. Popular processing techniques used in pulsed thermography did not
perform well for transient thermography, such as the derivative images, poly-
nomial coe�cients, Markov error contrast and the di�erential absolute contrast
methods.

6.4 Limitations

A major problem in thermography is that there are no international stan-
dards or guidelines when performing an inspection. The general conception
in thermography is that depth information can be determined. However the
current inversion methods proposed for depth estimation of �aws are proven
to be not practical for real delaminations exhibiting low thermal resistances.
The fundamental problem in thermographic inspection is that structural infor-
mation is derived from the di�usion of heat that is in�uenced by �nite defect
size, thickness and thermal properties. There is also no intrinsic feature of
heat �ow that can be used to de�ne a reference depth.
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6.5 Industrial Application

In summary, transient thermography has shown to be a straightforward non-
destructive testing method for its use in industry for various polymer compos-
ites. It provides a clear description of the location of variability that requires
little or no signal interpretation. Quantitative measurements of defect size has
shown to be accurate and can be immediately approximated in the thermo-
grams. Transient thermography has the ability to identify resin variation, core
structural geometry, and ply information in the industrial samples and anoma-
lies as small as 1 mm wide was identi�ed. The structural integrity of sandwich
composites that present core-shear and impact damage have displayed unclear
results. Knowing the depth of defects can be considered less critical than the
lateral size of a defect when thermography is limited to inspection of relatively
thin composites.

6.6 Signi�cant Contributions

The relevant contributions described in this research are summarized.

1. Displayed the signi�cant potential that transient thermography has for
the detection of low resistance defects.

2. Demonstrated the successes and limitations of transient thermography
for the application in industry

3. De�ned optimal heating parameters and sampling frequency

4. Showed that explicit detail of variability in industrial samples for defects
as small as 1 mm wide can be detected.

5. Developed an opensource thermographic processing software to aid in
future inspections of pulsed and transient thermography.

6. Assessed current and new processing methods on transient thermography
data applied to both arti�cial and industrial samples.

6.7 Future Recommendations

Future recommendations may investigate alternative transient heating meth-
ods, such as ultrasonic or microwave heating. A better infrared camera could
be deployed to display better spatial accuracy of smaller anomalies.

An investigation to de�ne the limitations of transient thermography will
be bene�cial. The defect detectable limit can be evaluated for smaller and
thinner inclusions made from a variety of materials. Further studies should in-
vestigate the application of transient thermography in other engineering �elds
and materials.

Stellenbosch University  https://scholar.sun.ac.za



Appendices

82

Stellenbosch University  https://scholar.sun.ac.za



Appendix A

Optical Considerations

Energy transfer and conversion takes place throughout di�erent stages of op-
tical thermography. At the same time the available energy is continuously
being attenuated through absorption in mediums, such as air and solids and
dispersed by photo-thermal e�ects and thermal losses. The thermal losses de-
scribe transport of heat out of system by thermal conduction, radiation and
convection.

A.1 Electromagnetic Radiation

Electromagnetic radiation is the predominant energy transport mechanism in
optical thermography. It provides a means of detecting surface temperature
as well as transporting energy towards the sample surface. Even though some
energy from the heating source can be transported through convection, the dis-
tance between the light source and the target sample is assumed large enough
for the e�ects to be negligible. Speci�cally when the sample is heated verti-
cally, the heat in the surrounding air can be assumed to be dissipated through
natural convection currents.

Figure A.1 illustrates that electromagnetic radiation is a oscillating wave
varying in wavelength and frequency. In quantum theory, electromagnetic
radiation can be seen to emit packets of energy known as photons, though
treated as a a particle, possess energy that is proportional to its frequency
(or wavelength). Basically a higher frequency is associated with a photon of
higher energy. The combination of these two ideas is known as wave-particle
duality as light has properties of both a wave and a particle. A photon can
be seen as the microscale heat carrier that can be created or destroyed when
radiation is emitted or absorbed respectively.

Despite the electromagnetic spectrum covering a vast number of wave-
lengths, in thermography a particular waveband is only of concern, known as
the thermal radiation waveband. Thermal radiation describes a small portion
of the ultraviolet, visual and infrared range of the electromagnetic spectrum
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Figure A.1: Classi�cation of electromagnetic radiation (adapted from Kaviany,
2002)

having a wavelength λ between 2 × 10−7 to 10−3 m (Kaviany, 2002), de�ned
in Figure A.1. Strictly speaking, infrared and thermal radiation should not be
used interchangeably.

All objects at temperatures above absolute zero (0 K) emit infrared radia-
tion. Objects at room temperature predominantly emit infrared wavelengths.
When these objects become hot they will begin to emit more radiation and at
shorter wavelengths, such as visible and ultraviolet light. The spectral distribu-
tion of radiation energy is described by Planck's Law where the radiation from
a black-body in thermal equilibrium is a function of surface temperature and
wavelength (Planck, 1914). This distribution is explained using Figure A.2
and the total emitted radiation energy is a function of the area under the
curve. The emitted radiation increases with increasing body temperature and
the emitted radiation peaks at shorter wavelengths, i.e. more energy is avail-
able at shorter wavelengths. Hence why heated objects are observed to change
from red to yellow to blue as the peak moves along the visible wavelengths.

Planck's law can be explained by microscale mechanisms of energy trans-
port. For example, incandescent lights, such as hot �lament bulbs, emit ther-
mal radiation when electrical resistive heating causes thermally excited atoms
to move to a higher energy state (orbital) which then falls back to its stable
ground state. The excited states produce photonic emissions when relieved to
this lower energy level. Photon theory describes three mechanisms by which
molecules emit and absorb light: electronic transitions that happen for visible
and ultraviolet wavelengths, vibrational transitions that happen for infra-red
wavelengths and rotational transitions that happen for microwave wavelengths.

Electronic transitions describe a relatively higher energy state capable of
exciting electrons of molecules that produce heating. Only higher energy per
photon wavelengths, such as visible and ultrasonic wavelengths exhibit this
mechanism. Infrared wavelengths contain less energy per photon and can only
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Figure A.2: Black-body radiation described by Planck's law for changes in
temperature (adapted from Planck, 1914)

cause molecular vibrations between bonds of molecules, also known as bond
stretching. Microwave wavelengths introduce rotational vibrations which are
often not described in solids as the molecules are not free to move without
interacting with the lattice. In particular, electromagnetic radiation emitted
from a light source and irradiation that falls on a composite specimen tend
to be linked to electronic and vibrational transitions. Interestingly, microwave
wavelength transitions are able to introduce thermal energy into a solid body
by the water content within that body. For this reason microwave heating
could necessitate in the localized detection of water ingress in thick honeycomb
composites.

Although a hot �lament or warm target specimen emits wavelengths in the
infrared band, not all the wavelengths respectively reach another surface or the
infrared camera. This is because the transporting medium, air, has its own ab-
sorption wavelengths and does not behave like a transparent medium. As seen
in Figure A.3, the air molecules are transparent to certain wavebands allowing
most radiation to be transmitted in three infrared windows in the 1 − 3 µm,
3−5 µm and 8−15 µm ranges. One can see that these transmittance windows
are still not fully transparent and most of the thermal radiation emitted by a
surface is attenuated.

An infrared camera is often de�ned by its operating wavelength range as
either a short-wave infrared camera (SWIR), medium-wave infrared camera
(MWIR) or long-wave infrared camera (LWIR). Table A.1 describes the appli-
cations of the infrared cameras operating at di�erent infrared spectral bands.

Most photography cameras are partially sensitive to the near-infrared (NIR)
band which is not typically used for thermographic inspection. Short-wavelength
infrared (SWIR) cameras measure infrared radiation close to the visible light
spectrum and is seen to deliver high resolution in contrast and detail. Mid-
wavelength (MWIR) cameras produce more detailed resolution and accurate
readings but are less detailed than long-wavelength (LWIR) as atmospheric
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Table A.1: Camera spectral bands (Ibarra-Castanedo, 2005)

Spectral
Bands

Range
(µm)

Common Detector
Materials

Applications

NIR 0.74− 1 Si Telecommunications

SWIR 1− 3 InGaAs, PbS Remote Sensing

MWIR 3− 5 InSb, PbSe, PtSi, HgCdTe
High temperature inspections
(indoors, scienti�c research)

LWIR 8− 14 HgCdTe
Ambient temperature
(outdoor, industrial inspection)

VLWIR 14− 1000 − Spectrometry, astronomy

absorption is increased in the MW band. The most common infrared camera
is the LWIR cameras and along with mid-wavelength cameras provide accu-
rate temperature measurements and spatial detail for a variety of temperature
ranges (Ibarra-Castanedo, 2005).
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Figure A.3: Atmospheric windows and the absorption of radiation by partic-
ular molecules (adapted from Butler et al., 1988)

A.2 Photo-thermal Properties

Photo-thermal e�ects can be seen as optical properties that in�uence the
amount of energy absorbed by the target specimen and the radiation observed
by the infrared camera. The total incident thermal radiation that has reached
the target surface is absorbed (A), re�ected (ρ) and transmitted (τ) as shown
in Figure A.4. The portion of the radiation absorbed is de�ned by the conser-
vation of energy principle (Çengal & Ghajar, 2011):
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A(λ, θ, T ) + ρ(λ, θ, T ) + τ(λ, θ, T ) = 1, (A.2.1)

where radiation is a function of temperature T , direction θ and wavelength
λ of the incident radiation. Therefore objects selectively absorb, re�ect or
transmit light of di�erent frequencies. One commonly assumes τ is zero for
opaque materials but this is only true in the visible waveband as the material
may be transparent in other wavebands. Opaque materials generally perform
better in optical thermography as they tend to absorb more energy from the
visual wavelengths as most of emitted energy is contained in these wavelengths.
With this in mind, an ideal heat source would need to emit wavelengths that
match the absorption bands of the target specimen and thus reducing the
e�ects of re�ection and transmission.
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Figure A.4: Energy conversion of electromagnetic wave de�ned for two medi-
ums with constant thermal properties (adapted from Çengal & Ghajar, 2011)

Thereafter the absorbed energy will eventually be transported to the sur-
face by conduction. The surface will emit its own spectral distribution of
radiation in all directions as a function of temperature.

A.2.1 Spectral Absorption

Thermal absorption is an simple idea of energy being absorbed from incident
electromagnetic energy or photons. All materials have their own absorption
spectrum and will heat up di�erently for the same incident radiation. The
term black-body is used in heat transfer that describes a theoretical body that
is a perfect emitter and absorber. It is considered to be opaque, non-re�ective
and absorbs all wavelengths of thermal radiation.

Optical absorption of energy does not happen instantly on the surface and
occurs in a layer of negligible thickness as it is generally perceived. However
the absorption depth of a material is de�ned by the penetration depth of
the incident radiation. The penetration depth describes the attenuation of
intensity of the radiation with increasing depth through the material and is
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a function of wavelength. According to Beer-Lambert's law the exponential
decay of wavelength intensity is de�ned as (Schuöcker, 1999)

I(z) = I0 exp
(
− z

δp(λ)

)
, (A.2.2)

where I0 expresses the intensity at the interface of the absorbing material, z is
the distance travelled beneath the surface and δp(λ) is the penetration depth as
a function of wavelength λ. Larger wavelengths, which produce relatively large
penetration depths, transmit deeper into the material or are less attenuated
by initial thickness. Here penetration depth can be expressed as the trans-
mittance of radiation de�ned by the sample thickness and wavelength, which
a�ects the absorptivity of the material. For the material to be transparent
the penetration depth must be large in comparison to its thickness. Infrared
radiation has a larger wavelength than visible and ultraviolet radiation and
is considered to have a larger penetration depth that allows the energy to
travel further into the material before being totally absorbed. Interestingly,
microwave wavelengths have the highest penetration depths or transmittance
through materials (Maierhofer et al., 2010).

At very short times the thermal di�usion length µeff may be smaller than
the penetration depth, see Figure A.5. At later times when µeff > δp the e�ect
of δp will have little in�uence on the time analysis. The time analysis will be
typically taken at these later times when t > 1 s for transient thermography
of relatively low di�usivity materials.

𝐼𝑜 

Penetration 

depth Effective 

thermal  depth 𝛿𝑝(𝜆) 
𝜇𝑒𝑓𝑓  

Figure A.5: Penetration depth and e�ective thermal di�usion length (adapted
from Maierhofer et al., 2010)

A.2.2 Spectral Emissivity

Kircho�'s law of thermal radiation states that the emissivity and absorption
properties of a surface must be equal to ensure maintenance of thermal equi-
librium, i.e. a good absorber is also a good emitter (Rybicki & Lightman,
1979). Therefore spectral emissivity is a function of temperature, wavelength
and inspection angle. Most objects are selective radiators and their emissivity
varies strongly with wavelength. Stefan-Boltzmann's law states the power of
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radiated energy from a black-body is proportional to the fourth power of its
absolute temperature as (Çengal & Ghajar, 2011)

H = σT 4, (A.2.3)

whereH is the heat radiated per unit area per unit time, σ = 5.67×108 W m2 K4

is Stefan-Boltzmann constant and T is the body temperature in Kelvin. This
law only holds true for a black-body. In order to apply this law to a real
body another parameter was introduced to quantitatively specify the ratio of
energy emitted by the real body (Hreal−body) at a given temperature to an ideal
black-body (Hblack−body) at the same temperature. This is known as emissivity
ε:

ε =
Hreal−body

Hblack−body
, (A.2.4)

where ε < 1 is typical for a real body and ε = 1 describes an ideal black-body.
Emissivity in�uences the amplitude of radiation that reaches the infrared cam-
era and e�ectively describes the emitted radiation as a temperature measure-
ment. If the material has a low emissivity the quality of the signal reaching the
camera is weaker and the energy is equivalent to ambient re�ections. One can
apply a thin layer of black paint to a low emissivity target surface as this layer
will experience the same e�ects as that of the body and the overall body will
act like a black-body. However the application of black paint to the sample
surface may not be possible when inspecting components in industry.

A.2.3 Spectral Re�ectivity

Re�ectivity describes the remaining radiation. A low thermal re�ectivity in-
dicates higher amounts of energy is absorbed or transmitted from the initial
incident thermal source. High surface re�ectivity of the surface introduces un-
wanted re�ections that include ambient and radiating bodies surrounding the
target sample.
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Setup Design

The designs of the front-on and angled heating setups are provided here for
their use in transient thermography. The light controller and the power spec-
i�cations are also presented.

B.1 Experimental Setup

The front-on and angled heating setup are shown in Figure B.1 and B.2. The
physical systems are exhibited in Figure B.3 and B.4.

PARTS LIST

DESCRIPTIONPART NUMBERQTYITEM

 INFRARED CAMERA11

 PARABOLIC FRAME42

DOWNLIGHTS (12 V ) - 

50 W

TUNGSTEN-HALOGEN 

BULBS

203

 TRIPOD SUPPORT14

1

4

3

2

Figure B.1: Front-on heating setup: maximum power of 1000 W (20× 50 W)
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A-A 

PARTS LIST

DESCRIPTIONPART NUMBERQTYITEM

5 mm THICK TEMPERED GLASS11

DUAL-PARABOLAREFLECTOR12

DOUBLE ENDED (254 

mm) - 1000 W

TUNGSTEN-HALOGEN 

BULB

23

SPRING LOADED 

CONNECTOR PINS

INSULATED BULB PORT24

2 mm SILICONE 

RUBBER

SILCONE HEATPAD25

A

A

5

1

2

3

3

300

1
6
8

4

4

5

Figure B.2: Angled heating setup: maximum power of 4000 W (4× 1000 W)

Figure B.3: Front-on heating setup in operation

B.2 Light control

The two light setups are controlled through a relay module and a Raspberry
Pi B single-board computer. The Raspberry Pi has general input and output
pins (`GPIO') that can interface the relay module through connections as seen
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Figure B.4: Angled heating setup in operation

in Figure B.5. The relay module is used to isolate the high power of the
light system and the low power Raspberry Pi. The Raspberry Pi is controlled
through a laptop via an ethernet port using VNC-tight virtual desktop. Both
the camera and lights can be operated through a python script to ensure testing
times are constant. The simultaneous capture initiated the start of thermal
sequence and further reduces storage of unnecessary cold images.

MicroUSB 
5V  (650 mA min) Power 

Ethernet  
Port USB 

HDMI  
Port 

RELAY MODULE 

RASPBERRY PI B 

A
C

 P
o

w
er

 2
2

0
V

 5
0

 H
z 

Relay Rating 
Resistive Load: 250 VAC 10A,  
                              30 VDC 10A  
Inductive Load: 125 VAC 10A,  
                               28 VDC 10A  

 

Figure B.5: Interface between Raspberry Pi and relay board

Since a high current DC power supply (I > 3 A) was not available, the
use of alternating voltage from the electricity grid was utilized. A maximum
drawing current of 4.54 A was calculated (I = P/V ), knowing the combined
power rating of the lights in series (1000 W) and the line voltage (220 VAC).
Caution was taken wiring and connecting the setup to ensure both the relay
and connections are rated over 5 A. The chosen relay is rated for 250 VAC 10 A
for the resistive load. Another precaution was to ground the setup to reduce
any chances of damage to the infrared camera or light system and further
reducing the risk of an electrical injury.
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A blackbox was designed to encase both the Raspberry Pi and relay module
and isolate the high voltage connections, shown in Figure B.6. The black box is
powered by a 5 V 700 mA microUSB phone charger. To power the four relays
simultaneously the 5 V power supply should be rated higher than 500 mA.

Figure B.6: Black box light controller

The python code executed by the Raspberry Pi to initiate the lamp relay
switches is given here:

Listing B.1: Relay Switch Control Script
\# Light On/Off S c r i p t f o r 4 Relays
import RPi .GPIO as GPIO
import time
GPIO . c leanup ( )
GPIO . setmode (GPIO .BOARD)

# Def ine S leep Constant
x = 60 ; # x seconds

# Setup Relay #1−4
GPIO . setup (15 ,GPIO .OUT)
GPIO . setup (18 ,GPIO .OUT)
GPIO . setup (23 ,GPIO .OUT)
GPIO . setup (25 ,GPIO .OUT)

# Switch "ON" Relay #1−4
GPIO . setup (15 , t rue )
GPIO . setup (18 , t rue )
GPIO . setup (23 , t rue )
GPIO . setup (25 , t rue )

time . s l e e p (x ) # Sleep For x seconds

# Switch "OFF" Relay #1−4
GPIO . setup (15 , f a l s e )
GPIO . setup (18 , f a l s e )
GPIO . setup (23 , f a l s e )
GPIO . setup (25 , f a l s e )
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Appendix C

Extraction of the Thermal

Sequence

The raw thermal sequence is obtained by desconstructing the recorded FLIR®

Tools+ �le. The �le can be identi�ed by the .seq �le extension which is a pro-
prietary archive �le containing: a sequence of 16-bit uncompressed frames of
analog-to-digital (A/D) sensor counts; image metadata, such as image dimen-
sions, frame rate, type of camera, time stamp of image, etc.; user-de�ned ther-
mal parameters, such as emissivity; and user-de�ned atmospheric parameters
that include re�ective temperature and ambient temperature

The contents of the archive are conveniently represented by hexadecimal
digits. Simply by knowing the dimensions of the image, i.e. number of bytes
per image which is constant for the entire sequence, one can extract the images
by �nding a repetition or pattern in the hexadecimal code (Eevblog, 2014).
In programming this pattern is controlled by hard-coded hexadecimal number
which are in-code �ags (constants or letters) that provide an e�ective way for
the software to easily distinguish and �nd the di�erent frames. There was no
software development kit (SDK) package so each image was identi�ed by a
hexadecimal pattern. With the aid of a Perl script, as provided in Figure C.1,
the image and metadata of each frame can be separated into individual images
in a FLIR �le format (.FFF). To use a Perl script, one can download ActivePerl

which is available for all operating system platforms. Since Windows is the
chosen operating system, command prompt was used to execute the script
`split.pl' on the sequnce �le `thermaldata.seq' as seen in Figure C.2. The
current directory of the script will now contain the entire thermal sequence
as a separate sequence of .FFF �les. An individual .FFF �le contains the
radiometric image containing temperature counts and metadata information
for a particular frame. The metadata contains camera constants that is needed
for calculation of absolute temperature values.

An open-source metadata editor known as ExifTool1 can be used to sepa-
1http://www.sno.phy.queensu.ca/~phil/exiftool/
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rate the metadata from the radiometric image. This image is saved as a 16-bit
uncompressed TIFF image containing A/D counts.

Figure C.1: Perl script to split up FLIR® sequence metadata (.seq) into indi-
vidual FLIR File Format (.FFF) images

Figure C.2: Executing the Perl script: `split.pl'

To summarise, the recorded .seq �le is �rst deconstructed to multiple .FFF
�les that is automatically extract to TIFF images through a batch �le. The
sequence of extracted images is subsequently imported into Matlab and com-
bined as a three dimensional data matrix creating the thermal image sequence
containing analog-to-digital counts.

C.1 Treatment of Thermal Data

The thermal signal used in the processing methods is obtained from the analog-
to-digital (A/D) counts rather than actual temperature measurements. The
main di�erence between them is illustrated in Figure C.3. The infrared cam-
era's sensor produces a change in voltage for a change in absorbed radiation
which is converted into digital information, known A/D counts. Figure C.3
describes the total radiation Etot is the sum of the radiation of the target body
Ebody, the surrounding radiation re�ected by the object Erefl and the atmo-
spheric contribution to the measured radiation, Eatm. The radiative terms,
Erefl and Eatm, are removed from the total incident radiation through user
de�ned constants such as ambient temperature, ambient re�ection tempera-
ture and the temperature of the optics. Knowing or estimating these values is
not straightforward. Furthermore the radiation entering the camera needs to
account for the attenuation of radiation in the atmosphere and a value of the
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𝐿 
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𝐸𝑡𝑜𝑡 

𝜀, 𝜏, 𝜎 

𝐸𝑡𝑜𝑡 

𝐸𝑏𝑜𝑑𝑦 

User defined constants 

voltage 𝐸𝑏𝑜𝑑𝑦 

𝑘𝑡ℎ-bit 

grayscale  

image 

Figure C.3: De�ning the raw signal of an infrared camera

transmittance τ of radiation is assumed. Before the body temperature mea-
surements can be calculated the bulk emissivity value is de�ned by the user
between 0 and 1. Even though the constants can be determine through proper
calibration (linear transformation function) of the temperatures with a black-
body apparatus, the need for absolute temperature is considered redundant.
For defect inspection with thermography, only a relative contrast between de-
fective and non defective regions in the thermogram is required. This permits
the use of A/D counts which are linearly proportional to incident radiation
(FLIR Systems, 2008). Furthermore, the temperature information is calcu-
lated through a set of linear equations which again warrants the use of the
A/D counts.
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Thermographic Graphical User

Interface

A graphical user interface (GUI) was developed to aid in the application of
processing methods to thermographic sequences. The GUI can be found here:
http://tinyurl.com/ptu25n7. The GUI provides the variety of algorithms
mentioned in Chapter 4 applicable for both transient and pulsed thermal se-
quences. The GUI was developed in Matlab® R2013b and requires little sup-
port from additional toolboxes or implementations of newer Matlab® versions.
The main GUI interface is shown in Figure D.1. The various panels designated
by the numbers in the �gure will be discussed below.

D.1 Import and Export Sequence

The import panel provides import and export of raw or processed thermal
sequences. The GUI supports the import of the following two data types:
Matlab® binary (.mat) �le and tagged image �le format (.ti�). If the sequence
consists of multiple �les with in the selected directory, the �les will be imported
and reformatted into a single three-dimensional matrix in the order of date
created.

A screenshot and a three-dimensional surface plot of the current process
image can be produced by the appropriate buttons underneath the processed
image.

D.2 Debug Panel

The debug panel provides assistance when using the GUI and displays when
an algorithm is completed. Each algorithm will initiate its own wait-bar that
will provide an estimated time of completion. The panel also displays the
recording and image properties of the sequence.
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Figure D.1: Graphical user interface (GUI) for thermography

D.3 Crop Image Region

The crop region button triggers a rectangular window that appears on the
processed image allowing a user to crop the image dimensions for the entire
sequence. This is bene�cial for focusing in on a particular region of interest,
which can subsequently increase the visual contrast of the cropped region. The
reset crop button will reset the image dimensions to its previous state.

D.4 Crop Thermal Sequence

The crop image panel o�ers the ability to rede�ne the truncation window of
the thermal sequence, or the number of frames. The image selection slider is
used in conjunction with the appropriate push button to crop from the current
image. The reset button will reset the image to its previous frame length.

D.5 Histogram Plot

The histogram panel provides both the original and processed image histogram
options. The histogram allows inspection of the dynamic range where 0 and 1
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respectively represent black and white intensities. Alternatively the histogram
represents the distribution of the temperature range in the selected image.

D.6 Adjust Visualization

The contrast and pseudocolours panel enhances the visualization of the ther-
mal sequence. Multiple colourmaps can be chosen along with logarithmic
colourmap options. The adjust contrast tab allows manual clipping of high or
low frequency bins to enhance the thermogram. The normalize button ensures
that the dynamic range of an image has been fully utilized by the thermal
data.

D.7 Image Tools

The toolbar panel provides common image tools, such as zoom and pan. Ad-
ditional features include selection of an image pixel for displaying the temper-
ature history (P) or the vertical and horizontal spatial pro�les (I).

D.8 Display Axes

The two display axes plot either the temperature sequence (P) or the vertical
and horizontal spatial pro�les (I) of the selected pixel. The vertical and hori-
zontal lines on the image designate the spatial pro�les of the pixels of interest
and are plotted on the corresponding display axes, seen in Figure D.1.

D.9 Pre-processing

The pre-processing panel provides noise �lters and spatial image enhancement
algorithms, such as histogram equalization. The selected method is iterated
over the entire sequence.

D.10 Signal Smoothing

The signal smoothing panel is an important tool for thermographic signals
contaminated with noise. This can be used as another pre-processing method
to reduce temporal noise. Both the smoothing methods provide �rst and sec-
ond derivatives that can be selected by the drop-down box. The order slider
provides the �tting polynomial order.
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D.11 Post-processing

The post-processing panel provides a drop-down menu of the processing meth-
ods discussed in Chapter 4. Particularly when the thermal contrast processing
method is selected the contrast choice drop-down box is enabled and provides a
further selection of contrast options, such as absolute contrast and interpolated
di�erential absolute contrast.
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Appendix E

Samples

The samples used for this project include: polymethyl methacrylate (PMMA
also known as Plexiglas®), carbon and glass �bre reinforced polymers (CFRP
& GFRP) with �ber densities of either 106 or 200 g m−2. The �aws include:
polytetra�uoroethylene (PTFE also known as Te�on®) inclusions, air-gap in-
clusions and �at-bottom holes.

The approximated thermal properties of the materials are provided in Ta-
ble E.1, which are obtained from literature.

Table E.1: Thermal properties of the sample materials

Ampreg 21
Epoxy1

PMMA2 PTFE3 CFRP4 GFRP4 Air5

Density, ρ kgm−3 1180 1200 970 1600 1900 1.2

Conductivity, k Wm−1 K−1 0.18 0.20 0.25 0.80 0.30 0.02

Speci�c heat, cp J kg−1 K−1 1450 1470 916 1200 1200 1005

Di�usivity, α m2 s−1 × 10−7 1.05 1.13 1.24 4.2 1.3 2210

E�usivity, e Jm−2 K−1 s−1 555 594 710 1239 827 5.6

1AMT Composites (2015); 2Grys & Minkina (2010); 3 Blumm et al. (2010);
4 Ibarra-Castanedo (2005); 5 Çengel & Ghajar (2011)
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(a) Opaque: Square (b) Opaque: Circle

(c) Clear: Square (d) Clear: Circle

Figure E.1: Surface of PMMA samples with �at-bottom holes
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(a) CRFP200A (b) CRFP200B (c) GRFP200

(d) GRFP106A (e) GRFP106B (f) CRFP200DEL

(g) CRFP200DEL

Figure E.2: Front surface composite PTFE (a - e) and air (f - g) delaminations
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Appendix F

Optical Heating in Transient

Thermography

F.1 E�ects of Optical Heating

The heating power, duration and type of heating regime (step or square-pulse)
have an in�uence on the defect contrast and thus on the number of observable
defects. Heating power describes both the rated power of the lights and the
spectral energy of the emission. These e�ects are evaluated with the angled
heating setup to provide a preferred scenario for transient inspection.

F.1.1 Heating Power

Two di�erent heating powers were compared to highlight the e�ects of heat
input. Figure F.1 displays the di�erences between using a 2000 and a 4000 W
rated power halogen light system. For a double increase in the rated power
a double increase in contrast is observed. Lower heating powers was seen to
produce similar contrast levels at a much later inspection time. Therefore a
higher heating power was preferred to keep inspection times short.

F.1.2 Thermal Duration

The detection and contrast strength of deeper defects is related to the total
heating duration and total heating power. It was already seen that an increase
in heating power had a corresponding e�ect on defect contrast. The e�ect of
thermal duration is investigated for the maximum available rated power of
4000 W.

The time of emerging defect contrast is related to the speed of thermal
di�usivity. For that reason the e�ect of thermal duration is investigated for
the material with the slowest thermal di�usion rate, namely the PMMA sample
(see Appendix E). The defect contrast for thermal duration times of 10, 25 and
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Figure F.1: E�ect of heating power on the thermal contrast of a 20 mm defect

50 s are plotted for the smallest �at bottom hole (10 mm) in the clear PMMA
sample.

A maximum time of 50 s was selected to prevent over-heating the sample
surface above 70 ◦C, which is close to the glass transition temperature of the
Ampreg epoxy resin (AMT Composites, 2015). This can be seen as a limiting
factor in the selection of an appropriate heating power and duration. This is
a problem for low di�usivity materials that experience a larger rise in surface
temperature as the material is incapable of transferring the absorbed heat fast
enough away from the heated surface. Similarly, the 50 s duration provides a
short inspection scenario that is fairly competitive to pulsed thermography and
surpasses the long heating times of lock-in. Interestingly, long heating times
(t > 30 s) for the CFRP200A sample revealed a reduction in defect contrast
as illustrated by Figure F.2.
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Figure F.2: The reduction in defect contrast for heating times longer than 30 s
for CFRP200A

For square pulse heating, a heating time of 16 s was selected through trial
and error to deliver enough heat to the sample but also short enough to allow

Stellenbosch University  https://scholar.sun.ac.za



APPENDIX F. OPTICAL HEATING IN TRANSIENT THERMOGRAPHY 106

the thermal decay to be observed within the 50 s duration. Usamentiaga et
al. (2012) describe that the cooling phase of square pulse thermography shows
more signi�cant information than the heating phase.

The depth probing limitations of transient thermography are evaluated for
the thick clear PMMA sample. The clear PMMA sample describes the least
optimal material heating case, which is transparent to most of the optical
energy and has a low surface emissivity. Figure F.3 shows that a double
increase in heating duration, from 25 to 50 s, for the 2 and 5 mm deep defect
produces a double increase in defect contrast. For a defect depth of 7 mm
the contrast is comparable to the thermal sensitivity of the thermal camera
(NETD = 0.05). Regardless of the poor contrast for a 7 mm deep defect,
Figure F.3(b) reveals that a contrast is vaguely observable. The maximum
depth of the arti�cial defects in the composites are between 1 and 5 mm deep,
a heating duration of 50 seconds is considered to be adequate in identifying
these defects at these depths.
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Figure F.3: Defect contrast for di�erent heating durations in the clear PMMA

F.1.3 Spectral Power

The amount of energy absorbed by a sample is also related to both the spectral
emissions produced by the halogen lamp and the absorption spectrum of the
target sample. Since the material absorption properties cannot be controlled,
the e�ect of the infrared energy is investigated. Infrared wavelengths are an
anticipated problem in thermography especially when the wavelength matches
the spectral range of the thermal camera, which introduces adverse re�ections.
One can easily �lter out infrared radiation through a glass-silica pane and this

Stellenbosch University  https://scholar.sun.ac.za



APPENDIX F. OPTICAL HEATING IN TRANSIENT THERMOGRAPHY 107

has already been observed in reducing the e�ects of infrared re�ections. Yet
infrared energy may be bene�cial when inspecting materials that are not fully
opaque, such as epoxy resins in composites.

The opaque and clear PMMA samples describe two contrasting materials
that di�er in thermal absorption characteristics but share the same thermal
di�usivity. The clear PMMA acts as a low pass �lter allowing most visible light
(and UV) to transmit but absorbs infrared wavelengths. The black opaque
PMMA sample acts as a high pass �lter allowing visual light to be absorbed,
while transmitting most of the infrared wavelengths. These absorption e�ects
are consistent in sample thicknesses between 3 and 24 mm (Sebastian, 2011).

Consequently two heating factors are simultaneously investigated: the ef-
fects of infrared wavelengths and the e�ects of the transient heating regime.
The excess temperature responses are plotted side-by-side in Figure F.4 for a
total heating duration of 50 s. The plots describe the temperature response
of a center pixel of a 20 mm defect at a depth of 2 mm in both the clear and
opaque PMMA samples. Each plot displays the e�ect of infrared on the total
temperature rise.
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(a) Step heating
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(b) Square pulse heating

Figure F.4: Excess temperature response for transient heating

The samples that were exposed to infrared wavelengths produced a higher
excess temperature in both step and square pulse heating responses. The
temperature was typically higher as more energy becomes available from the
introduction of additional infrared wavelengths - assuming the absorption spec-
trum can absorb these wavelengths. The clear PMMA sample displays a more
noticeable shift between heating the sample with and without the infrared
wavelengths. The smaller change between the thermal response of opaque
PMMA sample could be linked to the sample being transparent to most in-
frared wavelengths.
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The defect contrast is of more importance in the inspection of inclusions,
however Figure F.4 will highlight if the increase in excess surface temperature
produces an equal increase in contrast. Figure F.5 and F.6 reveal the relative
thermal contrast over time for 15 mm defect at various known depths. The
defect contrasts of both the step and square pulse heating responses are plotted
together with and without infrared.
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(a) 1 mm deep
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(b) 2 mm deep
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(c) 3 mm deep

Figure F.5: Thermal contrast of �at-bottom holes in the opaque PMMA sam-
ple
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(a) 2 mm deep
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(b) 5 mm deep
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Figure F.6: Thermal contrast of �at-bottom holes in the clear PMMA sample

Step heating with infrared wavelengths produces the highest overall con-
trast. The e�ects of energy input and thermal heating regime appear to have
a negligible e�ect on the contrast for defects deeper than 3 mm. The thermal
contrast of the 5 and 7 mm deep defect are weak and contaminated with a
high noise component and no exact conclusion can be formed. For this reason
the overall defect detectability is rather visualised as image using statistical
moments, such as kurtosis or skewness. Kurtosis was chosen to collate all the
information into one single image to highlight any di�erences in the results.

The kurtosis images are displayed in Figure F.7 showing the e�ects of
infrared wavelengths for a corresponding thermal regime. No increase in the
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algorithm's performance is seen in the opaque sample while the clear sample
shows increased contrast with the additional infrared wavelength energy. One
can observed higher re�ections in the clear PMMA sample, which has a lower
surface emissivity. Interestingly, the square pulse heating displayed a better
detection of the 5 mm deep defect in the clear PMMA, however the defect
contrast was more rounded for the shallow defects.
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Figure F.7: Kurtosis image showing the e�ects of infrared wavelengths on
defect contrast for the clear (left) and opaque (right) PMMA samples

F.2 Sampling Frequency

The sampling frequency of the infrared camera is important when estimating
defect depth using inversion methods. The appropriate sampling frequency
depends on thermal di�usivity of the material and shallowest detectable defect.
Even though composites are considered low di�usivity materials, an optimal
frame rate has not been disclosed in literature.

The e�ect of the sampling frequency is evaluated on a shallow defect in a
carbon �bre sample. The carbon �bre sample is expected to experience a faster
thermal response as it exhibits the highest thermal di�usivity out of all the
samples. Figure F.8 illustrates the recorded thermal response of the shallow
defect in the carbon sample for sampling frequencies between 1 and 30 Hz,
which is the maximum available sampling frequency. The optimal frame rate
for transient thermography can be expected to be lower than that for pulsed
thermography, which is performed at sampling frequencies of fs > 30 Hz. This
can be predicted by the breakpoint of the one-dimensional step response that
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occurs at a later Fourier number (Fo = 1.27) than for the pulsed thermography
(Fo = 0.318) in the Fourier domain (Balageas & Roche, 2014). To clarify, the
dimensionless Fourier number de�nes the thermal response as a function of
thickness, time and material properties, Fo = αt/L.

The thermal response in Figure F.8(a) has been �tted using a 5th order
polynomial with thermal signal reconstruction method to make the di�erences
clear. A sampling frequency between 15 and 30 Hz is observed to produce
similar results. A sampling frequency of 5 Hz shows a slight deviation from
the higher sampling frequencies but this di�erence is comparable to the noise
of the response. However a sampling frequency of 1 Hz shows a poor choice for
measuring the initial thermal response of the defect. For the slower sampling
frequencies, there is a favourable reduction in signal noise as illustrated in
Figure F.8(b). For that reason a frame rate of 15 Hz is selected to minimize the
noise in thermal data without compromising precision of the thermal response.
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Figure F.8: E�ect of sampling frequency on a shallow 20 mm defect (1.38 mm
deep) in CFRP200A

F.3 Conclusion

An increase in heating power, spectral power and duration for both transient
regimes produced a proportional increase in defect contrast. There exists a
limit where an increase in energy no longer produces an increase in contrast,
which is de�ned by the material's thermal di�usivity. This describes the depth
limitations of transient thermography. Step heating displayed a sharper defect
de�nition that better resembled the actual defect shape. Square pulse heating
was able to detect the same number of defects with better or similar image
contrast for a lower total energy input. The square pulse heating also exhibited
better defect detectability for low emissivity materials.
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Results

G.1 Raw Thermograms

(a) CFRP200DEL: S (b) CFRP200DEL: SQ (c) GFRP200DEL: S (d) GFRP200DEL: SQ

Figure G.1: Unprocessed (raw) thermograms of the arti�cial air-gap delami-
nations for step (S) and square-pulse (SQ) heating
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(a) Opaque - Squares: S (b) Opaque - Squares: SQ (c) Clear - Squares: S

(d) Clear - Squares: SQ (e) Opaque - Circles: S (f) Opaque - Circles: SQ

(g) Clear - Circles: S (h) Clear - Circles: SQ

Figure G.2: Unprocessed (raw) thermograms of the �at-bottom holes in
PMMA for step (S) and square-pulse (SQ) heating
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(a) CFRP200A: S (b) CFRP200A: SQ (c) CFRP200B: S

(d) CFRP200B: SQ (e) GFRP200: S (f) GFRP200: SQ

(g) GFRP106A: S (h) GFRP106A: SQ (i) GFRP106B: S

(j) GFRP106B: SQ

Figure G.3: Unprocessed (raw) thermograms of the arti�cial PTFE inclusions
for step (S) and square-pulse (SQ) heating
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G.2 Arti�cial Samples

(a) Absolute: step (b) Running: step (c) Standard: step (d) Normalized: step

(e) Absolute: square
pulse

(f) Running: square
pulse

(g) Standard: square
pulse

(h) Normalized:
square pulse

Figure G.4: Contrast De�nitions for CFRP200DEL
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(a) Original image at t = 6.6 s (b) Original image at t = 25 s

(c) DAC image at t = 6.6 s (d) DAC image at t = 25 s

(e) IDAC image at t = 6.6 s (f) IDAC image at t = 25 s

Figure G.5: Di�erential images using DAC on GFRP106A at t′ = 2 s
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(a) Original images: square pulse (b) Original images: step

(c) Skewness: square pulse (d) Skewness: step

(e) Kurtosis: square pulse (f) Kurtosis: step

Figure G.6: Skewness and Kurtosis Images on GFRP106A
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(a) ACE: square pulse (b) ACE: step

(c) SAM: square pulse (d) SAM: step

(e) t-statistic: square pulse (f) t-statistic: step

(g) F statistic: square pulse (h) F statistic: step

Figure G.7: Matched Filters on GFRP106A
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(a) Original image: square pulse (b) Original image: step

(c) EOF 2: square pulse (d) EOF 2: step

Figure G.8: Empirical orthogonal functions (EOFs) on
CFRP200B

(a) tacq = 12.5 s (b) tacq = 25 s (c) tacq = 50 s

Figure G.9: The e�ects of acquisition time (tacq) on the second empirical
orthogonal function (EOF 2) on CFRP200B for step heating
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(a) Original image:

CFRP200DEL

(b) MEC image:

CFRP200DEL

(c) Original image:

GFRP200DEL

(d) MEC image:

GFRP200DEL

Figure G.10: Markov error contrast (MEC) on air-gap delaminations using
step heating

(a) Original Image:

t = 50 s
(b) TSR Image: t =
50 s

Figure G.11: Thermal signal
reconstruction (TSR) for the decay of
square-pulse heating for a 5th order
polynomial

(a) Step (b) Square Pulse:

Decay

Figure G.12: Unique RGB Image for
GFRP200DEL
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(a) Coe�. a1 (b) Coe�. a2 (c) Coe�. a3

(d) Coe�. a4 (e) Coe�. a5 (f) Coe�. a6

Figure G.13: Thermal signal reconstruction coe�cients of a 5th
order polynomial: Step heating for GFRP200DEL
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Figure G.14: Phase di�erence in opaque PMMA sample for a change in
sampling frequency fs
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(a) Original image (b) Amplitude image:

f = 0.04 Hz
(c) Amplitude image:

f = 0.06 Hz

(d) Phase image:

f = 0.04 Hz
(e) Phase image:

f = 0.06 Hz
(f) Phase image:

f = 0.08 Hz

Figure G.15: Fourier transform (FT) on CFRP200A: Step heating

(a) Original image (b) Amplitude image:

f = 0.04 Hz
(c) Amplitude image:

f = 0.06 Hz

(d) Phase image:

f = 0.04 Hz
(e) Phase image:

f = 0.06 Hz
(f) Phase image:

f = 0.08 Hz

Figure G.16: Fourier transform (FT) on CFRP200A: Square pulse heating
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(a) Amplitude image:

t = 18.6 s

(b) Amplitude image:

t = 24.0 s

(c) Amplitude image:

t = 33.3 s

(d) Phase image:

t = 18.6 s

(e) Phase image: t = 24.0 s (f) Phase image:

t = 33.3 s

Figure G.17: Wavelet transform (WT) on CFRP200A: Step heating

(a) Amplitude image:

t = 18.6 s

(b) Amplitude image:

t = 24.0 s

(c) Amplitude image:

t = 33.3 s

(d) Phase image:

t = 18.6 s

(e) Phase image:

t = 24.0 s

(f) Phase image:

t = 33.3 s

Figure G.18: Wavelet transform (WT) on CFRP200A: Square pulse heating
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(a) Global HE (b) Adaptive HE (c) Contrast limited

adaptive HE

(d) Brightness

Preserving Dynamic

Fuzzy HE

(e) Quadrant

Dynamic HE

(f) Recursive mean-

separate HE

Figure G.19: Histogram equalization (HE) methods on
GFRP200DEL

(a) Raw: CFRP200B (b) MSR: CFRP200B

(c) Raw: CFRP200DEL (d) MSR: CFRP200DEL

Figure G.20: Multiscale retinex (MSR)
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G.3 Industry Samples

ACE - STep 

PCT1 
PCT1SQ PCT2 PCT2SQ 

(a) Digital image: Front

Side
ACE - STep 

PCT1 
PCT1SQ PCT2 PCT2SQ 

(b) ACE image: Front Side (c) Cropped region:PCT

ACE - STep 

PCT1 
PCT1SQ PCT2 PCT2SQ 

(d) Digital image: Rear

Side
ACE - STep 

PCT1 
PCT1SQ PCT2 PCT2SQ 

(e) ACE image: Rear Side (f) Cropped region:PCT

Figure G.21: Inspection of welded thermoplastic laminate: Step heating
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PPT3 PPT2 

(a) Digital Image: Control

PPT3 PPT2 

(b) f = 0.06 Hz for square
pulse heating: Control

PPT3 PPT2 

(c) f = 0.04 Hz for step
heating: Control

PPT3 PPT2 

(d) Digital Image: Deformed

PPT3 PPT2 

(e) f = 0.06 Hz for square
pulse heating: Deformed

PPT3 PPT2 

(f) f = 0.04 Hz for step
heating: Deformed

Figure G.22: Fourier transform images post-processed with multiscale retinex
for the multi-laminated foam sandwich (2-ply glass & 5-ply unidirectional
carbon epoxy with PET foam core)
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Skewness SQ 

F-stat step PCT2 sq 

Sk step 

(a) Digital Image: Front

Skewness SQ 

F-stat step PCT2 sq 

Sk step 

(b) F statistic: Step

heating

Skewness SQ 

F-stat step PCT2 sq 

Sk step 

(c) EOF 2 in principal

component thermography:

Square pulse heating

Skewness SQ 

F-stat step PCT2 sq 

Sk step 

(d) Digital Image: Rear

Skewness SQ 

F-stat step PCT2 sq 

Sk step 
(e) Skewness: Step heating

Skewness SQ 

F-stat step PCT2 sq 

Sk step 
(f) Skewness: Square pulse

heating

Figure G.23: Various potted inserts in glass-epoxy sandwich composite

ACE - STep 

PCT1 
PCT1SQ PCT2 PCT2SQ 

(a) Digital Image

ACE - STep 

PCT1 
PCT1SQ PCT2 PCT2SQ 

(b) Step heating

ACE - STep 

PCT1 
PCT1SQ PCT2 PCT2SQ 

(c) Square pulse heating

Figure G.24: First empirical orthogonal function (EOF 1) using principle
component thermography on 1-ply glass-epoxy spliced composite
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(a) Digital Image: Front (b) EOF 1 using step

heating: Front

(c) EOF 3 using square

pulse heating: Front

(d) Digital Image: Rear (e) EOF 2 using step

heating: Rear

(f) EOF 3 using square

pulse heating: Rear

Figure G.25: Void formation in 10-ply glass-phenolic laminate (2.3 mm
thick) using best empirical orthogonal function (EOF) in principal component
thermography

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s (a) Digital Image

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s (b) Wavelet transform:

t = 16 s

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s (c) Skewness image of the

wavelet transform data

Figure G.26: Rejected Space�ex part 1: Step heating
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Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s 

(a) Digital Image

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s 

(b) Fourier transform image:

f = 0.04 Hz

Figure G.27: Rejected Space�ex part 2: Step heating

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s (a) Digital Image

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s (b) Kurtosis and multiscale

retinex image

Figure G.28: Rejected Space�ex part 3: Square pulse heating

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s 

(a) Digital Image

Ppt2 -step ppt2 

Kurtosis  square 

Skeweness WT WT t = 16s 

(b) Fourier transform image:

f = 0.04 Hz

Figure G.29: Rejected Space�ex part 4: Step heating
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Table G.1: Measured defect size

Depth 1 Depth 2 Depth 3

Sample:
Dactual

mm
z

mm
Dmeas

mm
Error
%

z
mm

Dmeas

mm
Error
%

z
mm

Dmeas

mm
Error
%

10 1.35 10 0.0 2.70 11.00 10.0 4.05 12.00 20

15 1.35 17 13.3 2.70 16.00 6.7 4.05 15.00 0.0

20 1.35 20 0.0 2.70 21.00 5.0 4.05 22.00 10.0

25 1.35 25 0.0 2.70 25.00 0.0 4.05 23.00 -8.0
GFRP200

30 1.35 28 -6.7 2.70 30.00 0.0 4.05 28.00 -6.7

10 1.31 10 0.0 2.62 10.00 0.0 3.93 9.00 -10.0

15 1.31 15 0.0 2.62 16.00 6.7 3.93 14.00 -6.7

20 1.31 20 0.0 2.62 20.00 0.0 3.93 20.00 0.0

25 1.31 25 0.0 2.62 25.00 0.0 3.93 26.00 4.0
GFRP106A

30 1.31 30 0.0 2.62 31.00 3.3 3.93 31.00 3.3

10 0.60 10 0.0 1.21 10.00 0.0 1.81 9.00 -10.0

15 0.60 15 0.0 1.21 15.00 0.0 1.81 16.00 6.7

20 0.60 20 0.0 1.21 20.00 0.0 1.81 20.00 0.0

25 0.60 25 0.0 1.21 25.00 0.0 1.81 25.00 0.0
GFRP106B

30 0.60 30 0.0 1.21 30.00 0.0 1.81 30.00 0.0

10 1.38 n/a - 2.76 n/a - 4.13 n/a -

15 1.38 15 0.0 2.76 n/a - 4.13 n/a -

20 1.38 20 0.0 2.76 21.00 5.0 4.13 n/a -

25 1.38 26 4.0 2.76 27.00 8.0 4.13 n/a -
CFRP200A

30 1.38 32 6.7 2.76 27.00 -10.0 4.13 n/a -

10 1.42 9.00 -10.00 2.84 n/a - 4.26 n/a -

15 1.42 17.00 13.33 2.84 n/a - 4.26 n/a -

20 1.42 23.00 15.00 2.84 n/a - 4.26 n/a -

25 1.42 24.00 -4.00 2.84 n/a - 4.26 n/a -
CFRP200B

30 1.42 34.00 13.33 2.84 n/a - 4.26 n/a -

CFRP200DEL 15 1.65 15 0.0 3.29 10.00 -33.3 4.94 9.00 -40.0

GFRP200DEL 15 1.28 15 0.0 2.55 15.00 0.0 3.83 15.00 0.0

15 2.00 12 -20.0 5.00 n/a 7.00 n/a -

15 2.00 16 6.7 5.00 12.00 -20.0 7.00 n/a -

20 2.00 21 5.0 5.00 17.00 -15.0 7.00 n/a -

25 2.00 26 4.0 5.00 22.00 -12.0 7.00 n/a -
Clear PMMA

Circle

30 2.00 32 6.7 5.00 26.00 -13.3 7.00 n/a -

10 1.00 11 10.0 2.00 9.00 -10.0 3.00 11.00 10.0

15 1.00 16 6.7 2.00 15.00 0.0 3.00 15.00 0.0

20 1.00 22 10.0 2.00 21.00 5.0 3.00 20.00 0.0

25 1.00 27 8.0 2.00 25.00 0.0 3.00 24.00 -4.0

Opaque PMMA
Circle

30 1.00 31 3.3 2.00 31.00 3.3 3.00 30.00 0.0

10 2.00 10 0.0 5.00 12.00 20.0 7.00 n/a -

15 2.00 13 -13.3 5.00 12.00 -20.0 7.00 n/a -

20 2.00 19 -5.0 5.00 22.00 10.0 7.00 n/a -

25 2.00 24 -4.0 5.00 26.00 4.0 7.00 n/a -
Clear PMMA

Square

30 2.00 29 -3.3 5.00 31.00 3.3 7.00 n/a -

10 1.00 10 0.0 2.00 11.00 10.0 3.00 12.00 20.0

15 1.00 14 -6.7 2.00 15.00 0.0 3.00 16.00 6.7

20 1.00 22 10.0 2.00 21.00 5.0 3.00 21.00 5.0

25 1.00 25 0.0 2.00 26.00 4.0 3.00 27.00 8.0

Opaque PMMA
Square

30 1.00 29 -3.3 2.00 32.00 6.7 3.00 31.00 3.3

Maximum Error 20.0 33.3 40.0
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