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Abstract

Approximate Counting is a classical technique with very challenging questions re-
lated to its performance analysis. It is also somewhat similar to parameters around
Digital Search trees. Surprising links to q-analysis and the theory of partitions exist.
The author has contributed to the analysis during the last decades; the relevant pa-
pers have been collected in this thesis. Some emphasis is on a recent development,
namely, to introduce a parameter m (m counters instead of one).

Opsomming

Benaderde Aftelling is ’n klassieke tegniek met baie uitdagende vrae in verband met
sy prestasie-analise. Dit is ook verwant aan parameters van digitale soekbome. Daar
bestaan ’n verrassende verband met q-analise en die teorie van partisies. Die outeur
het in die afgelope dekades tot hierdie analise bygedra; die relevante artikels is in
hierdie tesis versamel. Klem word getoon op ’n onlangse ontwikkeling, naamlik om
’n parameter m (m tellers in plaas van een) by te voeg.
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1 Introduction 3

1 Introduction

Approximate counting in its most basic form can be described as follows: There is
a counter C, initially set to 1, and when the counter has the value k and a random
element arrives (to be counted), the counter advances to value k+1 with probability
2−k, and with the remaining probability 1− 2−k, it stays the same. After n random
increments, the counter has a value between 1 and n, but is typically around log2 n.
So, instead of exactly counting n, one counts approximately log2 n. One needs only
about log log n bits to keep that count. The evolution of the counter value is decribed
in the following picture, which is somewhat self-explanatory.
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The first analysis is due to Flajolet [Fla85]. The probabilities pn,l that the
counter has value l after n random steps were exactly computed and approximated.
An application of the Mellin transform method gives asymptotic expressions for the
first two moments, and they involve (tiny) periodic oscillations. To deal with them
is very interesting and challenging in itself.

There is another structure that appears frequently in this thesis: Digital Search
Trees. Here is an example.

A : 1001
B : 0110
C : 0000
D : 1111
E : 0100
F : 0101
G : 1101
H : 1110
I : 1100
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Data A,B, . . . , H arrive and will be inserted into the first available slot. If a
slot is not available, a probabilistic choice is made to go left or right and try again.
Here, 0 means go left, and 1 means go right. The (insertion) depth of a node is its
distance from the root, and the path length of the digital search tree is the sum of
the distances of all nodes in the tree.

I contributed to the approximate counting complex over the last 30 years. The
relevant papers are collected in this thesis.
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4 2 Brief description of the papers collected in this thesis

2 Brief description of the papers collected in this

thesis

Approximate counting: An alternative approach, P. Kirschenhofer and H. Prodinger,
RAIRO Theoretical Informatics and Applications 25 (1991), 43–48.

This is my first paper on the subject. It offers an alternative analysis to the one
presented by Flajolet [Fla85]. Using Euler’s partition identities from the theory of
partititions, the probabilities pn,l that the counter C has values l after n random
increments, can be written in a different way. The advantage is that the expecta-
tion (and higher moments as well) may be explicitly expressed as alternating sums,
amenable to Rice’s method to perform the asymptotic analysis when n→∞.

There is a further observation in it, namely that a constant that appears in the
variance may be replaced by a much simpler one – the reason is a modular identity
due to Dedekind. These identities (partially due to Ramanujan) appear in several
other papers of mine, also unrelated to approximate counting.

Hypothetical analyses: approximate counting in the style of Knuth, path length in the
style of Flajolet, Helmut Prodinger, Theoretical Computer Science 100 (1992), 243–251.

It was noticed that approximate counting and the parameter path length in
digital search trees (formed by n random nodes) are somewhat similar. The latter
analysis was first performed by Knuth in his celebrated series of books The Art of
Computer Programming. I exchanged the two eminent scientists Knuth and Flajolet
and analyzed approximate counting as Knuth would have done it, and digital search
as Flajolet would. In a final section, a model of n players was introduced to explain
the evolution in the approximate counting model. This became important also in
later publications.

How to advance on a stairway by coin flippings, H. Prodinger, Proceedings “Appli-
cations of Fibonacci Numbers”, Kluwer 5 (1993), 473–479.

Tries are a data structure similar to digital search trees. It is shown that certain
aspects of them and of approximate counting can be analyzed together, by introduc-
ing a parameter p. The paper was presented at a conference on Fibonacci numbers.
Thus, an attempt was made to describe the subject in popular terms, with a demon
that at every step in (discrete) time may take out a player of a party of initially n
people. This concept of a demon became popular and occurred also in later writings.

Asymptotic analysis of a class of functional equations and applications, P. Grabner,
H. Prodinger, and R.F. Tichy, Journal de Theorie des Nombres de Bordeaux 5 (1993),
365–381.

The idea of a demon was further developed, by allowing a finite number of
them. The recursions become much more tricky, but the techniques of Flajolet and
Richmond [FR92] that appeared around the time, allowed us to proceed.
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2 Brief description of the papers collected in this thesis 5

A coin tossing algorithm for counting large numbers of events, Peter Kirschenhofer
and Helmut Prodinger, Mathematica Slovaca 42 (1992), 531–545.

The original algorithm is analyzed again, but this time details that were pre-
viously ignored are taken care of. There is a random generator involved in the
algorithm, and is realized here using the simple procedure of flipping a coin. This
changes the behaviour, but only in lower order terms. It requires to use Knuth fun-
damental analysis of carry propagations [Knu78] – something that was ever present
in my research, also in many papers not cited here.

Approximate counting via Euler transform, Helmut Prodinger, Mathematica Slovaca
44 (1994), 569–574.

The first idea to link approximate counting to the theory of partitions was picked
up again, but this time on a higher level, namely on the level of q-(basic)-generating
functions. A transformation due to Heine was used to bring the double generating
function marking n, the number of random increments and l, the value of the counter,
into a convenient shape, so that the moments come out in a neat way. One need
Rice’s method again to get to asymptotics.

Generalized approximate counting revisited, Guy Louchard and Helmut Prodinger,
Theoretical Computer Science 391 (2008), 109–125.

Charalambides and a team around K. Simon had rediscovered the approximate
counting scheme, probably without knowledge of the earlier writings. We undertook
to write a historic account, linked all the approaches, but added a fair amount of
our own results.

Approximate counting with m counters: A detailed analysis, Helmut Prodinger, The-
oretical Computer Science 439 (2012), 58–68.

Cichon and Machyna [CM11] came up with the idea of using m counters instead
of just one, and distribute the incoming random items fairly (at random) to one of
the counters. The result of the procedure is the sum of the m counters. Since the
paper did not contain any analysis, I jumped in and worked it out. It was a real
tour de force – an old analysis of digital search trees [KHS94] had to be revitalised.
The final results about expectation and variance are not surprising and intuitively
clear, but the analysis was non-trivial and beautiful.

Approximate Counting via the Poisson-Laplace-Mellin Method, Michael Fuchs, Chung-
Kuei Lee, and Helmut Prodinger, DMTCS proc. AQ (2012), 13–28.

My paper on m-approximate counting became popular quite quickly: Michael
Fuchs and his student Chung-Kuei Lee used a different approach, following the
footsteps of the deep paper [HFZ10]. My contribution was about the constant in
the asymptotic expansion: it came out in a generic, but quite different form from
the one that one is used to see. To show that the two forms are indeed the same was
surprisingly difficult, and required some knowledge in the manipulation of q-series.
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6 2 Brief description of the papers collected in this thesis

This technique simplified another constant from the study of the path length in
digital search trees as well, making its numerical calculation much easier.

Approximate counting with m counters: a probabilistic analysis, Guy Louchard and
Helmut Prodinger.

Guy Louchard was the other person who liked the m-approximate counting ver-
sion immediately. He used a machinery that he developed and perfected over the
years, and invited me to contribute a few smaller observations.

Words coding set partitions, Kamilla Oliver and Helmut Prodinger, Appl. Anal.
Discrete Math. 5 (2011), 55–59.

The words in question are sometimes called words with a restricted growth prop-
erty. Scanning a word from left to right, a number that is larger than all the previous
ones, can only be one larger than the previous left-to-right maximum. It is not diffi-
cult to see that they code set partitions. Using the geometric weights that occurred
in many of my publications, the natural question is how many such words of length
n exist, or, rather, what is the probability that such a word enjoys the restricted
growth property. Approximate counting does not directly appear here, but in a
follow-up publication.

Set partitions, words, and approximate counting with black holes, Helmut Prodinger,
Australasian Journal of Combinatorics 54 (2012), 303–310.

It was noted that the words with the restricted growth property may be modeled
using an automaton akin to the one that is traditional in the approximate counting
algorithm. The transition probabilities are different, and, since words may violate
the restricted growth property, there are transitions leading to a “sink”; such words
are rejected. Consequently, an effort was made to use the machinery known from
approximate counting also in the present instance.

Words with a generalized restricted growth property, Michael Fuchs and Helmut
Prodinger, Indagationes Mathematicae 24 (2013), 1024–1033.

In a further step of this saga, the restricted growth property has been relaxed,
now depending on a parameter d. The analysis is more difficult, but was manageable.

This paper was an invited paper for a memorial issue dedicated to N. G. de
Bruijn. Among many other things, de Bruijn was a pioneer in asymptotics, as
related to questions typically arising in Number Theory and Combinatorics.

The subject became quite popular, and M. Fuchs has continued to write about
it.

Digital search trees with m trees: Level polynomials and insertion costs, H. Prodinger,
Discrete Mathematics and Theoretical Computer Science 13 (3), 2011, 1–8.

As we have seen, approximate counting and digital search trees are related. The
idea of introducing the m parameter to approximate counting, as seen before, is now
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2 Brief description of the papers collected in this thesis 7

transferred. We keep m digital search trees, and choose at random, into which one
to insert a new element. The parameter “insertion depth” will be analyzed using
so-called level polynomials; their coefficients are the expected number of nodes on a
given level. The machinery of q-series, in particular, Heine’s transformation formula,
is used here to provide an elegant analysis.

Advancing in the presence of a demon, G. Louchard and H. Prodinger, Mathematica
Slovaca 58 (2008), 263–276.

I gave a talk in Brussels and mentioned the old papers about the demon and
advancing on a staircase. Guy Louchard liked this and suggested to write another
paper about the subject. Naturally, using his methods about the Gumbel (extreme-
value) distribution, we obtained much stronger results now, including results about
all moments.

Number of survivors in the presence of a demon, Guy Louchard, Helmut Prodinger,
and Mark Daniel Ward, Periodica Mathematica Hungarica 64 (2012), 101–117.

And, after the previous paper appeared, another fan of the demon saga was
created: Mark Daniel Ward. He suggested to investigate another parameter (as
mentioned in the title). This led to somewhat heavy computations, where again
Rice’s method was employed.

Digital search trees again revisited: The internal path length perspective. P. Kirschen-
hofer, H. Prodinger and W. Szpankowski, SIAM Journal on Computing 23 (1994), 598–
616.

This paper about digital search trees was written around 1987/88, but appeared
only much later. A true tour de force – it was necessary to compute many terms
in order to analyze the variance of the path length, due to the heavy cancellations.
It is included in this collection because it played a major role in the analysis of the
m-model of approximate counting. There was a previous version, that appeared in
some conference proceedings. It is interesting, because the analytic continuation of
a critical function was done in a quite different way.

Periodic oscillations in the analysis of algorithms and their cancellations, H. Prodinger,
JIRSS 3 (2004), 251–270.

The subject are the periodic fluctuations that occur so frequently in the analysis
of algorithms, in particular, in approximate counting. There are non-trivial identities
satisfied by them, and hence cancellations in higher order moments. There are
different methods to derive such identities, which are akin to classical identities
for modular functions (Dedekind, Ramanujan). One is the Mellin transform, and
another one the residue calculus.

There is a whole complex of papers of mine which are somewhat related, about
loser (leader) election by rounds of coin flippings, also with “swedish stopping” etc.
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Informatique théorique et Applications/Theoretical Informaties and Applications
(vol. 25, n° 1, 1991, p. 43 à 48)

APPROXIMATE COUNTING: AN ALTERNATIVE APPROACH (*)

by Peter KIRSCHENHOFER (*) and Helmut PRODINGER (1)

Abstract. — In this note an alternative analysis of approximate counting is presented by using a
lemma from the calculus offinite différences instead of the Mellin intégral transform.

Résumé. — Cette note présente une analyse de l'algorithme de comptage approximatif qui repose
sur un lemme du calcul des différences finies au lieu d'une utilisation de la transformée de Mellin.

R. Morris [6] has proposed a probabilistic algorithm that maintains an
approximate count in the interval 1 to « using only about log2 log2 n bits.
Approximate counting (with a binary base) starts with counter C= 1. After
n incréments C should contain a good approximation to L_ log2 n J ; thus C
should be increased by 1 after another n incréments approximately. Since
only C is known the algorithm has to base its décision on the content of C
alone. The following principle is used to incrément the counter:

f 0 with probability l - 2 ~ c

( 1 with probability 2

Compare Flajolet [2] for a more detailed description. In the same paper a
detailed analysis of this algorithm is presented and the following results are
shown:

THEOREM 1: After n successive incréments the average content C„ of the
counter satisfies:

r
log 2

(*) Received January 1989, accepted in January 1990.
We thank an anonymous référée for his/her guidance concerning a better présentation of this

paper.
C) Department of Algebra and Discrete Mathematics Technical University of Vienna, Austria.

Informatique théorique et Applications/Theoretical Informaties and Applications
0988-3754/91/01 43 06/S2.60/© AFCET-Gauthier-Villars
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4 4 P. KIRSCHENHÖFER, H. PRODINGER

the variance ol satisfies

where

2 « . 1 1 ^ 1

6 log2 2 12 log 2 ^ /c sin/ï (9 jfc)

*fi 2*-r fc£i (2k-l)2' log 2'

ôx (x) as well as S2 (x) are periodic functions with period 1, mean value 0,
and amplitude less than 10 ~4.

Flajolet achieves this result by Computing the probability pn t of having
counter value / after n incréments:

_ ( i y 2 Q ( i 2 ; > )
Pn,i~ L ^-jr - . d)

j-o QJQ,-I-J

where

*-(-3(-3-(-Î)
The quantities

n n

C.= I.lp..i and c2
n=Zl2Pn,,-(Cn)2 (3)

are then analyzed using real analysis and certain properties of the Mellin
intégral transform.

In the sequel we analyze the quantities in (3) by an alternative approach
which avoids completely the unpleasant real analysis by making use of a
classical lemma from the calculus of fînite différences. This method has been
attributed by Knuth [5] to S. O. Rice.

Informatique théorique et Applications/Theoretical Informaties and Applications

10 3 Approximate counting: An alternative approach
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APPROXIMATE COUNTING: AN ALTERNATIVE APPROACH 4 5

LEMMA 2: Let C be a curve surrounding the points 1, 2, . . ., n in the
complex plane and let f (z) be analytic inside C, Then

I (f)(-!)*ƒ(*)= -r^-. [ <«;
*=iW 2niJc

where

Moving the contour of intégration it turns out that the asymptotic expan-
sion of the alternating sum is obtained via

XRes««;z>/(z)) (4)

where the sum is taken over all poles different from 1, . . ., n. (Flajolet and
Sedgewick have used this technique to simplify the analysis of digital search
trees in [3].)

In order to apply Lemma 2 we write (1) as

-^ï^f^2-^. (5)
j-o QjQi-x-j

By Euler's partition identities [1]

and

y xJ = n ( i - •* )

the inner sum in (5) is the coefficient

m = 0

vol. 25, n° 1, 1991

3 Approximate counting: An alternative approach 11
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4 6 P. KIRSCHENHOFER, H. PRODINGER

Thus

n ii

1=1 k = 0 \« - / 1=1 m = 0

where the summation on / can be extended to infinity without changing the
value. Since

we get immediately the following identity for Cn which we state as a Proposi-
tion, since it is interesting in its own right.

PROPOSITION 3

C n
= l ~ YJ ( ) (~ l)fc2~*8fc-i- (6)

With

we may write (6) as

with /(*) = 2~zôz_1 . (7)

The most significant pôle of <«; z}f(z) different from 1, . . ., n is z = 0,
and the residue is

Hn X y . 1
Z, 2 °82« - - «»

with L = log 2 and //„ the «-th Harmonie number. Further poles in z = 2 kn i/L
with residue equal to

give rise to the periodic fluctuation S1 (x).
The next significant poles have real part z= — 1 (simple !), so that the error

term is of order n"1,

Informatique théorique et Applications/Theoretical Informaties and Applications

12 3 Approximate counting: An alternative approach
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APPROXIMATE COUNTING: AN ALTERNATIVE APPROACH 47

A similar approach allows us to evaluate the variance o„ in a few lines.
Since

we have

with

The continuation of Qk has been referred above; Tk can be continued via

The most important pole is again z = 0 (triple) with residue

Subtracting Cl yields for the variance (apart from smaller order terms)

+ 52(log2rt),

where the series originates from the mean of b\(x). Observe that

y $mh%y

to obtain the form of a^, whence Theorem 1.
Finally, it is striking to note that the constant a^, whose numerical value is

a^ = 0.7630141871107195182. . .

vol. 25, n° 1, 1991

3 Approximate counting: An alternative approach 13
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48 P, ICIRSCHENHOFER, H. PRODINGER

differs from the simpler

^ — ̂ 0.76301418711114837034. . .
2 log 2 24

only in the twelfth digit after the décimal point.
Indeed, using a transformation resuit for Dedekind's r|-function

j](x)^eniTlX2 J ] (l~e2nim),

the constant o2^ appearing in (8) turns out to be

2L 24

where

so that the numerical coincidence follows by the smallness of the involved
functions hx (x) and h2 (x).

Compare [4], where a closely related constant with relevance to digital
search trees was evaluated by the authors and J. Schoissengeier.

Finally it should be noted that the expansion to arbitrary bases of the
counter can be analyzed in the same style.
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Abstract 

University of Vienna, Wiedner 

Prodinger, H., Hypothetical analyses: approximate counting in the style of Knuth, path length in the 

style of Flajolet, Theoretical Computer Science 100 (1992) 243-251. 

The first analysis of approximate counting is due to Flajolet (19X5), whereas the first satisfactory 

analysis of the average path length in digital search trees has been performed by Knuth (1973). Both 

authors have used the Mellin integral transform, but in rather different ways. It was shown by 

Kirschenhofer and Prodinger (1991) that both problems are very similar. (This note contains also an 

“explanation” of this phenomenon.) 

It is amusing to figure out what Flajolet and Knuth would have done by considering the 

exchanged problems. The aim of this note is to perform these analyses. 

1. Introduction 

The first analysis of approximate counting is due to Flajolet Cl], whereas the first 

satisfactory analysis of the average path length in digital search trees (DSTs) has been 

performed by Knuth [4, p. 497ff]. Both authors have used the Mellin integral 
transform (see [2] for a brilliant introduction), but in rather different ways. It was 

shown by Kirschenhofer and Prodinger [3] that both problems are very similar (not 

to say “almost identical”). 

It is now amusing to figure out what Flajolet and Knuth would have done by 

considering the exchanged problems. The aim of this note is to perform these analyses. 

0304-3975/92/$05.00 0 1992-Elsevier Science Publishers B.V. All rights reserved 
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244 H. Prodinger 

It is the author’s opinion that this is entertaining and amusing both from the 

methodological as well as the historical point of view. 

2. Flajolet’s analysis of approximate counting 

Flajolet considered Cf,“], the average value of a counter after N increments in 

a probabilistic counting algorithm. He computed Crl via 

with 

l-l (- l)jz-(i) (1_2j-l)N 

pKlI= 1 
j=O 

QjQ,-1-j 

and 

Qm=fi( 1-i). 
i=l 

Then he approximated pN,I y tF1 b @(N/2’), with 

e-x2j, 

Here, 

Qm= lim Qm=n 
m-m is1 

Then the Mellin transform was computed: 

@*(s)=r(s)<(s), 

with 

. 

Finally, 

CjS’-F(N)=xl@ $ , 
121 0 

and 

2” 
F*(~)=(~“_1)2 Q*(s) 

By considering the negative residues of F *(s)x -’ for ’93s = 0, he obtained Theorem 2.1. 

16 4 Hypothetical analyses: approximate counting in the style of Knuth, path length in the style of Flajolet
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Approximate counting and average path length 

Theorem 2.1 (Flajolet Cl]). 

Y 
Cplog,N+~- 

log 2 
+,(log,N), 

where 

G!= c 1 
-=1.6066..., 

i>l 2’-1 / 

‘J = 0.57721. . . (Euler’s constant), 

3. Knuth’s analysis of the average path length in DSTs 

Knuth considered 

He changed it to 

Lfl_c a,+l c yl(l-n) e-N/2” 

n>O WI>0 ( 
with 

(_l)i+l2-G) 
Ui= 

Qi-1 ' 

By “Mellin”l he obtained 

4 -3/2+icc 

245 

(W 

1,; 2 1 

1 
LIKl 

N- c 
a -Y 

‘+I 2xi s WN-“l_2;-“+sds. 
fla0 -3/2-im 

The negative residues of the integrand for ‘%zs= - 1 give the following theorem. 

Theorem 3.1 (Knuth [4]). 

1 1 

d+Z-log2 
--++-I (log,W 

‘Actually, Knuth never mentioned the word “Mellin transform”. He basically used the formula 

e-“=(1/2xi)~~~~fi~ r(s)x-“ds and some variants that can be proved directly by residue calculus. 
Because of the ubiquitous appearance of the Gamma function he christened the approach “Gamma function 

method”. Also, he gives the credits for this procedure to N.G. de Bruijn. 
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with 

Zkrrix . 

Now we could show [3] that 

cl”+i (T)(-l)w*Q*,, 
k=l 

F) 

and this similarity with (K) motivated this note. Section 6 contains an attempt to 

“explain” this phenomenon. 

4. 

QCx)=I1 (l-g, 
i>l 

then 

QkYQ30 
QWk) 

Euler’s formulae: 

1 1 t” _---= 
1 -t Q(t) c- n2O Qn 

Q(t)= c G+I~” 
fla0 

Finally we need 

c al+1 
,~1 i-2-‘= --a; 

this follows from 

Q"-&L 
Q(x) ial l-x2-” 

Now 

(by Ql) 

(Ql) 

(El) 

W 
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= -z. (-3 3 (-1)k2-k(m+1)-1) QG-“‘1 (by Ql) 

=- C ((1 -2-mP1)N- 1) C an+12-mn (by E2) 
ITI20 !I$0 

N-C a,+1 C 2-mn(e-N/2m+‘-1) 

?la0 WI>0 

-1/2+ico 

=-c 

1 - 
“+I 27ri _l,2~im s r(s)N-’ 2” ds. l-2-“+” 

n>O 

The negative residues at s = 0 and s = Zkni/log 2 (k # 0) give Flajolet’s result: From 

n = 0 we obtain 

Y 
log, NS- --I-fi,(log,N); 

log2 2 

from n> 1 we obtain 

c 1 
a n+1 1-2-“= -a. 

n>l 

5. Flajolet’s analysis of the average path length in DSTs 

We want to go back from (K) to 

this representation is of course not unique. Let 

g(x)EkG (1-g 
m=O 

Then 

!$(I) = 
0 for k=O, 

-Qk_2 for k>l. 

Furthermore, we have in general 

where [x’] g(x) denotes the coefficient of x1 in the Taylor series expansion of g(x). 

Thus, 
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By (El) and (E2) we have 

~(l-$J=rql-$-J(l-~)-l 
m=o WI>0 l?l>O 

= c (- l)j2 -(!2),i 

Qj c 
j>O 

_+ (21-k)sXs 

s20 s 
and, thus, 

So, we can write 

with 

pEj=-t (~)(-l)k,(-~~~~J~~'2-(~~j)(k-t) 
k=t J 

= i (_ l)j2 44) 
j=o QjQl-j 

2’-j[1_(1_2-(‘-j))N], 

Flajolet would approximate pFi/N by !P(N/2’), with 

Now we perform the Mellin transform and find, for - 1~ 9Ls<O, 

Therefore, 

Y*(s)= -S(s)r(s-1), 

where the function t(s) was defined in Section 2. Now 

LWl 

+-K(N) 

with 

K(x)=C 1Y ; . 
I>1 0 

As before. 

2” 
K*(s)=(2”_1)2 y*(s). 
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By Mellin’s inversion theorem we have 

K(x)= -& 

s 

-1/2+im 2” 

_ l,2_ioc o2 S(s)r(s-l)x-“ds. 

The negative residue of the integrand at s=O gives the contribution 

1 Y 1 
log, N-- _-a++- 

1og2+1og2 2’ 

the residues at s = 2kni/log 2 produce the contribution 6_ 1 (log, N) 

6. An “explanation” of the similarities of the two problems 

After a first reading of this paper (1991), an anonymous referee asked for a combina- 

torial explanation of the surprising similarity of the two seemingly different problems. 

This is of course a natural question and I failed in 1990 to give a good answer. 

However, now I can offer something. 

The probability generating functions for the path length in digitial search trees obey 

the following recursion (N3 1, F,(z)=F,(z)= 1): 

FN+,tz)=zN t 2-N (3 Fk(Z)FN-k(Z). 

k=O 

(The averages LN studied by Knuth are obtained via LN=FI;(l).) 

Now I will give a combinatorial explanation of a similar recursion for the approx- 

imate counting problem. Let, as in Section 1, pK]l denote the probability that the 

counter has the value I (“level 1”) after N “inputs”, and 

It should be noted that the counter is initially set to 1. To have a good idea about what 

is going on, let us say that there are N “players”; whenever a player has his turn, he 

tries to increase the counter by 1. If the counter has the value I, he will succeed with 

probability 2-l; otherwise his attempt has no effect. For instance, we can ask him to 

throw 1 consecutive “heads” (or l’s) with a fair coin. But we can think about it in 

another way: He starts at level 1 and flips a fair coin and can proceed if he has a 1. If he 

reaches the level I+ 1, it is exactly what we need. Now we no longer have to think 

about N consecutive players; each of them can throw the dice as long as he has l’s; 

throwing a 0 means to stop. 

How is the value of counter computed from these data? We start at level 1 and, 

being at level j, we can go on if there are at least j players who made it to level j + 1. The 

maximal level that we reach in that way is the value of the counter. Indeed, to proceed 

to a higher level means to kick out a successful player. From this interpretation we can 

set up a recursion for the probability generating functions. If k 2 1 players have been 
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successful at level 1, k- 1 are going to continue. But if k=O, the recursion stops. 

Hence, 

Fk-r(Z)+z2-N, N3 1, Fo(z)=z. 

Now set, as usual, CN = Fh( 1). Then the recursion turns into 

CN=1+2-N i (:)C&r, N> 1, Co=l. 

k=l 

If we subtract the analogous recursion with N replaced by N - 1, it turns into the more 

feasible recursion 

2C~=C,,_i+1+2i-~ C()=l. 

The standard method to solve this recursion is by the use of the exponential- 

generating function C(z)=CNdo CNzN/N!. Then 

2C’(z)=C(z)+e’+e”‘2C 5 . 0 
Now one sets D(z)=e-‘C(z) to obtain 

20’(z)= -D(z)+D ; + 1. 
0 

Then we consider the coefficients: 

2DN+i=-(1-2-N)DN, N3 

Iterating this we find 

the easier equation, 

1, Do=l, Di=1/2. 

DN=2-N(-1)N-1QN-rr N>1, Do=l. 

Since C(z)=e’D(z), we have 

this is formula (F). 

Similar ideas are used in a forthcoming paper on probabilistic counting algorithms 

by Peter Kirschenhofer, Wojciech Szpankowski and the author. 

7. Conclusion 

Now it is worthwhile to discuss the two “Mellin” styles. Knuth and Flajolet 

attacked their problems from different angles (both of them very natural in their 

respective contexts). Since in “approximate counting” it is natural to compute the 
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probabilities directly, it was a good idea to approximate them immediately and use 

“Mellin” after that. In the tree context the recursions (as in Section 6) are most natural, 

so that Knuth had to use Euler’s formulae in order to avoid the cancellations in (K). 

After that “Mellin” can be used. Flajolet used first “Mellin” and then “Euler” (in order 

to analyze the 5 function); in Knuth’s case it is the other way around. 

It should be stated here explicitly that this note contains no judgement about the 

relative qualities of the approaches. Both of them are most valuable and have 

influenced many people. 
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HOW TO ADVANCE ON A STAIRWAY BY COIN FLIPPINGSHelmut ProdingerDepartment of Algebra and Discrete MathematicsTechnical University of Vienna, AustriaAbstract. Assume that N players start at stair 1 and 
ip a fair coin to advanceone step. From the surviving people, a demon additionally kills one with probability1�p, i.e. with probability p he does not interfer. The average level that such a partywill reach is of interest. In this paper we show that this quantity behaves like log2Nand give a tutorial survey how to attack such problems. This problem is related tothemes in Theoretical Computer Sciences, namely Approximate Counting and Tries.Assume that N persons want to advance on a stairway. The rule is as follows:They start at level 1. The k � 1 persons who advanced to the level j 
ip a (fair)coin; the persons with the \1" advance; the others (with a \0") die. However, thereis a demon supervising the game. Usually, he \consumes" one of the survivers.But, with a probability p, he resigns and does not interfer. (The demon can onlyinterfer at levels 2 of larger.) The question is, how far can the party advance, onthe average?In this example the party gets to level 4; at one stage the demons resigns.This recreational description has of course a serious background. If p = 0,the model is exactly equivalent to an algorithmic procedure called Approximatecounting [1], as was shown in [7]. If p = 1 the resulting recurrences (see thediscussion below) resembles recurrences that are customary in the context of tries;see for instance the brandnew book of H.Mahmoud [5]. The idea of introducing aprobability p of escaping the demon is borrowed from [8]; in this thesis U. Schmidstudied the collision of N transmitted data. Usually they are all destroyed, butwith a probability p one package survives.In this paper we want to solve this problem. The main interest is not so muchin the actual answer that we will �nally obtain; its main aim is to give a rathertutorial introduction to the machinery that is usually used within the context ofsuch problems.To simplify the notation, let, as usual, q = 1 � p. We introduce probabilitygenerating functions FN(z). The coe�cient of zk is the probability that N persons
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Advancing by coin 
ippings 2came to level k (and not farther). There is a recursion relating these functions:FN (z) = z NXk=1 2�N�Nk�hqFk�1(z) + pFk(z)i + z2�N ; N � 1; F0(z) = zTo understand it, note that 2�N�Nk � is the probability that k of N have 
ipped a\1". With z we mark a level that is already passed. With probability p, k peoplego on, with probability q, only k � 1. (If k = 1, and the demon takes him, wenevertheless say that the level was reached!) If k = 0, the recursion stops.The desired average CN may be obtained via F 0N (1). By di�erentiation, we getthe recursionCN = 1 + q NXk=1 2�N�Nk�Ck�1 + p NXk=1 2�N�Nk�Ck; N � 1; C0 = 1:Now it is customary to study the exponential generating functionC(z) = XN�0CN zNN ! :Multiplying the recursion by (2z)N=N ! and summing up we getC(2z) = e2z + pezC(z) � pez + q XN�1 zNN ! NXk=1�Nk�Ck�1:To get rid of the unpleasant sum, we di�erentiate this equation and consider thedi�erence of the new and the old equation. This gives us2C 0(2z) = 2e2z + pezC(z) + pezC 0(z) � pez + q XN�1 zN�1(N � 1)! NXk=1�Nk�Ck�1;or 2C 0(2z) � C(2z) = e2z + pezC 0(z) + qezC(z):Here we have used that �N+1k �� �Nk � = � Nk�1�. The next step is the introduction ofthe Poisson transformed function D(z) = e�zC(z). ThenD0(z)+D(z) = e�zC 0(z),and we obtain the easier equation2D0(2z) +D(2z) = 1 + pD0(z) +D(z):Now we consider the coe�cients DN of this (exponential) generating function.Equating the coe�cients of zN=N !, we �nd2N+1DN+1 + 2NDN = �N;0 + pDN+1 +DN ; N � 1;D0 = 1:
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Advancing by coin 
ippings 3It means D0 = 1, D1 = 12�p and for N � 1�1� p2N+1�DN+1 = �12 �1� p2N �DN :We rewrite it as DN = �12DN�1 1� 12N�11� p2Nand iterate it to getDN = 12� p (�1)N�121�N QN�1QN�1(p2 ) ; N � 1:Here, Qm(a) = �1� a2��1� a22� : : :�1� a2m�and Qm = Qm(1). Since C(z) = ezD(z), we haveCN = NXk=0�Nk�Dk= 1 + 12� p NXk=1�Nk�(�1)k�121�k Qk�1Qk�1(p2 )= 1� 12� p NXk=1�Nk�(�1)kf(k)with f(k) = 21�k Qk�1Qk�1(p2 ) :The method to evaluate such an alternating sum is called Rice's method, [2], [4],[5], [6] .Lemma. Let C be a curve surrounding the points 1; 2; : : : ;N in the complex planeand let f(z) be analytic inside C. ThenNXk=1�Nk� (�1)kf(k) = � 12�i ZC[N ; z]f(z)dz;where [N ; z] = (�1)N�1N !z(z � 1) : : : (z �N) = �(N + 1)�(�z)�(N + 1� z) : �Extending the contour of integration it turns out that under suitable growthconditions on f(z) (compare [8]) the asymptotic expansion of the alternating sumis given by XRes�[N ; z]f(z)� + smaller order terms
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Advancing by coin 
ippings 4where the sum is taken over all poles z0 di�erent from 1; : : : ;N .Thus we must �nd a complex function f(z), such that f(k) are the numbers21�k Qk�1Qk�1( p2 ) . For this task it is convenient to introduce the in�nite productQ(x) = �1� x2 ��1� x4 ��1� x8 � � � � :Then it is easy to see that Qm = Q(1)Q(2�m) ;and, more generally, Qm(a) = Q(a)Q(a2�m) :It makes sense to replace m in the last equality by a complex variable z. Now wehave to consider the residues of[N ; z]21�z Qz�1Qz�1(p2 )at z = 0 and then also at z = 2k�i=L, were we set here and later L = log 2. Also,the notion �k = 2k�i=L is very useful. The meaning of Qz�1 etc. is as it was justdescribed. Let's start as follows:Qz�1 = Q(1)Q(21�z) = 11� 2�z � Q(1)Q(2�z) :Now 1� 2�z = 1� e�Lz � 1��1� Lz + L2z22 � : : :� � Lz�1� Lz2 �and thus 11� 2�z � 1Lz �1 + Lz2 � :Furthermore, Q(2�z) � Q(1) +Q0(1) � (�L) � z;and Q0(x) = �Q(x) �Xk�1 12k � x ;so that Q(2�z) � Q(1) � (1 + Lz�);where we use the abbreviation � =Xk�1 12k � 1 :
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Advancing by coin 
ippings 5Alltogether we �nd Qz�1 � 1Lz �1 + Lz2 � (1� Lz�):The computations for Qz�1(p2 ) are entirely similar, so that we just mention theresult: Qz�1(p2 ) � 11� p2 � �1� p�(p)Lz�with �(p) =Xk�1 12k � p :We need one more local expansion:[N ; z] � �1z �1 + zHN�;with the N-th harmonic numberHN = 1 + 12 + 13 + � � �+ 1N � logN + 
 + : : : :Plugging things together we havef(z) � 2�1�Lz� 1Lz �1 + Lz2 � (1� Lz�)�1� p2��1 + p�(p)Lz�� 2� pLz �1 + z� � L2 � �L+ p�(p)L��:Therefore the residue of [N ; z]f(z) at z = 0 is�2� pL �HN � L2 � �L+ p�(p)L�:We can use the asymptotics for HN and then go back to the formula for the averageCN and get the main contribution1� 12� p ��� 2� pL � logN + 
 � L2 � �L+ p�(p)L��:This readily simpli�es to log2N + 
L + 12 � �+ p�(p):From this we can easily see the dependency of p as p varies between 0 and 1. Aswas to be expected, this quantity increases monotonically and for p = 1 the �-termsdisappear.Now we have to turn to the residues z = �k. This time it is easier because thereis only a single pole, originating from Qz�1. We list the local expansions of thefactors of f(z) = 21�z Qz�1Qz�1�p2� :
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Advancing by coin 
ippings 621�z � 2Qz�1 � 1Lz1Qz�1�p2 � � Q(p)Q�p2 � = 1� p2[N ; z] � N�k � �(��k)Here, we used the well-known fact that�(N + a)�(N + b) ! Na�b:The residue of [N ; z]f(z) at z = �k is thus2 � 1L � �1� p2� �N�k�(��k) = (2� p) 1L�(��k)N�k :It is now customary to collect all these contributions for k 2 Z, k 6= 0 in onefunction �(x). Set �(x) = 1LXk 6=0�(��k)e2k�i�x;then the periodic quantity of our desired quantity CN is (don't forget the factor� 12�p) ��� log2N�:Observe that this quantity is independent of p. However, in the smaller order terms,the parameter p appears.We summarize our results as follows:Theorem. Let CN be the average level that a random party of N people can reachin presence of a demon (as descibed in the Introduction). Then we have the followingasymptotic formulaCN � log2N + 
L + 12 � �+ p�(p) � �� log2N�where �(p) =Xk�1 12k � p ; � = �(1)and �(x) = 1LXk 6=0�(��k)e2k�i�xis a periodic function of period 1, mean 0 and small amplitude (� 10�6). It is givenas a Fourier series.
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Asymptotic analysis of a class of
functional equations and applications

by P. J. GRABNER~, H. PRODINGER AND R. F. TICHY~

ABSTRACT. Flajolet and Richmond have invented a method to solve a large
class of divide-and-conquer recursions. The essential part of it is the as-
ymptotic analysis of a certain generating function for z ~ oo by means
of the Mellin transform. In this paper this type of analysis is performed
for a reasonably large class of generating functions fulfilling a functional
equation with polynomial coefficients. As an application, the average life
time of a party of N people is computed, where each person advances one
step or dies with equal probabilities, and an additional "killer" can kill at
any level up to d survivors, according to his probability distribution.

1. Introduction

In [3] Flajolet and Richmond presented an ingenious method to deal
with a class of recursions where a typical example looks like

Here, d &#x3E; 0 is a fixed integer. For d = 0 and d = 1 such recursions

(and their solutions!) occur frequently as divide-and-conquer recursions in
the Analysis of Algorithms, (see [6] as a general reference on the subject.
However, the new approach allows it for the first time to deal with the
cases d = 2, 3, ... ; it consists of several stages. First, the recursion is
translated into the language of exponential generating functions. Then,
a related function (sometimes called the Poisson transform) is considered.
Then, from its coefficients, an ordinary generating function G(z) is built
up. The analytic behaviour of the latter for z - oo is then to be analyzed
by Mellin transform methods, (this is the heart of the method). Then, by a
substitution, the asymptotic behaviour as z -~ 1 of the ordinary generating

Manuscrit reçu le 19 mars 1993.

j-These authors are supported by the Austrian Science Foundation Project P8274-PHY.
All authors are supported by the Austrian-Hungarian Science Cooperation Program,
project 10U3.
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function of the desired numbers fn is found. As the last step, this local
information is translated to the asymptotic behaviour of the coefficients by
transfer theorems.

The relevant function G(z) fulfills a functional equation

where the polynomial Po(z) depends on the starting values.
We devote this paper to the general study of recursions as in (1.2), with

general polynomials as factors and "-I" replaced by an arbitrary parameter
0~1.

This is not only interesting by itself, but can be applied in the last
section to a stochastic process which is a generalization of one presented
in [10]. Although formulated in terms of "recreational mathematics" the
recursions describe either average "trie" parameters or the behaviour of an
"approximate counter". In order to keep this paper short, we refrain from
describing those algorithms and data structures and refer for all computer
science algorithms to [6] a,nd [7]. For the Mellin transform, which has proven
to be very useful especially in number theory and in theoretical computer
science, we refer to [1, chapter 13], [6], [8] and to the survey [4]. We note
here that the classical applications of the Mellin transform occur in prime
number theory and, more recently, in the analysis of digital problems (cf.
[9] and for a detailed survey see [2]).

Let us recall the fundamental properties of the Mellin transform

If is a piece-wise continuous function with

and a &#x3E; (3, then the Mellin transform exists as a holomorpluc function in
the vertical strip -a  -(3 (fundamental strip" ). Our basic tool is
Mellin’s inversion formula
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for any -a  c  -,(3. This formula yields a correspondence between the
singularities of f*(s) and the asymptotics of f(x) (cf. [8, chapter 1.5]).
This technique is especially useful in the asymptotic analysis of harmonic
sums h(x) := ¿k Àkf(akx) since

Thus the Mellin transform of a harmonic sum is the product of a generalized
Dirichlet series and the transform of the base function.

In Section 2 we introduce a class of functional equations with polynomial
coefficients generalizing (1.2) and perform the asymptotic analysis by the
Mellin transform approach. Two cases have to be distinguished: in the

first one the main term does not contain an oscillating part (Section 2)
and in the second one there are oscillations in the main term (Section 3).
Section 4 is devoted to a direct extension of [3]. In the final section this
method is applied to analyze a special evolution process where N persons
are climbing up an infinite staircase as folllows: at each step either a person
goes to the next step or the person dies. We compute the avera,ge of the
maximum lifetime.

2. A class of functional equations

We consider the functional equation

I ~ I 1 v i - v 1 - v i ·

where Po(z) = ao + a1 z -E- p1 ( z) _ bo -~- bl z + ... + 
and P2 (z) - Co -f- c1 z + ... + Cd2Z d2 are polynomials of degrees do, dl, d2
(with d2, do &#x3E; 0), respectively, assume that PI and P2 have no non-
negative real roots, PZ (o) and 0  A  1. Our main result gives an
asymptotic expansion for the unique analytic solution of (2.1). Formally
iterating the functional equation we get

Let now
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Thus we can write

Our next step is to establish an asymptotic expansion of G(z) for z --&#x3E; oo.

This will be done by a Mellin-transform technique. Let for the following

(gk and vk denoting the multiplicities of the roots) and take the Mellin-
transforms of the logarithms of these equations

for -1  0. Observing that log Q1 and log Q2 are harmonic sums
yields

In order to establish an asymptotic expansion for Ql a,nd Q2 we apply
Mellin’s inversion formula

(and similarly for Q2). Inserting (2.4) and shifting the line of integration
to = -1 (cf. [8, chapter 1.5~) yields
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where mx = are the roots of 1 - A-’ = 0. Note that for s = 0 we
1091

have a triple pole and in the other cases simple poles. Computing residues
(and applying Vieta’s rule) we get

where

For the residues at 0 we obtain

Thus we have

where is a continuous periodic function of period 1, whose Fourier
expansion is given by
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Similar calculations yield the asymptotic expansion for Q2:

where

and p2(u) is a continuous periodic function of period 1, whose Fourier
expansion is given by

- A - A

and observing the rate of growth of the transforms in (2.4), we derive

for z - oo inside an angular region

As above we obtain
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Let us first consider the case d1 = d2 = d a.nd ao # 0. Then we need
leol [  Ibol to ensure convergence in (2.2). Setting

and observing that this is a harmonic sum yields for its Mellin transform

Notice that this Mellin transform only exists if - L + do - d  0, since "the
order at oo" has to be smaller than "the order at 0". From our asymptotic
expansion (2.10) we want to extract some information on the singularities
of the transformed harmonic sum H*(s). The fundamental strip of this
transform is 

I- -

Thus we have to distinguish two cases. First we consider the case occurring
in our applications in Section 3, i.e.

This is the case where the singularities originate directly from the individual
summands (in the other case the singularities are caused by the harmonic
summation and a apecial example of this type was extensively studied by
Flajolet and R.ichmond [3]). For  Cdad, by (2.10) we have

where 6’ is a suitable positive number. Combining (2.14) and (2.9) the
fluctuation &#x26; cancels out in the asymptotics of G(z) and we obtain

For = cdad the function H*(s) has double poles at 
Thus the asymptotic formula (2.14) has to be replaced by
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Combining (2.16) and (2.9) we derive
I - . - 1,

, "V --?D A-11 B--0 ~ / /

where W is an unspecified periodic fluctuation.

Until now we have restricted ourselves to the case ao 7~ 0. In general
let i be defined by = ziPO(z) with a polynomial po( z) such that

0. Then the equation corresponding to (2.11) is

The sum in this expression is exactly of the type considered above and
therefore we need the condition Àllcol [  Ibol [ to ensure convergence. Thus
we obtain the same asymptotic expansions also in the general 0.

Summing up what we have proved until now yields

THEOREM 1. Let G(z) be tlae unique analytic solution of a functional equa-
tion of type (2.1) and let L~ be the smallest number such that al =1= 0.

Furthermore assume the additional properties dl = d2 = d, À1lcol  lbol
and CdAd. Then G(z) has an asymptotic expansion for z - 00,

6  of the form

where - is a suitable positive number and BII denotes a continuous periodic
function of period 1.

Remark 1: We note that in the case covered by Theorem 1 the periodic
fluctuations do not occur in the main term.

3. Fluctuations in the main term

First we consider functional equations of type (2.1) with di = d2 = d
satisfying the condition bdad° &#x3E; cdad converse to (2.13). In the previous
section the convergence of the Fourier series for cpl and p2 was immediate.
In the case treated now we establish a preparatory lemma generalizing
Lemma 5 in [3], from which the convergence of the corresponding Fourier
series can be deduced. In the following let v denote the maximal order of
a zero of the entire function Q2. Note that v is finite, but may be larger
than maxk Vk-
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LEMMA 1. Let F(z) = Then the Mellin transform F*(s)
admits the representation

where the Et’s are entire functions. Thus for a &#x3E; 0

Proof. Proceeding as in [3] let

where H denotes a Hankel contour that goes from iO, circles around
0 clockwise and returns to + iO. Then a standard argument (cf. [11])
yields J(s) = 2i sin rsF*(s). Now we want to evaluate the loop integral by
residues. For this purpose we have to know polynomial upper bounds for
F(z), which follow from

where a, /~ and 4 &#x3E; e &#x3E; 0 are given numbers and Kl and li2 are positive
constants depending on those numbers and on A.

For proving this assertion let y = 21al, 2 IP 1} and no - +
log x

1. Thus we have We split the product (3.2) into two parts
n  no and n &#x3E; no. The second product can be estimated by taking
logarithms
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For estimating the first part of the product in the region for
n = 0, ... , no - 1 we note tha,t the function f (w) = is continuous on

the compact subregion 11 + ,Bwl 2:: e of the Riemannian sphere, and hence
attains its maximum M = M(e, a, /~, ~) &#x3E; 1. Thus we obtain

and (3.2) is proved.
Observing that §j can be decomposed into finitely many factors of the

type (3.2) we get a polynomial upper bound for F(z) in the region

Notice that E is chosen small enough that arbitrarily large circles centered
at the origin are contained in this region. Again by a standard argument
we deri ve 

- - -

for ~s  ao  0. Next we calculate the residues and observe that the
maximum order of the poles is v. Let us consider a pole --= of multiplicity
b and set 

First we have for w = z + 2013-JQk

Expanding xk,(-= + w) around w = 0 we get01,
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where the products range over all (l, m) such that We
observe

with an absolute O-constant, where 77k is the minimal distance of tile to the
other roots of Q2. 

01.

Multiplying (3.3) and the expansion of Xk,n yields for the coefficient of
wb-1

Each residue provides one term in the power series expansion of the 
Because of the upper bound (3.4) the power series expansion of Ei is hy-
perexponentially convergent and Ei is an entire function. D

Now we are able to treat functional equations of type (2.1) with equal
degrees and fluctuations in the main term.

THEOREM 2. Let G(z) be the unique analytic solution of a functional equa-
tion of type (2.1) and let i be the smallest number such that al 54 0.
Furthermore assume the additional properties dl = d2 = d, Àtlcol  lbol
and Cdad. Then G(z) has an asymptotic expansion for z -~ oo,
(I arg zl [  b  of the form

h .. 
.. 

b M log d’TI 
.

where e is a suz a e positive number, At = ---r some contznuous
logy

periodic fluctuation (the Fourier expansion of which is discussed in the
proof) .

Proof. We apply Mellin’s inversion formula to (2.12) and observe that the
first singularities encountered when shifting the line of integration to the
right originate from the Notice that evaluations of the Ei’s
of Lemma 1 at the poles are constants and that the Fourier expansion of
the arising fluctuation is exponentially convergent because of the estimate
(3.1). The fluctuation Wi is obtained by multiplying with the periodic
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function as in (2.9). The proof is completed by multiplying with the
first case in the asymptotic formula (2.9). 0

Up to now we have only considered polynomials PI and P2 of equal
degree. What remains for a complete asymptotic analysis of functional
equations of type (2.1) is the case dl  d2, (we note here that the converse
case d1 &#x3E; d2 cannot be treated by the Mellin transform approach).

Remark 2: Lemma 1 remains true in the case dl  d2. The only problem
is to find a polynomial upper bound for Q2~z . This product can be split
into products of type (3.2) and d2 - dl additional linear factors in the
denominator. For these additional factors we easily find the polynomial
lower bound I( e( d2 -dl) log z .

By the same reasoning as above we obtain

THEOREM 3. Let G(z) be the unique analytic solution of a functional equa-
tion of type (2.1) with d1  d2. Then G(z) has an asymptotic expansion
for z - 00, 6  of the form

where - is a suitable positive number,
A ^ v /

some continuous periodic fluctuation. 
’-’ A ’-’ A

4. The Fla jolet-Richmond case

In [3] Flajolet and Richmond analyze a tree-partitioning process in which
n elements split into d at the root of a tree (d is a design parameter),
the rest going recursively into two subtrees with a binomial probability
distribution. They prove an asymptotic formula for the expected number
fn of non-empty nodes in such a random tree, by studying the generating
function G(z) = where fn = En 0 (’)gk. G(z) satisfies the
functional equation

where Po is a polynomial of degree d. This is not a functional equation of
type (2.1) since co = 0. Thus the above theorems cannot be applied. In the
following we extend our general approach to the case co = 0, d1 = d2 = d
which covers the special case (4.1) (in the case bo = 0 there is no analytic
solution, for the Mellin tansform approach cannot be applied).
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THEOREM 4. Let G(z) be the unique analytic solution of the functional
equation

where Pl(z) = P2(z) = (with bo 0 0,
C, 0 0, K &#x3E; 0) are polynomials of equal degree d with no positive real roots
and let Po(z) = ao + alz + ... -f- ad,Z do 0 0. Then G(z) has an asymptotic
expansion for z - oo, (I arg 6  7r - mink(1 arg aki, I argØkl), of the
form

where ê .... number, M = 
log and "’3, "’4 some con-where - is a suitable positive number, M = log Cd_ 1 and 3, 4 some con-

, 

tinuous periodic fluctuations.

Proof. Using the substitution t = z we can rewrite the explicit formula for
G(z)

where Po(z) = Pi (z) = and P2(z) = are poly-
nomials with deg Pt = d &#x3E; d - K = deg P2. Proceeding as in Section 2 we
set

and obtain
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Let F(t) = Po(t) C22(’t). Notice that Lemma 1 can be applied to this func-i (t)
tion. Furthermore we have, for t - oo, F(t)  exp ( _ q log2 t + O(logz)
with some constant q &#x3E; 0 and F(0) = ado. Thus the fundamental strip of
F*(s) is 0  Rs  oo. Denoting the sum in (4.2) by H(t) we obtain

with the fundamental strip  ~2s  oo. This yields the
desired asymptotic expansion for H(t), t - 0 which implies the expansion
for G(z), z --&#x3E; oo. 0

Remark 3: The computer science problem originally considered by Flajo-
let and Richmond is covered by the first alternative of Theorem 4.

5. An evolution process with killer

We consider the following stochastic process. N persons (starting at
level 1) are climbing up an infinite staircase. At every step for each person
there are two possibilities of equal probability: (i) go to the next step (ii)
the person dies. After this at any level an outside killer kills j persons with
given probability pj, (0  j  d, d is fixed; 0), (if there are only  j
persons available, all of them are killed). This situation is a generalization
of [10] where the case d = 1 was discussed (emerging from some computer
science problems).
We ask for the expectation C~v of the maximum lifetime. To this end, we

introduce the probability generating functions FN(z) where the coefficient
of zk is the probability that the maximum level of N persons is k. We have
the recursion (N &#x3E; 1)

(observe that 2-~’ ~ k ~ is the probability that ~; out of N people have made
it to the next level. The variable z marks the level, and the effect of the
killer is described by [poFk(z) -f- ~ ~ wf- Pk-dFk-dl). The cumbersone special
cases when there are less persons than the killer wants to kill can be avoided

by setting F;(z) = z for i  0.
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Now the expectations CN are obtained by differentiating the FN(z) and
then evaluating at z = 1. Doing this we obtain the recursion (N &#x3E; 1)

and the starting values Ci = 1 for i  0.

Setting up the exponential generating function C(z) = CNZN IN!
we find 

-

Now it is customary (in order to get an easier equation) to set D(z) =
e-zC(z) (the "Poisson transform" ). For simplicity, we replace z by 2z,
multiply the equation by e-’ and differentiate it d times, yielding

Furthermore, we can express (by Leibniz’ rule)

so that we obtain after another multiplication by e-’

Now set D(z) = and G(z) = DNZ N. Comparing
coefficients we find 

-

Finally, we multiply by and sum up for all N &#x3E; 0 to obtain
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with

and

We want to apply Theorem 4 and find do - d, ad = bd - cd = 2-d and
thus M = 0. Hence the second alternative of Theorem 4 gives

This leads to

for z - 1. Now, since

singularity analysis (cf. [5]) leads to Theorem 5.

THEOREM 5. The average level CN that a party of N people with an addi-
tional killer will reach is asymptotically given by

where cp(x) is a periodic function with period 1. Its Fourier coefficient
could be given in principle by evaluating an appropriate Mellin integral at
the points 2kr il log 2, k E 7G. depends on the probability distribution
(po, ... , pd), (with Pd 0 0) of the killer.
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A COIN TOSSING ALGORITHM FOR 
COUNTING LARGE NUMBERS OF EVENTS 

PETER KIRSCHENHOFER HELMUT PRODINC.ER 

ABSTRACT. R. Morris lias proposed a probabilistic algorithm to count up to n 
using only abou t log2 log2 n bits. In this paper a slightly more general concept is 
introduced that allows to obtain a smoother average case behaviour. This concept 
is general enough to cover the analysis of an algorithm where the randomness is 
simulated by coin tossings. 

1. I n t r o d u c t i o n 

"Approximate counters" are realized by probabilistic algori thms tha t main­
tain an approximate count in the interval 1 to n using only about log2 log2 n 

bits. The algorithmic principle was proposed by R . M o r r i s [7]: 

S tar t ing with counter C = 1 , after n increments C should contain a good 
approximat ion to log2 n . Thus C should be increased by 1 after other n in­
crements approximately . Since only C is known the algori thm has to base its 
decision on the content of C alone. 

The principle to increment the counter is now 

f 0 with probability 1 - 2 " r ; 

C:=C+{ [ y (*) 
{ 1 with probability 2 ~ r 

F l a j o l e t [2] has analysed this algorithm in detail; another method of 
analysis has been proposed by the authors [4]. In [2; p. 127ff] F l a j o l e t also 
discusses variants of the incremental procedure (*) , essentially replacing base 2 
by base a . For a < 2 a smoother behaviour of the counter is obtained. 

The aim of this paper is twofold. 

(i) On the one hand we subst i tute (*) by an incremental process tha t adds 

- to the counter with suitable probability. For a = 2 1 / 6 the resulting u au toma-
b 
ton'1 (compare Fig. 1) is closely related to Flajolet 's smoothing procedure just 

A MS S u b j e c t CI a s s i f ica t ion (1991): Primary 68Q25. 
K e y w o r d s : Probabilistic algorithms, Analysis of algorithms, Asymptotic expansions. 
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described. Nevertheless we point out that our algorithm is slightly more general 
and flexible enough to deal with a related problem described below. 

(ii) On the other hand we describe a simple coin tossing algorithm that sim­
ulates the probabilities in (*). We compare the results on this algorithm with 
another one whose analysis is closely related to a problem studied by K n u t h 
in the context of binary addition [6]. It turns out that the variance in our instance 
is significantly smaller. 

In Section 2 of this paper we present the analysis of the general incremental 
principle mentioned in (i) above. 

Section 3 refers to the coin tossing problems mentioned in (ii). It turns out 
that the analysis of the behaviour of these algorithms is essentially (i.e. with 
neglect able error terms) covered by the analysis of Section 2. 

2. A general incremental procedure 

We consider the following incremental procedure. Starting with C — 1 we 
increment as follows ( b is a fixed natural number, 0 < d < 21 ' ). 

, j 0 with probability 1 - d • 2~c'/b 

\ 1 with probability d • 2-c'lb 

(The constant d will be chosen appropriately later on.) To get a good approxi­
mation for log2 n it is meaningful to rescale the countervalues of counter C by 
considering 

C - 1 
C - 1 + - J - • 

A reformulation of the incremental procedure in terms of C reads 

0 with probability 1 - d • 2 - c - i + 1 

C := C + I 1 , (**) 
* i with probability d-2'c'^1 

We denote* for abbreviation the possible counter values of C by 

r. = 1 + - - ^ - - , 7 = 1,2,3 

Then we have for the transition Cj —> c;+i the probability d • 2~i'b . In the 
following we set 

« = 2 , / 6 . 
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In order to i l lustrate the above concept we may use the following " a u t o m a t o n " : 

1 - d a " 1 1 - da-2 1 - da~3 \-du~f 

Fig. 1 

T h e reader might observe that the instance d — \ is the instance studied by 

F 1 a j o 1 e t in [2; p . 127ff ]. In the following derivation we digress from Flajolet 's 

analysis after having established the probabilities as in formula ( 6 ) . Instead of 

Flajolet 's Mellin-type analysis we use a contour integral representat ion for the 

a l ternat ing sums coming up (compare L e m m a 1). 

Let pni denote the probability to reach " s t a t e " c/ in n steps a n d Hi(z) the 

corresponding probabil i ty generating function, i.e., 

#.(-) = $>.,..-"• 
n > 0 

With a , = 1 — da l it follows immediately from Figure 1 t h a t 

Hi(z) — • da л z • • da 2 z .. 
1 — OL\Z 1 — OL^Z 1 — OL\Z 

i 

^ ' - ' " - ^ ' - I I т ^ 

Let 

Au 

Ul~a]Z 

(2) 

(3) 

denote the par t ia l fraction decomposition of H\(z). It is a straightforward com­

p u t a t i o n to derive 

(-IJ'-Ja-C-O 
Au = Qj^\(a)Qi-j(a) ' 

where 

Q,(a) = | 1 - 1 ) ( 1 
a / V a* ?)• 

(4) 

(5) 
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From (3) and (4) we find (interchanging j and / — j ) 

E (-1)J a~(*) , , ,- / N n 

?TTT7) T\ 0~da' ) ' (6 

j = 0 QAa)Qi-y-Aa) 

By the binomial theorem we may express p n / by an alternating sum: 

*»•' = E ( i V ^ E r w !n1)j • ,-°-(i)+(>- ,)*-
£ ^ , W ^ Q > ( « ) Q l - i - > ( a ) 

Using Euler ' s famous par t i t ion identities [1] 

E^=nV~ ) 
>>0 ^ n ; m>0 V 7 

and 

Ľg£)=П ('-£)"'. (8) 
j>0 ^ J V У m>0 V 7 

the second s u m in pnj may be associated to a product . 

^=EG>-<)Vin (!-£)• i») 
A:rr:0 V 7 V 7 m=0 V 7 

For the expecta t ion JB„ of the value of the counter C after n s teps we find 

^-E^^^iEQc-D'^E'MliO-^). 
;>i k=o x 7 x 7 ;>o m=0 v 7 

Now VJ / [<']/(<) = T(l), so tha t 

^=>-ïÊ(V')'(ÿ«-w='-^. (10) 

An asympto t ic evaluation of an a l ternat ing sum as in (10) may be performed 

using the following 
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LEMMA 1. [8] Let C be a curve surrounding the points :s, ;> -f 1,. . . , n (,sE 

77;, the complex plane and let f(z) be analytic inside C . Then 

k = 

where 

D 
r ( c - ! ) . . . ( - - „ ) 

Extending the contour of integration it turns out that under suitable growth 

conditions on f(z) (compare [3]) the asymptotic expansion of the alternating 

sum is given by 

£ R e s ( [ n ; z ] / ( z ) ) + 0 ( n < ' + e ) , any e > 0 , 

w here the sum is taken over all poles ZQ different from s,. . . ,n with 5rcz0 >
 a 

In our sum we have s — 1 and f(k) — ( — ] Qk-\(a) , which may be con 
< г * 

tinned analytically by 

/(--)= ( - V Q — ( « ) , where Q,(a) = ?°°{"\ . 

In order to find the residues of [n\z]f(z) at the double pole z — 0 we use 

the local expansions 

[ n ; ~ ] ~ - ^ ( l + 2 B n ) 

d V , (d 
- ~ 1 + z log I -
a) \a 

Q,-i(a) ~ ^ (- + -Ooga)Q - - . ) ) where aa = £ ^ • 

With log a — -log 2 we have the following contribution Sn>o to S n : 
0 

7 1 
-E„,o = loga n + + loga d - - - aa . (11) 

log a 2 
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Near the simple poles ci = = \ , ( O ) , k G Z , k / 0 , we have the expan 
log O * 

sions 
. \ i. < " ) pí; , ~ u * ( " , - r ( - v . . ( « ) ) = ( . 2 t - M " » « " . r ( - x J t ( a ) ) 

ř / ^ \ . ( f l ) l o K o * 

<7 

O..-i(") * * logO z - \k(a) ' 

so that the poles ci- yield the following fluctuating contr ibut ion ._.„,* to E r i : 

s„.,.. = - ^ - r ( - x t ( « ) ) r n - " M o " - ( " ' " . 
log a * 

In total we have* 

T H E O R E M 2. 77/, e expected value En of the counter C after n random incre­
ments with the generalized incremental procedure (**) fulfih 

i , , , . . i < • > , 

E» = i<>fi2» + r ^ + l o f i - r / + 1 - ^7 - T - + *> ( l ofi«'» + A ) + o ( » / - ' ) . 
log z lb b 

anJ /7/,e periodic function 

*('> = "i^E r(-*:>>)'""'' 

where 

Miice 

log_ 
ь л^o 

0 z* 

x * ( a ) = r — a n d A = 1 ( )£«r /- • 
K log a 

|r(i.y)|2 

y • sinh(7T/y) 

we have |V( —\ (a)) | ~ Of be" lo«2 ) for b —• oc , so that the fluctuating te rm, 

which is already very small for the classical case b = 1 , becomes even smaller 

for b get t ing large. 
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111 order to find the appropr iate value for the constant d we consider the 

expectat ion S n of 2 after n random increments: 

S„ = ] T / V , 2 r < . (12) 

Since 

Pnj = Pn-\j ( l ~ da"1) + pn-.ij_}dal~l (13) 

we have 

S n = S n _i h 2d , n > 1 ; So = 2 ; 
a. 

and thus 

S n =2r/f 1 - - ) n + 2. (14) 
a 

A good choice for d is therefore 

d= -—- , (15) 
2 ( a - l ) ' 7 

so t h a t S n — n + 2 . 

Nevertheless we can analyse the variance Vn of the content of C after n 

steps for arbi t rary d in an analogous manner as the expectat ion En . O m i t t i n g 

the technical details we obtain, neglecting periodic fluctuations of mean 0, 

_________ _L 
' " " 6 k ж 2 2 b'г b2 12A2~ 
V„~+-^-^-'^ + r^-Wíl, (16) 

where [O2jn is the mean of the square of the periodic function o\(x) defined in 

Theorem 2. 

In order to s tudy the influence of h on Vn , it is helpful to make use of the 

following remarkable transformation of the constant in (16) : We have 

na + fta - > —T . = li i (log rt), 
Jt>l 

where 
,kx 

(j-) = y,—r—- • (u) 
- s (,kx _ l)Z 

k>\ [i l > 
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Now it follows from Dedekind\s functional equation for the //-function tha t 

7T2 1 1 4 T T 2 , / 4 T T ' 2 

U ' 6.r2 2x 24 x2 

(compare [5]; observe the typo therein). Thus we have 

TT'2 1 1 4 T T 2 , / 4 T T 2 \ 

a f l + / i f l = ——J ~~ + ^7 - 7—T-h\[ i • <1 8) 
6 log2 a 2 log a 24 log2 a V log a J 

On the other hand, again using |T(iy)| = — , we get 
y-smh(-y) 

[A21 l o S f l V - 1 2 log a / 2TT2 \ 

V log a y 

with 

w , | = | ^ ( 2 0 ) 

Combining (18) and (19) and regarding log a = —-— , we finally have 
b 

T H E O R E M 3 . The variance Vn of the content of the counter C after n steps 

of the generalized incremental procedure (**) fulfils 

1 l 47r* f ^ 2 h \ 2 /27r2b 
n ~ 2Moi2 + 24^" + lo^2 V^g2/ " Mog2 2 1 ^ 2 

+r53(loga7i + A) + O f l 0 g ? l 

where h\(x) and h'i(x) are defined in (17) and (20) , and where 6$(x) is a 
periodic function of mean zero, and A = loga d. • 

6s(x) is a combinat ion of 6\(x) and <$2(x), whose Fourier coefficients could 
be computed in principle. 

T h e reader should note tha t the main term is of order b~l in b; the val-
, / 4 T T 2 6 \ , / 2 T T 2 6 \ , n . „ „ . , m i 

u e s " ! ( i n ) r e s P - "2 1 ~, ^ I tend to 0 exponentially fast in o. T h e result > g 2 / *'— '"Vlog^ 
quantifies the smoother behaviour of the approximate counting procedure for 
increasing b. For d = 1 Theorem 3 should be compared with F 1 a j o 1 e t 's 

result [2; eq. (50)], where only the leading term —— appears . 
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3 . A p p r o x i m a t e c o u n t i n g by c o i n t o s s i n g s 

In this section we apply the previous results to the analysis of an approx imate 
counting a lgori thm where the incremental procedure (*) is s imulated b y coin 
tossings. We flip a fair coin and increase the counter C by 1 after having 
seen C consecutive heads occurring since the previous incremental step. More 
formally the set of sequences yielding a counter C — / is described by the regular 
expression 

0*1(0,10}*11{0,10,110}* . . . l ' - ' {0 ,10, . . . , l ' - ' O H e , 1 , . . . , l ' _ 1 } . 

T h e corresponding generating function equals 

F,(Z)=
 l~z' -(.)TT — / > i (n) 

so t h a t the probabil i ty pnj t h a t counter C = I after n tossings is 

pn,, = 2-n[zn]Ft(z). (22) 

It is our aim to show t h a t the analysis of this coin tossing a lgori thm m a y be 
reduced to the analysis of Section 2 by approximating the probabilit ies pnj s tep 
b y s tep. 

For / > 2 , Fi(z) is a rat ional function having / — 1 first order poles 
3 . . 3 

/?i , . . . ,/9/_i of absolute value < — : For z traversing the circle \z\ — -r the 
value of l — 2z + zJ+2 winds around the origin exactly once, so t h a t 1 — 2z + zJ+2 

3 
has exactly one root p3 in \z\ < — . For later purposes we note t h a t 

\l-2z + z>+2\ > 

Therefore 

~ l + (f) \ = -k f°r J~1 and | 2 | = 4 

Qm'-1^1-1 

l ^ ) I S C . ( í y Q ) " ( f ) " = 0 ( , « ) ) forany , > ? . ( 2 3 ) 

The reader should observe that because of 

,1 + 2 2Pi = 1 + pŢŁ (24) 
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Pj will be close to 1/2 for j getting large. More precisely, using Lagrange's 
inversion formula, we have 

ft-K"+gK^-.a,)^)-K,+^+-")- (25) 

Now it follows that 

/ 

2"p„,/ = - £ Rcs(F.(-); z = Pi)PJn-1 + з7j / *•< 

1*1=* 

where the integral is 0(ip2' ( — j J for any 7/ > — , with an absolute O-con-

stant. From this observation it is immediate that pnj may be substituted by 

/ - i 

qnJ = - ~T Res(F,(z); * = I^D"1 ( 2 ^ ) " n (26) 
j=\ 

with exponentially small errors in expectation and variance. The computation 
of the residues gives 

B (P(\ \ ( 1 - ^ 4 ' ) ( 1 - ^ ) < " 1 , ff 
Res(F/(z); z = /?,) = —; — y A, _3j,/, 

(l-p]f(-2 + (j+2)p^) 

where (compare (24)) 

.Mw^no-^+^r^nV2-''")" 
1 = 0 2 = 0 

• ' - ( , J , ) / 9 > ( , ; ' ) . 

B>,. = />7" + 2 , < ' _ , -"(-I) '- , -V<?.-.->W). 

Using formula (24) it can be shown by some straightforward algebra that 

/ - i 

' " " è í (i-ü + iVГ) ' в > ^ , ) в . - > W , ) ( W )

 ( 2 7 ) 

/ - l 

= Xľ a / '>( 2 ^)~ П ' say-
І=l 
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This formula suggests the quanti ty 

i±(_i)'-i->9-r.-'') £! 
M = E ( \ ) n - (2^)-" = £ *'•> (2^)- ' , (28) 

t t QJQI-X-J t t 

wlu'ir Q* = Qjt(2), as a good approximation of qnj. Indeed, we have 

(w,+lV 
E /a'.> = 7 — T T T r £ ( ' + •>' + ^-".J 

with 

^ ^ ( l - p f V ^ l - ^ O ' f - D ' ^ V ^ ^ 1 ) - (29) 

Using Euler 's identity (7) 

E ' > = n ( I - ( I - P J + , K , ) - ^ + 1 n ( I - ( I - P J + , ) P 7 + , ) = O . (30) 
/>() m>0 m>0 

Differentiating formula (7) we have 

E<4^- (E^ )n( -^ ) . <-> 
/ > 0 ^ « V 7 \ myQ / ^^y \ / 

so tha t , after a short computat ion, 

E'^-O-^ono-^rv)- <32> 
/>0 m>l 

Altogether 

j + i 

s ""' = -f. , ( + n t L , - M n ('-('-'.;+V). <33> 
• >>+i ( ! ~ 0 + !)/>> j Qj (/»> ) »»>. 

In the same way we derive 

Qc 
E U)i} = - 7 T • wh(T<> Q~ = # _ ( 2 ) . <?; = Q>W- <3 4 ' 

/>>+. ^ 
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The sum is up to a factor 1 + 0(j2~J) the right hand side of (33) . Therefore1 

the series 

53(2^)"" E ' K > - M 
]>\ / > 7 + l 

converges absolutely and may be rearranged as ]P '(<1n,/ — rn,/) • 
'>* 

It is easily seen tha t ^ (2D7 ) - " 0 ( 2 ~ J ) is o ( l ) for n —> oo . In order to get 
>>i 

a sharper es t imate we may apply Lemma 1: We have (2Pj)~
] = I — 6j , where 

6j = 0(2~J) so tha t 

J > 1 A; = 0 

with f(k) = Y, 6k
)0(2~J). Since £ ^ 0 ( 2 " - > ) deques an analy t ic function for 

7 > i >>i 

tylz > —1 we find from Lemma 1 that the whole sum is 0(u~]~*~e) for any e > 0 . 

T h u s the expectat ion En of the content of the counter C after n tossings 

fulfils 

En = ~l !</„,, + °((IУ) = 5>'"-' + Y,lІЧ»,' ~ '•"') + °((f ) 
/>1 />1 / > ! 

^ J ^ / V . . , . + O í > _ l + f ) , anу ŕ f > 0 . 
/>i 

In order to evaluate ^.Z/r,,,/ w o approximate (2t; ; )
 ] by 1 — 2 7 2 

(compare (25) ): 

Afl = 5 3 ( ( 2 / , J ) - - ( l - 2 - ^ ) " ) ^ 
>>! G, 

=ž(';>-i>'i;('í^-"+"')7r-
I — 1 ^ z , \ i w k=\ y ' J>\ 

where (2/) j)- ' = 1-/),. From (31) we have ^ ' - 2 - ( j + 2 ) f c = O(j2-^A-2-j(t-") 

= D(tj2--'(t+,)) so that f(z) = £ (/>* - 2- (J + 2)--) ^ is again an analytic 
v ' j > i v ' Qj 

function for Rz > - 1 . Since / ( 0 ) = 0 , [n ; r ] / (~ ) has a removable singularity 

at z = 0 and A„ = O(»_1+f) . any e > 0 . 
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We finally have 

/ - l 

/ > 1 />1 ; = 1 

= E / E 6 ' . > ( 1 - 2 " i " 2 ) B + °("",+*) 
*>i i=\ (35) 

' 3 \ n 

= E'v«-~~>.o(f) +o(n-,+-) 
. > i / > i 

= £/<n,/ + 0(n-,+г), 

where tn\ coincides with p n ,/ from (6) for a = 2, d = =- . Therefore £"„ from 

this section coincides with En from Section 2 with an error of order 0 ( n ~ 1 + f f ) . 

The same result may be proved for the variance Vn by an analogous reasoning. 

T H E O R E M 4 . The expected value En of counter C after n coin tossings fulfils 

7 1 
En = log2 n + - — - - - - a + 6i ( log 2 n) +0 ( n " 1 + f ) , any £ > 0, 

" 1 . 6 0 6 6 . . . . 
2* - 1 

ifc>i fe2'-1 

Tfce variance Vn fulfils for any e > 0 

1 - 4 7 r 2 » . f 4 7 r 2 " \ 2 , / 2 i 2 \ t n N 
y " = 2 1 ^ + M + ^ , t eJ -^ 2 f eJ + 6 3 ( 1 ° 6 2 ^ 

+ 0 ( n " 1 + e ) ^ 0 . 7 6 3 0 . . . 

with ^ i , <?3, / i i , b2 from Theorems 2 and 3 . 

Theorem 4 shows tha t our coin tossing algori thm is a very good simulation 

of the general incremental procedure mentioned in the first two sections with 

paramete rs 6 = 1 , d = 1/2. 

We finally compare these results with the following al ternat ive variant of a 

coin tossing algori thm: The Counter C is incremented by 1 if after another 

flipping of the coin the sequence ends up with a run of C ones. W i t h other 

words, C mainta ins 1 plus the length of the longest run of ones. Results on 
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this problem may be found e.g. in [9], [10]; the analysis is closely related to 
Knuth's analysis of the average time for carry propagation in binary addition 
[6]. Intuitively it is clear that the latter proposal leads to a less smooth behaviour 
than our algorithm from above. 

The regular expression corresponding to the set of sequences yielding a 
counter C < / is 

{0,l0,...Al-'0Y{e,\,...A1-'} 

with corresponding generating function 

l-z' 
Eю l - 2 г + z ' + ' 

The dominating singularity is /9/_i , where p3 fulfils (24). In Knuth's analysis 
[6] the corresponding generating function is 

G,(z) = 
1 - 2 2 + .U. 

The dominating singularity r/_j of G/(z) fulfils r/_i = /9/_i+0(/2 2 / ) , so that 
Knuth's asymptotic result on the expectation covers the coin tossing problem, 
too. For comparison we cite the results from [6] and [10]: 

Expectation En and variance Vn of the counter C in the modified algorithm 
are asymptotic to (neglecting the small periodic fluctuations of mean zero) 

-5" ~ - o g 2 n + - - ! - ; - | , 

1 ( 3 6 ) 

with <$i from Theorem 2. Comparing with (16) we find that the variance in our 

2k 

algorithm is smaller by a + 0 = Ŷ  TTT ^r ~ 2.7440 . . . . 
* ^ fcVi (2* - l ) 2 
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APPROXIMATE COUNTING 

VIA EULER TRANSFORM 

HELMUT P R O D I N G E R 

(Communicated by Stanislav Jakubec ) 

A B S T R A C T . In th is short note we would like to emphasize how some elements 
of "g-ana lysis" (basic hypergeometric functions) allow some shor tcuts in the 
enumerative part . 

Approximate Counting might be described as follows. There is a counter C 
which is initially set to 1 and incremented randomly depending on the counter 
value. If this value is k, the probability that the counter will be increased by 
1, is 2~k . Otherwise, the counter value will stay the same. The idea is that 
after n random increments the counter should have a value close to log2 n. It 

is convenient to replace - by g. 

There is another useful way to imagine this procedure: There are the states 
1,2,. . . , and in one step one may either advance from state i to state z + 1 with 
probability ql, or stay in the state i with probability 1 — ql. The interesting 
parameter is the state that one reaches after n random steps, starting in state 
1. This is clearly the value of the counter C. 

The original analysis was performed by F 1 a j o 1 e t [2] and consists of an 
enumerative (or algebraic) part and an asymptotic (or analytic) part. The latter 
was done by the Mellin transform. In [5], some additional manipulations allowed 
to rewrite the sought quantities in such a way that an alternative asymptotic 
technique (Rice's method) could be used. See also the related papers [6], [7]. 

In this short note we would like to emphasize how some elements of "g-analy­
sis" (basic hypergeometric functions) allow some shortcuts in the enumerative 
part. Let Hi(x) be the generating function, where the coefficient of xn is the 
probability that n random steps have led to state I. We find a rather explicit 
form for the bivariate generating function Yl Hi(x)yl, which is interesting in 

/ > i 

A M S S u b j e c t C l a s s i f i c a t i o n (1991): Primary 11B68. 
K e y w o r d s : Generating function, Eider transform. 
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itself and might lead to additional insight. We only use it here to find represen­
tations for the expectation and the second factorial moment as alternating sums, 
with binomial coefficients and some simple quantities, which is essential for the 
use of Rice's method. One could avoid to use such explicit formulae and, using 
the (new) generating functions, derive the asymptotics directly by the ingenious 
method in [4]. However, here, we only deal with the enumerative part. 

We need a few concepts from q -analysis which are taken from [1]. 

q-Pochhammer symbol: 

(a)n := (1 - a ) ( l - aq)... (1 - aqn~x), (a)0 = 1, ( a ) ^ = lim (a)n . 
n—+oo 

Cauchy's formula: 

(a)nt
n _ (at)oo 

Heine's transformation: 

y , (a)n(b)nt
n

 = (&)oo(a*)oo V ^ (c/b)n(t)nb
n 

^ (q)n(c)n (c)oo(*)oo £?Q (<Z)n(at)„ 

Euler's transformation: If 

/0e) = Yl anxH ' 
n > 0 

then 

T^/(^r) = 5:(t(ll)(-»4«)'"-
n>0 v k=0 ' 

This is very easily computed directly and was used with great success in [3] and 

[4]-
The generating function H\(x) was computed in [2]. Using a decomposition 

of a path from 1 to I into stages, it is not hard to see that 

rr f \ X 1 X \ 1 — X / 

Hi{x) = — 

i = l 
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The coefficient of xn in ]T Hi(x) must be 1 for all n , since each path of length 
Z>1 

n must simply lead somewhere. Let us see how we find the formula 

£B<(v * 
1 - X 

l>\ 

by some properties of " q -analysis". It is equivalent to showing 

£ {-z)lq&) 

l>\ <«*)' 
= ~z, 

with z — • Let us show that 
x - 1 

- - - - - ПZ)t 

i>o <«*)' 

First, write 

( - l ) ' g ( . ) = (0 - 1)(0 - q)... (0 - g '- 1 ) = l i r n / U / e ) , . 

Then we can use the transformation of Heine and compute 

y ^ (l/e)i(ez)1 _ (q)j_ = (9)00(^)00 y ^ (^)n(g2:)nrjn 

~ (g*)z (g)z (gz)oo(^)oo r ^ (q)n(z)n 

Now we can perform the limit e —> 00 on the right hand side without problems 
and obtain 

(q)oo(z)oo sr^ _ ? n 

n>0 
£ føz)°° frl (<?)n 

We use the trivial fact (z)oo — (1 — ^(qz)^ for the first factor and Cauchy's 
identity (the special case which is attributed to Euler), which evaluates the sum 
to 1/(9)00, which gives us the desired 1 — z. 

Now let us attack the generating function of the expectations, 

_ _ H t . ( s ) . 
i>\ 

571 

8 Approximate counting via Euler transform 69

Stellenbosch University  https://scholar.sun.ac.za



HELMUT PRODINGER 

For t h a t , we consider t h e bivar iate genera t ing function 

H(x,y) = YtHi(x)yl, 
/ > 0 

differentiate it w.r.t. y and evaluate at y — 1. We obtain 

x f^ (qz)i ' x -1 ' 

Using Heine's transformation as before, we get 

y^ (-yz)lq^) = (q)oo(yz)oc y > ( z ) w g n 

~ (?«)/ (^)oo ^ (<7)njyz)n 

For y = 1 we could evaluate the sum immediately. Now we transform the sum 
again by "Heine", with a = 0, b = z, c = yz and t = q and find (for the sum 
only) 

(z)oo V ^ (y)n(q)nZU 

(yz)oo(q)oo rf^ (g)n 
5 

which gives 

Я(x,y) = l ( l - г ) \ - > ) n Z ' \ 
n > 0 

-y — 

Now observe that 

Іy^ = - f ø ) n - l , 
í /=l 

n > 1 

x - 1 

so that the generating function of the expectations E(x) is 

E(X) = - 1 ( 1 - Z) J2(l)nZn+1 = (1 - z)2 $ > ) „ Z n • 

n>0 n>() 

According to Euler's transformation we have to extract the coefficient of zn in 

J±J • (i - zf YM)«z" = ^ - *) £fa)»*n. 
n>0 n>0 
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which is 

(g)n - (q)n-i = -qn(q)n-i 

for n > 1 and 1 for n = 0. Hence the expected value En is 

En = l-Y,(П

k)(-l)kqk(q)k-i, 
fc=l 

a formula already reported in [5]. 

To obtain the generating function ^ ( x ) for the second factorial moments 
we have to differentiate twice w.r.t. y and evaluate at y — 1. Observe that for 
n > 2 

y=i r~^ 1 -dyÀ ' ' y=i tťi l ~ 9 

Let us abbreviate 

Then 

Г» = E T 

/ 

fc = l 9 f c ' 

E2(x) = i r(l-,)-2Y2(g)nT?,y i + 1 

7 ? > 1 

As before, we have to extract the coefficient of zn in 

J+JE2(X) = -2(1-z)Y(q)nTn 

n>l 

which is 

-2((q)nTn - ( g ^ j T - i ) = 2,7"(?),,_!(T,,.! - 1). 

Hence the second factorial moment En is given by 

£»2) = _C(2)(-1)fr • Vc^-iC-^-x -1: 
k=i 

This is equivalent to the formula given in [5]. 

As stated before, asymptotics follow, as demonstrated in [5], by Rice's 
method. For the sake of completeness we cite the expectation E1} ('the av­
erage value of the counter C after n random increments') and refer for the 
variance to the literature. 

En = log2 n + ^ + - - a< + 5(log2 n) + O(± 
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where 7 = 0 .577 . . . is Euler's constant, 

a = ] T --r = 1.606695 . . . 
k>i 

and S(x) is a periodic function of period 1, mean 0, small amplitude and known 
Fourier expansion. 

We would also like to mention that, since we have the explicit forms of the 
generating functions of the moments, an approach like the one in [4] would give 
the asymptotics even a little bit more directly. We do not work it out, because 
the computations are somehow similar to those which occur with Rice's method . 
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Abstract

A large class of q-distributions is defined on the stochastic model of Bernoulli trials in which the probability of success
(= advancing to the next level) depends geometrically on the number of trials and the level already reached. If the dependency is
only on the level already reached, this is an algorithm called approximate counting.

Two random variables, Xn (level reached after n trials) and Yk (number of trials to reach level k) are of interest. We rederive
known results and obtain new ones in a consistent way, based on generating functions.

We also discuss asymptotics. The classical instance of approximate counting is more interesting from a mathematical point of
view. On the other hand, if the number of trials also decreases the probability of success (advancing to the next level), then the
limits are constants which are straightforward to compute.
c© 2007 Elsevier B.V. All rights reserved.

Keywords: Approximate counting; q-analysis; q-distribution; Markov chain; Transition probability

1. Introduction

The Markov chain

P(Xn+1 = k + 1 | Xn = k) = qan+bk+c, P(Xn+1 = k | Xn = k) = 1 − qan+bk+c (1)

with the initial condition P(X0 = 0) = 1 was recently revisited by Charalambides [3], also based on some earlier
work [2]. We will adopt the notation pC (n, k) = P(Xn = k). So, this process starts at time 0 in state 0, and the
likelihood to advance to the next state decreases both with time and level already reached.

Sometimes it is more convenient to start in state 1. This amounts to relabel the states from 0, 1, . . . to 1, 2, . . . .
Then parameters (a, b, c) must be changed to (a, b, c − b), to have an equivalent model.

Crippa, Simon and Trunz [5] considered a special case, defined by

pC ST (n, k) = λn,k−1 pC ST (n − 1, k − 1)+ (1 − λn,k)pC ST (n − 1, k) (2)

where λn,k = qa(n−1)+bk and either (a, b) = (1, 0) or (a, b) = (0, 1). The starting condition is here pC ST (0, 1) = 1.

∗ Corresponding author.
E-mail addresses: louchard@ulb.ac.be (G. Louchard), hproding@sun.ac.za (H. Prodinger).

0304-3975/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2007.10.035
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This recursion, with a = 0, b = 1, c = −1, i.e., λn,k = qk−1, is known as approximate counting. This algorithm
starts with a counter C initialized to 1. At each increment, we add 1 to C with probability 2−C . After n increments,
the counter C contains a good approximation of blog2 nc, with high accuracy and concentration. This was originally
analysed by Flajolet [6].

As a motivation, Crippa, Simon, and Trunz mention, apart from approximate counting, an algorithm by Simon to
compute the transitive closure on acyclic digraphs. In [4], applications in biology, particle physics and queue theory
are mentioned.

We will reconsider in this paper the recursion (reformulation of the Markov chain (1))

p(n, k) = qa(n−1)+b(k−1)+c p(n − 1, k − 1)+
(
1 − qa(n−1)+bk+c)p(n − 1, k)

with one of the initial conditions p(0, 0) = 1 or p(0, 1) = 1, depending on the context.
The aim in this paper is to derive old and new results with a general approach that is based on generating functions.

In this way, we will recover as particular cases many results from the literature.
We also discuss asymptotics. This is more interesting for a = 0, which is essentially the approximate counting case,

with an expectation of order log n. There are several ways to derive these results: Mellin transform (Flajolet [6]), Rice’s
method (Kirschenhofer and Prodinger [7]), analysis of extreme-value distributions (Louchard and Prodinger [8]), just
to name a few. If a > 0, then each failed attempt to advance results in an additional punishment, and the expected level
that will be reached is just a constant, which is given in a straightforward way by an infinite series involving the limits
of the (explicit forms of the) probabilities. The paper is organized as follows. In Section 2, we collect a few results
from q-analysis. Flajolet’s explicit formula for approximate counting is analysed in Section 3. Section 4 considers
general formulæ for Xn distribution, with a, b, c ≥ 0. The moments of Xn are analysed in Section 5. Section 6 is
devoted to the asymptotics of the moments of Xn for n → ∞. Analysis of Yk (time to reach k) is given in Section 7.
Section 8 concludes the paper. Old results will be given as theorems and new results as propositions.

2. Preliminaries

Before we start, we need to collect a few results from q-analysis. They can be found in many textbooks, e.g. [1].
For our probabilistic interpretation, we always assume 0 < q < 1. We will use the notation

(x; q)n := (1 − x)(1 − xq) . . . (1 − xqn−1);

for (q; q)n we sometimes write (q)n if no misunderstanding is possible. Furthermore we need the Gaussian
coefficients[

n
k

]
q

:=
(q)n

(q)k(q)n−k
;

they are polynomials in q and approach the binomial coefficients
(n

k

)
as q → 1.

We also need [n]q :=
1−qn

1−q and [n]q ! := [1]q [2]q . . . [n]q = (q)n/(1 − q)n .
We recall Euler’s two partition identities:

∞∏
i=0

(1 − tq i ) =

∞∑
n=0

(−1)n tnq(
n
2)

(q)n
, (3)

∞∏
i=1

(1 − tq i−1)−1
=

∞∑
n=0

1
(q)n

tn (4)

and the q-binomial formulæ
n∏

i=1

(u + tq i−1) =

n∑
k=0

q(
k
2)

[
n
k

]
q
tkun−k, (5)

1
(t; q)n

=

∞∑
k=0

[
n + k − 1

k

]
q
tk . (6)

We use the (now standard) notation [zn
] f (z) to extract the coefficient of zn in the series expansion of f (z), as well as

Iverson’s notation [[P]], which is one if P is true, and zero otherwise.
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3. Flajolet’s explicit formula

Let us first rederive this formula [6, (46)] in the simplest way: Flajolet proves

Theorem 1.

p(n, k) =

k−1∑
t=0

(−1)t q(
t
2)

(q)t (q)k−1−t
(1 − qk−t )n .

Proof. We have

p(n, k) = qk−1 p(n − 1, k − 1)+
(
1 − qk)p(n − 1, k), p(0, 1) = 1.

We will use bivariate generating functions.
If we set

F(z, u) :=

∞∑
n=0

∞∑
k=0

znuk p(n, k),

we derive

F(z, u)− u = zuF(z, qu)+ zF(z, u)− zF(z, qu),

or

F(z, u) =
u

1 − z
+

z(u − 1)
1 − z

F(z, qu).

Iterating, this gives

F(z, u) =
u

1 − z
+

z(u − 1)
1 − z

uq
1 − z

+
z(u − 1)

1 − z
z(qu − 1)
(1 − z)2

uq2

+
z(u − 1)

1 − z
z(qu − 1)

1 − z
z(q2u − 1)
(1 − z)2

uq3
+ · · ·

=

∞∑
j=0

(−1) j z j (u; q) j uq j

(1 − z) j+1 . (7)

This expression is already in [5, eq. (17)] but only for the moments. It was independently derived in [9], using a
transformation formula due to Heine.

Now we have several ways of computing [znuk
]F(z, u).

We write

(u; q) j =
(u; q)∞
(uq j ; q)∞

, (8)

and with Euler’s partition identity, we have

p(n, k) =

k−1∑
t=0

(−1)t q(
t
2)

(q)t (q)k−1−t

n∑
j=0

(−1) j q(k−1−t) j q j
[zn− j

](1 − z)−( j+1)

=

k−1∑
t=0

(−1)t q(
t
2)

(q)t (q)k−1−t
(1 − qk−t )n, (9)

which is exactly Flajolet’s formula.

There are (at least) 3 other representations, given below by (10), Proposition 2, (11).
Second representation
Letting a = 0, c = 0, b = 1 in the formula [3, (3.2)], we obtain a second expression,
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pC (n, k) =
q(

k
2)

(q)k

n∑
j=k

(−1) j−k (q) j

(q) j−k

(
n
j

)
, pC (0, 0) = 1. (10)

This must be equivalent to Flajolet’s formula (with n in (9) replaced by n − 1, as pC (0, 1) = 1).
We will give an independent proof of this fact.

p(n − 1, k) =

k−1∑
j=0

(−1) j q(
j
2)

(q) j (q)k−1− j
(1 − q j−k)n−1

=

k∑
j=0

(−1) j q(
j
2)

(q) j (q)k− j
(1 − qk− j )n .

Let us consider the generating function

S =

∑
k≥0

xk p(n − 1, k)

=

∑
k≥0

xk
k∑

j=0

(−1) j q(
j
2)

(q) j (q)k− j
(1 − qk− j )n

=

n∑
l=0

(
n
l

)
(−1)l

∑
k≥0

xk
k∑

j=0

(−1) j q(
j
2)

(q) j (q)k− j
q(k− j)l

=

n∑
l=0

(
n
l

)
(−1)l

∑
j≥0

(−1) j q(
j
2)

(q) j

∑
k≥ j

xk 1
(q)k− j

q(k− j)l

=

n∑
l=0

(
n
l

)
(−1)l

∑
j≥0

(−1) j x j q(
j
2)

(q) j

∑
k≥0

(xql)k
1
(q)k

=

n∑
l=0

(
n
l

)
(−1)l

1
(xql; q)∞

∑
j≥0

(−1) j x j q(
j
2)

(q) j

=

n∑
l=0

(
n
l

)
(−1)l

1
(xql; q)∞

(x; q)∞

=

n∑
l=0

(
n
l

)
(−1)l(x; q)l .

On the other hand, let us start from the formula [3, eq. (3.2)]

pC (n, k) = q(
k
2)

n∑
j=k

(−1) j−k
[

j
k

]
q

(
n
j

)
and consider the generating function

T =

∑
k≥0

xk pC (n, k) =

∑
k≥0

xkq(
k
2)

n∑
j=k

(−1) j−k
[

j
k

]
q

(
n
j

)

=

n∑
j=0

(
n
j

)
(−1) j

j∑
k=0

xkq(
k
2)(−1)k

[
j
k

]
q

=

n∑
j=0

(
n
j

)
(−1) j

j−1∏
l=0

(1 − ql x)

=

n∑
j=0

(
n
j

)
(−1) j (x; q) j .

So S = T , which ends the proof.
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Third representation
A third expression for Flajolet’s formula consists in using a q-binomial in (7) to extract [uk−1

].
First,

[uk
]F(z, u) =

∑
j≥0

(−1) j z j q j

(1 − z) j+1 [uk−1
](u; q) j =

∑
j≥0

(−1) j z j q j

(1 − z) j+1 q(
k−1

2 )
[

j
k − 1

]
q
(−1)k−1,

and consequently:

Proposition 2.

p(n, k) = [zn
]

∑
j≥0

(−1) j z j q j

(1 − z) j+1 q(
k−1

2 )
[

j
k − 1

]
q
(−1)k−1

= q(
k−1

2 )(−1)k−1
n∑

j=k−1

(−1) j
[

j
k − 1

]
q

(
n
j

)
q j .

Fourth representation
A fourth expression involving q-Stirling numbers is proved in [5, (14)] by induction. This can be directly done as

follows:
First, we compute∑

n
p(n, k)zn

= q(
k−1

2 )(−1)k−1
∞∑

j=k−1

(−1) j z j
[

j
k − 1

]
q
q j 1
(1 − z) j+1

= q(
k−1

2 )
qk−1zk−1

(1 − z)k

∞∑
j=0

[
j + k − 1

k − 1

]
q

(
−qz
1 − z

) j

= q(
k
2)

zk−1

(1 − z)k
1(

−qz
1−z ; q

)
k

=
q(

k
2)zk−1

(1 − z(1 − q)) . . . (1 − z(1 − qk))
.

This formula was derived by Flajolet, using a direct combinatorial reasoning.
Now we want to link this to q-Stirling numbers of the second kind (subset Stirling numbers), defined by the

recursion{
n
k

}
q

=

{
n − 1
k − 1

}
q

+ [k]q

{
n − 1

k

}
q
.

Let

bk(z) :=

∑
n

{
n
k

}
q

zn,

then

bk(z) = zbk−1(z)+ [k]q zbk(z) =
zbk−1(z)
1 − [k]q z

=
zk

(1 − [1]q z) . . . (1 − [k]q z)
.

Consequently{
n
k

}
q

= [zn
]

zk

(1 − [1]q z) . . . (1 − [k]q z)
= (1 − q)−n+k

[zn
]

zk

(1 − z(1 − q)) . . . (1 − z(1 − qk))
.

Comparing this with Flajolet’s generating function∑
n

p(n, k)zn
=

q(
k
2)zk−1

(1 − z(1 − q)) . . . (1 − z(1 − qk))
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we find that

p(n, k) = q(
k
2)(1 − q)n+1−k

{
n + 1

k

}
q
. (11)

The moments of (9) will be discussed in Section 5.

4. Analysis of Xn. General formulæ, with a, b, c ≥ 0

4.1. General case

Assume as always 0 < q < 1, which implies 0 ≤ qan+bk+c
≤ 1. Again, we will rederive the formula [3, (3.2)] in

the simplest way

Theorem 3.

pC (n, k) = p(n, k + 1) = qb(k
2)

n∑
j=k

(−1) j−kqa( j
2)+cj

[
n
j

]
qa

[
j
k

]
qb
. (12)

We will also obtain another expression

Proposition 4.

p(n, k) =

k−1∑
t=0

(−1)t qb(t
2)

(qb; qb)t (qb; qb)k−1−t
(qb(k−t)+c

; qa)n . (13)

Proof of (12). We have

p(n, k) = qa(n−1)+b(k−1)+c p(n − 1, k − 1)+
(
1 − qa(n−1)+bk+c)p(n − 1, k), (14)

and if we set

F(z, u) :=

∞∑
n=0

∞∑
k=0

znuk p(n, k),

we derive

F(z, u)− F(z, 0)−

∞∑
j=1

p(0, j)u j

= qczuF(qaz, qbu)+ z[F(z, u)− F(z, 0)] − zqc
[F(qaz, qbu)− F(qaz, 0)],

or

F(z, u) =
G(z, u)
1 − z

+
z(u − 1)qc

1 − z
F(qaz, qbu),

with

G(z, u) := (1 − z)F(z, 0)+ zqc F(qaz, 0)+

∞∑
j=1

p(0, j)u j .

Iterating, this gives

F(z, u) =
G(z, u)
1 − z

+
z(u − 1)qc

1 − z
G(qaz, qbu)

1 − qaz
+

z(u − 1)qc

1 − z
qaz(qbu − 1)qc

1 − qaz
G(q2az, q2bu)

1 − q2az

+
z(u − 1)qc

1 − z
qaz(qbu − 1)qc

1 − qaz
q2az(q2bu − 1)qc

1 − q2az
G(q3az, q3bu)

1 − q3az
+ · · ·

=

∞∑
j=0

z j qcj (−1) j (u; qb) j qa( j
2)

(z; qa) j+1
G(zq ja, uq jb). (15)
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It is convenient to start with 1 at 0, p(0, 1) = 1, so G(z, u) = u and F(z, 0) = 0. Then

F(z, u) =

∞∑
j=0

z j qcj (−1) j (u; qb) j qa( j
2)

(z; qa) j+1
uq jb.

Therefore,

[uk
]F(z, u) =

∞∑
j=0

z j qcj (−1) j q jbqa( j
2)

(z; qa) j+1
[uk−1

](u; qb) j

=

∞∑
j=0

z j qcj (−1) j q jbqa( j
2)

(z; qa) j+1
qb(k−1

2 )(−1)k−1
[

j
k − 1

]
qb

and so

p(n, k) = [znuk
]F(z, u)

= qb(k−1
2 )(−1)k−1

∞∑
j=0

qcj (−1) j q jbqa( j
2)

[
j

k − 1

]
qb

[zn− j
]

1
(z; qa) j+1

= qb(k−1
2 )(−1)k−1

n∑
j=k−1

(−1) j
[

j
k − 1

]
qb

[
n
j

]
qa

qa( j
2)qcj qbj . (16)

The quantity pC (n, k −1) from [3] corresponds to p(n, k) as given by (14), with c replaced by c−b. Consequently

pC (n, k) = p(n, k + 1) = qb(k
2)

n∑
j=k

(−1) j−kqa( j
2)+cj

[
n
j

]
qa

[
j
k

]
qb
.

This proves the formula (12) in a simpler way.

We can derive a simple new expression from (8) and (15): Here is the proof of (13).
Proof.

p(n, k) =

k−1∑
t=0

(−1)t qb(t
2)

(qb; qb)t (qb; qb)k−1−t

n∑
j=0

(−1) j qb(k−1−t) j qcj qbj qa( j
2)[zn− j

]
1

(z; qa) j+1

=

k−1∑
t=0

(−1)t qb(t
2)

(qb; qb)t (qb; qb)k−1−t

n∑
j=0

(−1) j qb(k−t) j qcj qa( j
2)

[
n
j

]
qa

=

k−1∑
t=0

(−1)t qb(t
2)

(qb; qb)t (qb; qb)k−1−t

n∑
j=0

(−1) j qb(k−t) j qcj
[t j

]

n∏
i=1

(1 + tqa(i−1))

=

k−1∑
t=0

(−1)t qb(t
2)

(qb; qb)t (qb; qb)k−1−t

n∏
i=1

(1 − qb(k−t)qcqa(i−1))

=

k−1∑
t=0

(−1)t qb(t
2)

(qb; qb)t (qb; qb)k−1−t
(qb(k−t)+c

; qa)n .

Remark. We also obtain p(n, k) from [4, (24)], with the changes α = b, β = a, γ = c − a. Crippa and Simon
start with 1 at 1, so we must change their n into n − 1 and our c into c + a.

4.2. Case a = 1, b = 0, c = 0

For that instance, Crippa et al. also establish (by induction) a connection to q-Stirling numbers:
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Theorem 5.

p(n, k) = q(
n
2)

(
1 − q

q

)n−1+k

s(n, k, 1/q).

Proof. We rederive how this can be done. However, here, we adopt the initial condition p(0, 0) = 1.
Here is the recursion again for the special case

p(n, k) = qn−1 p(n − 1, k − 1)+

(
1 − qn−1

)
p(n − 1, k). (17)

Now define

an(u) =

∑
k

p(n, k)uk,

then

an(u) = uqn−1an−1(u)+

(
1 − qn−1

)
an−1(u) = (1 + qn−1(u − 1))an−1(u)

and thus

an(u) =

n−1∏
i=0

(1 + q i (u − 1)).

Consider q-Stirling numbers recursively defined by

s(n, k) = s(n − 1, k − 1)+ [n − 1]qs(n − 1, k).

Let

bn(u) =

∑
k

s(n, k)uk,

then

bn(u) = ubn−1(u)+ [n − 1]qbn−1(u) =

n−1∏
i=1

(u + [i]q).

Therefore (we introduce the q-dependency explicitly)

s(n, k, 1/q) = [uk
]bn(u) = [uk

]

n−1∏
i=1

(
u +

1 − 1/q i

1 − 1/q

)
= q−(n

2)[uk
]

n−1∏
i=1

(
uq i

+
q i

− 1
q − 1

q
)

= q−(n
2)

(
q

1 − q

)n−1

[uk
]

n−1∏
i=1

(
u(1 − q)q i−1

+ 1 − q i
)

= q−(n
2)

(
q

1 − q

)n−1+k

[uk
]

n−1∏
i=1

(
uq i

+ 1 − q i
)

= q−(n
2)

(
q

1 − q

)n−1+k

p(n, k),

hence

p(n, k) = q(
n
2)

(
1 − q

q

)n−1+k

s(n, k, 1/q).
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Remark. For a = b, simplification is possible:

p(n, k + 1) = qb(k
2)

n∑
j=k

(−1) j−kqb( j
2)+cj

[
n
j

]
qb

[
j
k

]
qb

= qb(k
2)

[
n
k

]
qb

n∑
j=k

(−1) j−kqb( j
2)+cj

[
n − k
j − k

]
qb

= qb(k
2)+ck

[
n
k

]
qb

n−k∑
j=0

(−1) j qb( j+k
2 )+cj

[
n − k

j

]
qb

= q2b(k
2)+ck

[
n
k

]
qb

n−k∑
j=0

(−1) j qb( j
2)+bjk+cj

[
n − k

j

]
qb

= q2b(k
2)+ck

[
n
k

]
qb

n−1∏
i=k

(
1 − qbi+c

)
= q2b(k

2)+ck
[

n
k

]
qb
(qbk+c

; qb)n−k .

Specializing further, for b = 0 and c = 1, this becomes
(n

k

)
qk(1 − q)n−k , which is of course evident.

If we let b = c = 1, we get p(n, k +1) = qk2 (q)2n
(q)2k (q)n−k

. Letting n tend to infinity and noticing that the probabilities

sum to 1, we get∑
k≥0

qk2

(q)2k
=

1
(q)∞

.

This is due to Euler and occurs when enumerating partitions according to Durfee squares [1].

5. The moments

5.1. General case

The moments are derived from F(z, u). We have, starting with 1 at 0 and b > 0,

E[X i
n] =

n∑
j=i−1

qcj (−1) j
[

n
j

]
qa

qa( j
2)qbj ∂

i (u(u; qb) j )

∂ui

∣∣∣∣∣
u=1

.

This leads easily to the following result. Note that x i
= x(x − 1) . . . (x − i + 1), and the formula is about the factorial

moments:

Proposition 6.

E[X i
n] = i !

n∑
j=i−1

qcj (−1) j−1
[

n
j

]
qa

qa( j
2)qbj (qb

; qb) j−1

×

 ∑
1≤s1<···<si−2< j

qbs1 . . . qbsi−2

(qbs1 − 1) . . . (qbsi−2 − 1)
+

∑
1≤s1<···<si−1< j

qbs1 . . . qbsi−1

(qbs1 − 1) . . . (qbsi−1 − 1)

 . (18)

For instance

E(Xn) = 1 +

n∑
j=1

qcj (−1) j−1
[

n
j

]
qa

qa( j
2)qbj (qb

; qb) j−1, (19)
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E[X2
n] = 2

n∑
j=1

qcj (−1) j−1
[

n
j

]
qa

qa( j
2)qbj (qb

; qb) j−1

[
1 +

j−1∑
l=1

qbl

qbl − 1

]
, (20)

E[X3
n] = 3!

n∑
j=2

qcj (−1) j−1
[

n
j

]
qa

qa( j
2)qbj (qb

; qb) j−1

[ j−1∑
l=1

qbl

qbl − 1
+

∑
1≤s<l< j

qblqbs

(qbl − 1)(qbs − 1)

]
. (21)

Remark. Using a univariate generating function, Crippa and Simon get the first two moments in [4, (27), (28)].
For a = 0, the first two moments appear in many papers that were written about approximate counting.

Remark. Charalambides [3, (3.4) and (3.5)] also computes the first two moments, by a lengthy derivation.

5.2. Particular cases

Two particular cases are interesting.
First case: b = 1, a = 0, c = 0.
For b = 1, a = 0, c = 0, we get immediately the moments of approximate counting. Since we feel that this result

is somehow important, we put it as a proposition:

Proposition 7.

E[X i
n] = i !

n∑
j=i−1

(−1) j−1
(

n
j

)
q j (q) j−1

×

 ∑
1≤s1<···<si−2< j

qs1 . . . qsi−2

(qs1 − 1) . . . (qsi−2 − 1)
+

∑
1≤s1<···<si−1< j

qs1 . . . qsi−1

(qs1 − 1) . . . (qsi−1 − 1)

 .
Remark. [5, Theorem 5] gives the first two moments.
Let us briefly review how one can get dominant and periodic parts of the moments of approximate counting. As

already mentioned, Flajolet derives results for the first two moments using the Mellin transform; Kirschenhofer and
Prodinger did the same with Rice’s method. Using the methods in our recent paper [8, Sections 4.5 and 5.5], all
moments can be almost automatically derived. Setting Q := 1/q , we obtain the following forms for the mean, the
second and third centred moments:

E(Xn − logQ n) ∼ m̃1 + w1,

E(Xn − logQ n − m̃1 − w1)
2

∼ µ̃2 + κ2,

E(Xn − logQ n − m̃1 − w1)
3

∼ µ̃3 + κ3.

The detailed expressions are extracted from [8]. Since the formulæ for the third moments are new, we put them as a
proposition.

Proposition 8. With the notations

L := ln(Q),

χl :=
2π il

L
,

Ck :=

∞∑
j=1

1/(Q j
− 1)k,

we have

m̃1 = 1/2 − C1 + γ /L ,

µ̃2 = π2/(6L2)+ 1/12 − C1 − C2,

µ̃3 = 2ζ(3)/L3
− 2C3 − 3C2 − C1,

w1 = −

∑
l 6=0

Γ (χl)e
−2lπ i logQ n/L ,
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κ2 = −w2
1 − 2γw1/L + 2

∑
l 6=0

Γ (χl)ψ(χl)e
−2lπ i logQ n/L2,

κ3 = w1(4L2w2
1 + 12w1Lγ + 6γ 2

− π2)/(2L2)− 6(γ + w1L)
∑
l 6=0

Γ (χl)ψ(χl)e
−2lπ i logQ n/L3

−3
∑
l 6=0

Γ (χl)ψ
2(χl)e

−2lπ i logQ n/L3
− 3

∑
l 6=0

Γ (χl)ψ(1, χl)e
−2lπ i logQ n/L3.

Remark. The (not surprising) fact that E[X i
n] ∼ (logQ n)i in general, can also be deducted from Rice’s method.

We do not give a full proof of this but rather sketch a few key steps. It is of course equivalent to consider the factorial
moments instead.

E[X i
n] = i !

n∑
j=i−1

(−1) j−1
(

n
j

)
q j (q) j−1

×

 ∑
1≤s1<···<si−2< j

qs1 . . . qsi−2

(qs1 − 1) . . . (qsi−2 − 1)
+

∑
1≤s1<···<si−1< j

qs1 . . . qsi−1

(qs1 − 1) . . . (qsi−1 − 1)

 .
Now, ∑

1≤s1<···<si−1< j

qs1 . . . qsi−1

(qs1 − 1) . . . (qsi−1 − 1)
=

1
(i − 1)!

∑
1≤s< j

(
qs

(qs − 1)

)i−1

+ less important terms

and thus we study

i(−1)i−1
n∑

j=i−1

(−1) j−1
(

n
j

)
q j (q) j−1

∑
1≤s< j

(
qs

1 − qs

)i−1

.

The method (which is described in many textbooks, e.g. [10]) consists in continuing the function

q j (q) j−1
∑

1≤s< j

(
qs

1 − qs

)i−1

to the complex plane, to ψ(z), say, and then computing the residue of

i(−1)i−1 Γ (n + 1)
Γ (n + 1 − z)Γ (−z)

ψ(z)

at s = 0. Observe that∑
1≤s< j

(
qs

1 − qs

)i−1

=

∑
s≥1

(
1

Qs − 1

)i−1

−

∑
s≥1

(
1

Qs+ j−1 − 1

)i−1

so, we use the function

ψ(z) =
(q)∞

(qz)∞(Qz − 1)

[ ∑
s≥1

(
1

Qs − 1

)i−1

−

∑
s≥1

(
1

Qs+z−1 − 1

)i−1]
.

The computation of this residue leads to several terms, since the pole is of order i + 1. However, the dominant term
that comes out is (logQ n)i .

Second case: b = 0.
Another interesting case is b = 0. If we set qb

= 1 − ε, this leads to (qb
; qb) j ∼ ε j j ! and qbs1

(qbs1−1)
∼

1
−εs1

. After
a little algebra, we obtain the following result.

Proposition 9. If b = 0, we have

E[X i
n] = i !qc(i−1)

[
n

i − 1

]
qa

qa(i−1
2 ).
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Remarks. Our result include the following special cases:
For a = 1, b = 0, c = 0, [5, (22), (23)], derived there by induction.
The formulæ [4, (25), (26)], with b = 0 are immediate.
[3, Theorem 3.2] is also immediate.

5.3. q-factorial moments

The q-factorial moments in the general case are given in [3, (3.3)]: The formula is

E
[
(Xn)m,qb

]
=

1 − qbm

(1 − qb)m
qb(m

2)
n∑

j=m

(−1) j−mqa( j
2)+cj

[
n
j

]
qa

[
j

m

]
qb
(qb

; qb) j−1.

If a > 0, this quantity converges to the constant, as n → ∞:

1 − qbm

(1 − qb)m
qb(m

2)
∞∑

j=m

(−1) j−mqa( j
2)+cj 1

(qa; qa) j

[
j

m

]
qb
(qb

; qb) j−1.

Notice that E
[
(Xn)m,qb

]
simplifies for b = 0, as in the sum only the term with j = m survives, with the result

m!qa(m
2)+cm[n

m

]
qa . This was derived in [3] in a separate theorem, but is follows readily from the general case (see the

remark above).

6. Asymptotics of the moments of Xn for n → ∞

While the qb-moments of Xn are quite easy to deal with, as shown above, the proper ones are a bit harder. The
results are again constants, but they don’t look as pretty as the previous ones.

6.1. General case

We obtain the following result:

Proposition 10. With a > 0,

E[X i
∞] = i !

∞∑
j=i−1

qcj (−1) j−1 1
(qa; qa) j

qa( j
2)qbj (qb

; qb) j−1

×

 j−1∑
s1=1

. . .

j−1∑
si−2=1

[[s1 < s2 < · · · < si−2]]
qbs1 . . . qbsi−2

(qbs1 − 1) . . . (qbsi−2 − 1)

+

j−1∑
s1=1

. . .

j−1∑
si−1=1

[[s1 < s2 < · · · < si−1]]
qbs1 . . . qbsi−1

(qbs1 − 1) . . . (qbsi−1 − 1)

 .
Proof. Letting n → ∞, we obtain from (12)

pC (∞, k) =
q(a+b)(k

2)+ck

(qb; qb)k

∞∑
v=0

(−1)vqa[v2
+v(2k−1)]/2+cv (qb

; qb)k+v

(qb; qb)v(qa; qa)k+v

.

From (16), we have

p(∞, k + 1) =
q(a+b)(k

2)+bk+ck

(qb; qb)k

∞∑
v=0

(−1)vqa[v2
+v(2k−1)]/2+bv+cv (qb

; qb)k+v

(qb; qb)v(qa; qa)k+v

.

We study the behaviour of the factorial moments

E
[

X i
∞

]
=

∞∑
k=0

k(k − 1) . . . (k − i + 1)p(∞, k). (22)

From (18) we derive, with a > 0, the proposition.

84 9 Generalized approximate counting revisited

Stellenbosch University  https://scholar.sun.ac.za



G. Louchard, H. Prodinger / Theoretical Computer Science 391 (2008) 109–125 121

For instance,

E(X∞) = 1 +

∞∑
j=1

qcj (−1) j−1 1
(qa; qa) j

qa( j
2)qbj (qb

; qb) j−1,

E[X2
∞] = 2

∞∑
j=1

qcj (−1) j−1 1
(qa; qa) j

qa( j
2)qbj (qb

; qb) j−1

[
1 +

j−1∑
l=1

qbl

qbl − 1

]
.

Remark. For b = 0, mean and E[(X2
∞)] are derived in [4].

6.2. Case a = 1, b = 0, c = 0

From (16), we derive in this case (a = 1, b = 0, c = 0) the following result.

Proposition 11. With a = 1, b = 0, c = 0, we have

pC (∞, k) = p(∞, k + 1) = q(
k
2)

∞∑
v=0

(−1)vq[v2
+v(2k−1)]/2

(k+v
v

)
(q)k+v

.

The limit when n → ∞ is independent of n and not Gaussian (as was suggested in [5]).
In the following, we give an independent proof that p(∞, 1) = 0 and that the p(∞, k) sum to 1.

p(∞, 1) =

∞∑
v=0

(−1)vq(
v
2)

1
(q)v

= (1; q)∞ = 0,

by applying one of Euler’s partition identities. And now

S =

∑
k≥0

q(
k
2)

∞∑
v=0

(−1)vq[v2
+v(2k−1)]/2

(k+v
v

)
(q)k+v

=

∑
k,v≥0

q(
k+v

2 )(−1)v
(k+v
v

)
(q)k+v

=

∑
n≥0

q(
n
2)

(q)n

n∑
v=0

(−1)v
(

n
v

)

=

∑
n≥0

q(
n
2)

(q)n
[[n = 0]] = 1.

6.3. Other expression

Charalambides [3, (2.11)] expresses the moments in the terms of q-Stirling numbers:

E
[

X i
∞

]
= i !

∞∑
r=i

(−1)r−i (1 − qb)r−i (1 − qb)r

(qb; qb)r
E

[
(X∞)r,qb

]
sqb (r, i).

6.4. Tail

When k → ∞, p(∞, k) leads to the asymptotic equivalent for the tail

pC (∞, k) ∼
q(a+b)(k

2)+ck

(qa; qa)∞
.
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If (a, b) 6= (0, 0), this can be simplified (with less precision) to

pC (∞, k) ∼
q(a+b)k2/2

(qa; qa)∞
.

Also

PC (∞, k) :=

∞∑
i=k

p(∞, i) ∼
q(a+b)(k

2)+ck

(qa; qa)∞
.

These results about tails are new.

7. Analysis of Yk (time to reach k)

7.1. General case and asymptotics

We obtain the following results:

Proposition 12.

E([Yk − 1]m,qb ) =
1

(1 − qb)m
qa(n−1)+b(m+1

2 )

×

∑
m+1≤ j≤n

qa( j−1
2 )+cj

[
n − 1
j − 1

]
qa
(−1) j−m−1(qb

; qb) j−1

[
j − 1

m

]
qb
. (23)

Proposition 13. The normalized hitting time Yk (normalized by PC (∞, k)) is asymptotically (k → ∞) given by
Yk = k + U, where U is a random variable with probability generating function

qau

(qa; qa)u
(qa

; qa)∞, (24)

independent of b.

Proposition 14. The normalized moments are given by

E(Y i
k ) ∼

∞∑
u=0

qau

(qa; qa)u
(qa

; qa)∞(k + u)i =

i∑
v=0

∞∑
u=0

qau

(qa; qa)u
(qa

; qa)∞

(
i
v

)
ki−vuv, k → ∞. (25)

Proof of (23). The probability qC (n, k) is given in [3, (4.1), (4.2)] by a rather complicated expression, which can be
simplified as

qa/2(2n−2+k2)+ck+b(k
2)

n−k∑
v=0

qa/2[k(2v−3)+(v−1)(v−2)]+cv(−1)v

×
(qa

; qa)n−1

(qa; qa)n−v−k(qa; qa)v+k−1

(qb
; qb)v+k−1

(qb; qb)v(qb; qb)k−1
. (26)

Actually, it is simply given, with (12), by

qC (n, k) = pC (n − 1, k − 1)qa(n−1)+b(k−1)+c.

Indeed, (12) leads to
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pC (n, k) = qb(k
2)

n∑
j=k

(−1) j−kqa( j
2)+cj

[
n
j

]
qa

[
j
k

]
qb

= qb(k
2)

n∑
j=k

(−1) j−kqa( j
2)+cj (qa

; qa)n

(qa; qa) j (qa; qa)n− j

(qb
; qb) j

(qb; qb)k(qb; qb) j−k

= qckq(b+a)(k
2)

n−k∑
v=0

(−1)vqa/2[v2
+v(2k−1)]qcv (qa

; qa)n

(qa; qa)v+k(qa; qa)n−v−k

(qb
; qb)v+k

(qb; qb)k(qb; qb)v
.

Now we compute a suitable type of moment to get nice results. As was discussed by Charalambides [3], it does not
really matter which type of moments one computes, as one can always convert.

As already mentioned,

qC (n, k) = qa(n
2)+b(k

2)+cn−a(n−1
2 )−c(n−1)

n∑
j=k

(−1) j−kqa( j−1
2 )+c( j−1)

[
n − 1
j − 1

]
qa

[
j − 1
k − 1

]
qb

or in simplified form:

qC (n, k) = qa(n−1)+b(k
2)

n∑
j=k

(−1) j−kqa( j−1
2 )+cj

[
n − 1
j − 1

]
qa

[
j − 1
k − 1

]
qb
.

Which type of moments shall we choose in order to get an appealing result?

∑
1≤ j≤n

qa(n−1)+a( j−1
2 )+cj

[
n − 1
j − 1

]
qa
(−1) j

∑
1≤k≤ j

(−1)kqb(k
2)

[
j − 1
k − 1

]
qb
Θm(k)

Θm(k) must be a suitable “polynomial” of k of degree m, so that we can sum the inner sum in a nice way.

S =

∑
1≤k≤ j

(−1)kqb(k
2)

[
j − 1
k − 1

]
qb
Θm(k).

We may choose Θm(k) = (qb
; qb)k−1/(qb

; qb)k−1−m =
∏k−1

i=k−m(1 − qbi ), which is a qb-factorial. Then,

S =

j−1∏
i= j−m

(1 − qbi )
∑

m+1≤k≤ j

(−1)kqb(k
2)

[
j − m − 1
k − m − 1

]
qb
.

So we are left with

S =
(qb

; qb) j−1

(qb; qb) j−m−1
(−1)m+1

∑
0≤k≤ j−m−1

(−1)kqb(k+m+1
2 )

[
j − m − 1

k

]
qb

=
(qb

; qb) j−1

(qb; qb) j−m−1
(−1)m+1qb(m+1

2 )
∑

0≤k≤ j−m−1

(−1)kqb(k
2)

[
j − m − 1

k

]
qb

qbk(m+1).

But we have the formula

n∑
k=0

qb(k
2)

[
n
k

]
qb

tkun−k
=

n−1∏
i=0

(u + tqbi ).
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This applies for n = j − m − 1, u = 1, t = −qb(m+1):

S =
(qb

; qb) j−1

(qb; qb) j−m−1
(−1)m+1qb(m+1

2 )
j−m−2∏

i=0

(1 − qb(i+m+1))

=

j−1∏
i= j−m

(1 − qbi )(−1)m+1qb(m+1
2 )

j−1∏
i=m+1

(1 − qbi )

= (−1)m+1qb(m+1
2 )(qb

; qb) j−1

[
j − 1

m

]
qb
.

Then the moment becomes

qa(n−1)+b(m+1
2 )

∑
m+1≤ j≤n

qa( j−1
2 )+cj

[
n − 1
j − 1

]
qa
(−1) j−m−1(qb

; qb) j−1

[
j − 1

m

]
qb
,

which proves (23).
Remark. In the notation of [3], the moment just computed is

(1 − qb)m
∑

k

[k − 1]m,qb qC (n, k).

If b = 0, only one term in the sum survives, and this yields

m!qa(n−1)+a(m
2)+cm

[
n − 1

m

]
qa
.

Proof of (24). When k → ∞, we have the asymptotic equivalent

qC (n, k) ∼ qa/2(2n−2+k2)+ck+b(k
2)

n−k∑
v=0

qa/2[k(2v−3)+(v−1)(v−2)]+cv(−1)v
1

(qa; qa)n−v−k(qb; qb)v
,

and setting n = k + u, this gives

qC (k + u, k) ∼ qa/2(−k−2+k2)+ck+b(k
2)+au

u∑
v=0

qa/2[2vk+(v−1)(v−2)]+cv(−1)v
1

(qa; qa)u−v(qb; qb)v

∼ q(a+b)(k
2)+ck+au 1

(qa; qa)u
.

But we must normalize by PC (∞, k); this gives the conditional probability of (24).
Eq. (24) is a decent function of u. Indeed by (4), with t = qa ,

∞∑
u=0

qau

(qa; qa)u
=

∞∏
i=1

(1 − qaqa(i−1))−1
=

∞∏
i=1

(1 − qai )−1
=

1
(qa; qa)∞

,

as it should.

The normalized moments of (25) follow immediately.
Remark.

i∑
v=0

∑
u≥0

qau

(qa; qa)u
(qa

; qa)∞

(
i
v

)
ki−vuv = (qa

; qa)∞

i∑
v=0

(
i
v

)
ki−v

∑
u≥0

qau

(qa; qa)u
uv.

Let us write r = qa . What we need is∑
n≥0

tn

(r; r)n
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then the inner sum can be obtained via a few differentiations, and t := r . The sum can be written as a product, by
Euler’s partition identity. However, multiple differentiations lead to iterated sums, and that is all we can do with it.

7.2. Other expression

After normalization, [3, (4.3)] leads, for k → ∞, to

E
[

(qa
; qa)Yk+m−1

(qa; qa)Yk−1(1 − qa)m

]
∼ (1 − qa)m+2k . (27)

8. Conclusion

Using generating functions, we have rederived known results and obtained new ones on q-distributions, in a unified
and consistent way.

Other forms for the transition probabilities are possible: for instance, in [4], the transition is related to 1−qan+bk+c

(as opposed to qan+bk+c, as in this paper). These generalizations will be the object of future work. It would be
interesting to explore how general the recursion might be in order to get some meaningful results.
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The classical algorithm approximate counting has been recently modified by Cichoń and
Macyna: instead of one counter, m counters are used, and the assignment of an incoming
item to one of the counters is random. The parameter of interest is the sum of the values
of all the counters. We analyse expectation and variance, getting explicit and asymptotic
formulæ.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Approximate counting is a technique that was first analysed by Flajolet [1]; some subsequent papers [2–5] added to the
analysis.

A counter C is kept, and each time an item arrives and needs to be counted, a random experiment is performed; if the
current value of the counter is i, then with probability 2−i the counter is increased by 1, otherwise it keeps its value; at the
beginning, the counter value is C = 1. After n random increments, the value of the counter is typically close to log2 n, and
the cited papers contain exact and asymptotic values for average and variance.

Very recently, Cichoń and Macyna [6] have used this idea as follows: instead of 1 counter, they keep m counters, where
m ≥ 1 is an integer. For our subsequent analysis we will assume that m is fixed. When a new element arrives (and needs
to be counted), it is randomly (with probability 1

m ) assigned to one of the m counters, and then the random experiment is
performed as usual. The parameter that Cichoń and Macyna are interested in is the total number of changes of any counter.
In other words, if we (for convenience) assume that the initial setting of a counter to the value 1 counts as a change, Cichoń
is interested in the sum of the values of them counters. This is the parameter that we will study in this paper.

We find an expression for PN,l, the probability that the combined counter values are l, after N random experiments, in
terms of the classical values pn,l for just one counter. Furthermore, we find exact and asymptotic expressions for expectation
and variance. As in the classical case, the expectation is of the form A1 logN +A2 +δ(log2 N)+o(1), with a periodic function
δ(x) of period 1 andmean value 0. (The mean value is the zeroth term in its Fourier series expansion.) The variance is small:
A3+δV (log2 N)+o(1).Wewill not compute the Fourier expansion of this periodic function explicitly, although it can be done.

Here are a few words about what to expect from our analysis: intuitively, we expect that roughly N/m elements will go
to each counter, so we expect a result like E(C(m)N ) ∼ mE(C(m)N/m), where C(m)N is the random variable describing the combined
values of m counters after N random increments, and a similar formula for the variance. Indeed, our asymptotic analysis
confirms these claims; differences would only occur for lower order terms that we do not compute here.

The paper clearly consists of two parts: the explicit computation of the first twomoments (Section 2) and the asymptotic
evaluation of them (Section 3). While it is quite an achievement to obtain these explicit evaluations, there is a prize to be

∗ Tel.: +27 21 808 3273.
E-mail address: hproding@sun.ac.za.

0304-3975/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2012.03.016
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paid: the computations to achieve all this are not simple. We also borrow from the paper [7] in terms of methods. Where
this paper was particularly brief (because of length restrictions) we try here to re-explain things and provide more help for
the interested reader. The path that we follow here is not surprising for the specialists. However, the present case offers
several challenges, whence we decided to provide the calculations in full, since we feel that even reasonably experienced
readers might not be able to fill them in, would they not been given.

Our approach is to use generating functions throughout. The explicit expressions that we obtain are alternating functions
for which we use the convenient technique called Rice’s method [8].

We will need a few abbreviations that we collect here: L = log 2, Qn :=

1 −

1
2


. . .


1 −

1
2n


, Q (x) :=


k≥1


1 −

x
2k


, so

that Qn = Q (1)/Q (2−n); the latter expression is used to define Qn for arbitrary n, not just nonnegative integers.
We will prove the following asymptotic result, where δ(x) and δV (x) are periodic functions of period 1 and mean zero.

Theorem 1. The average and the variance of Cichoń–Macyna’s m-approximate counter scheme admit the following asymptotic
expansions as N → ∞:

EN ∼ m

log2 N − log2 m +

1
2

− α +
γ

L
+ δ(log2 N)


,

VN ∼ m

1 − α − β +

2τ
L

+ δV (log2 N)

.

The constants (also independent of m) are

α =


j≥1

1
2j − 1

, β =


j≥1

1
(2j − 1)2

and τ =


j≥1

(−1)j−1

j(2j − 1)
.

2. Generating functions

If we think what has happened after N random experiments, then we notice that N = n1 + · · · + nm and ni elements
were assigned to counter Ci. The probability for such a split is a multinomial;

N
n1, . . . , nm


1
mN

=
N!

n1! . . . nm!mN
.

Then we get the probability that after N experiments the sum of them counters is l:

PN,l = m−N


n1+···+nm=N


N

n1, . . . , nm

 
l1+···+lm=l

pn1,l1 . . . pnm,lm .

Let

Gn(u) :=


l≥0

pn,lul.

This generating function (studied in the classical papers) is not very nice itself, but the first and second (factorial) moments
G′
n(1) and G′′

n(1) are explicitly known:

G′

n(1) = 1 −

n
k=1


n
k


(−1)k2−kQk−1,

G′′

n(1) =

n
k=1


n
k


(−1)k21−kQk−1(Tk−1 − 1), with Tk =

k
j=1

1
2j − 1

.

We can now form a generating function for the case ofm counters:
l

PN,lul
= m−N


n1+···+nm=N


N

n1, . . . , nm


Gn1(u) . . .Gnm(u)

or 
l

PN,lulm
N

N!
=


n1+···+nm=N

1
n1! . . . nm!

Gn1(u) . . .Gnm(u).

Multiplying this by zN and summing, we find the fundamental relationship
l,N

PN,lul (mz)N

N!
=


N

zN


n1+···+nm=N

1
n1! . . . nm!

Gn1(u) . . .Gnm(u) =


n

zn

n!
Gn(u)

m

. (1)
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Differentiating this with respect to u once or twice, followed by setting u := 1, produces generating functions for the first
and second factorial moments.

Taking one derivative we get:
l,N

PN,l l
(mz)N

N!
= m


n

zn

n!
Gn(1)

m−1 
n

zn

n!
G′

n(1) = mez(m−1)

n

zn

n!
G′

n(1).

Reading off the coefficient of zN and multiplying it by N!/mN leads to an expression for the expected value:

EN = E(C(m)N ) = m1−NN![zN ]ez(m−1)

n

zn

n!
G′

n(1) = m1−N
N

n=0


N
n


(m − 1)N−nG′

n(1)

= m1−N
N

n=0


N
n


(m − 1)N−n


1 −

n
k=1


n
k


(−1)k2−kQk−1



= m − m1−N
N

k=1

N
n=k


N
n


n
k


(m − 1)N−n(−1)k2−kQk−1

= m − m1−N
N

k=1

N
n=k


N
k


N − k
n − k


(m − 1)N−n(−1)k2−kQk−1

= m − m1−N
N

k=1


N
k


mN−k(−1)k2−kQk−1 = m − m

N
k=1


N
k


(−1)k(2m)−kQk−1.

Note that these simplifications have resulted in a form that does not look too different from the classical instance m = 1.
The corresponding simplifications for the second (factorial) moment, which are going to follow, are significantly harder. We
decided to present them in full since it would cost an interested reader a few hours to fill them in herself.

Performing two differentiations, we get
l,N

PN,l l(l − 1)
(mz)N

N!
= m(m − 1)ez(m−2)


n

zn

n!
G′

n(1)
2

+ mez(m−1)


n

zn

n!
G′′

n(1)

.

Now we need to perform some auxiliary computations: In these, we will use
n


N
n


n
k


N − n

j


=


n


N

k + j


k + j
k


N − k − j
n − k


= 2N−k−j


N

k + j


k + j
k


.

Firstly,

N![zN ]


n

zn

n!
G′

n(1)
2

=


n


N
n


G′

n(1)G
′

N−n(1)

=


n


N
n


1 −

n
j=1


n
j


(−1)j2−jQj−1


1 −

N−n
k=1


N − n

k


(−1)k2−kQk−1



= 2N
− 2


n


N
n

 n
j=1


n
j


(−1)j2−jQj−1

+


n


N
n

 n
j=1


n
j


(−1)j2−jQj−1

N−n
k=1


N − n

k


(−1)k2−kQk−1

= 2N
− 2


n

n
j=1


N
j


N − j
n − j


(−1)j2−jQj−1

+

N
j=1

N
k=1

(−1)j2−jQj−12N−k−j


N
k + j


k + j
k


(−1)k2−kQk−1

= 2N
− 2N+1


j


N
j


(−1)j4−jQj−1 +

N
j=1

N
k=1

(−1)j2−jQj−12N−k−j


N
k + j


k + j
k


(−1)k2−kQk−1.
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Then

N![zN ]ez(m−2)


n

zn

n!
G′

n(1)
2

=


s


N
s


(m − 2)N−s2s

−


s


N
s


(m − 2)N−s2s+1


j


s
j


(−1)j4−jQj−1

+


s


N
s


(m − 2)N−s

s
j=1

s
k=1

(−1)j2−jQj−12s−k−j


s
k + j


k + j
k


(−1)k2−kQk−1

= mN
−


s

(m − 2)N−s2s+1


j


N
j


N − j
s − j


(−1)j4−jQj−1

+


s

(m − 2)N−s
s

j=1

s
k=1

(−1)j2−jQj−12s−k−j


N
k + j


N − k − j
s − k − j


k + j
k


(−1)k2−kQk−1

= mN
+

N
j=1


N
j


2j+1mN−j(−1)j−14−jQj−1

+

N
j=1

N
k=1

(−1)j2−jQj−1


N

k + j


mN−k−j


k + j
k


(−1)k2−kQk−1

= mN
− 2mN

N
j=1


N
j


(−1)j(2m)−jQj−1 + mN

N
j=1

N
k=1


N

k + j


k + j
k


(−1)k+j(2m)−k−jQj−1Qk−1.

Let us summarize what we just found:

N![zN ]ez(m−2)


n

zn

n!
G′

n(1)
2

= mN
− 2mN

N
j=1


N
j


(−1)j(2m)−jQj−1

+ mN
N
j=1

N
k=1


N

k + j


k + j
k


(−1)k+j(2m)−k−jQj−1Qk−1.

This must be multiplied bym(m − 1) and divided bymN , for the first component of the second factorial moment:

m(m − 1)− 2m(m − 1)
N
j=1


N
j


(−1)j(2m)−jQj−1 + m(m − 1)

N
k=1


N
k


(−1)k(2m)−k

k−1
j=1


k
j


Qj−1Qk−1−j.

The second contribution comes from here:

mez(m−1)


n

zn

n!
G′′

n(1)

.

We read off coefficients:

N![zN ]ez(m−1)


n

zn

n!
G′′

n(1)


=


n


N
n


(m − 1)N−n

n
k=1


n
k


(−1)k21−kQk−1(Tk−1 − 1)

=


n

(m − 1)N−n
n

k=1


N
k


N − k
n − k


(−1)k21−kQk−1(Tk−1 − 1)

=

N
k=1


N
k


mN−k(−1)k21−kQk−1(Tk−1 − 1)

= 2mN
N

k=1


N
k


(−1)k(2m)−kQk−1(Tk−1 − 1).
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Combining everything, we find the second factorial moment:

m(m − 1)− 2m(m − 1)
N
j=1


N
j


(−1)j(2m)−jQj−1

+ m(m − 1)
N

k=1


N
k


(−1)k(2m)−k

k−1
j=1


k
j


Qj−1Qk−1−j + 2m

N
k=1


N
k


(−1)k(2m)−kQk−1(Tk−1 − 1).

Theorem 2. The first and second factorial moments have the following explicit expressions:

EN = m − m
N

k=1


N
k


(−1)k(2m)−kQk−1,

E(2)N = m(m − 1)− 2m2
N
j=1


N
j


(−1)j(2m)−jQj−1

+m(m − 1)
N

k=1


N
k


(−1)k(2m)−k

k−1
j=1


k
j


Qj−1Qk−1−j + 2m

N
k=1


N
k


(−1)k(2m)−kQk−1Tk−1.

3. Asymptotics

Our goal (explained in more detail a bit later) is to rewrite an alternating sum as a contour integral:

N
k=1


N
k


(−1)kf (k) =

1
2π i


C

(−1)NN!

z(z − 1) . . . (z − N)
f (z)dz.

The asymptotic evaluation of the integral can then be achieved via residues. The challenge is here (and also in similar
problems of the past) to extend the (discrete) sequence f (k) to an analytic function f (z). This will be done first.

We must first rewrite a function that appears in the second factorial moment. The strategy for that was laid down in [7].
The main challenge is to define

k−1
j=1


k
j


Qj−1Qk−1−j

when k is allowed to be a complex number.
The computations will use the abbreviation

an+1 = (−1)n2−(n+1
2 )/Qn,

and the following relations due to Euler [9]:
1

Q (t)
=


n≥0

tn

2nQn
, Q (t) =


n≥0

an+1tn.

Using these (partition) identities, we will be able to apply the binomial theorem

k−1
j=1


k
j


X j

= (1 + X)k − 1 − Xk,

where X is complicated but explicit. And in this form, the extension (1 + X)z − 1 − X z is feasible.
Following this strategy, we get

ψ(N) :=

N−1
j=1


N
j


Qj−1QN−j−1

=

N−1
j=1


N
j


Q∞

Q (21−j)

Q∞

Q (21−(N−j))

= Q 2
∞

N−1
j=1


N
j

 
s,t≥0

2(1−j)s

2sQs

2(1−(N−j))t

2tQt
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= Q 2
∞

N−1
j=1


N
j

 
s,t≥0

2−js

Qs

2−(N−j)t

Qt

= Q 2
∞


s,t≥0

1
QsQt


(2−s

+ 2−t)N − 2−Ns
− 2−Nt


= 2Q 2

∞


0≤s≤t

1
QsQt


(2−s

+ 2−t)N − 2−Ns
− 2−Nt


− Q 2

∞


0≤s

1
Q 2
s


(21−s)N − 21−Ns


= 2Q 2

∞


0≤s≤t

2−sN

QsQt


(1 + 2−(t−s))N − 1 − 2−N(t−s)


− (2N

− 2)Q 2
∞


0≤s

1
Q 2
s
(2−s)N

= 2Q 2
∞


s,h≥0

2−sN

QsQs+h


(1 + 2−h)N − 1 − 2−hN


− (2N

− 2)Q 2
∞


s≥0

1
Q 2
s
2−Ns.

Here, we can replace N by an arbitrary value:

ψ(z) = 2Q 2
∞


s,h≥0

2−sz

QsQs+h


(1 + 2−h)z − 1 − 2−hz


− (2z

− 2)Q 2
∞


s≥0

1
Q 2
s
2−zs.

However, we will rework this expression, so that it fits our needs. In particular, we need the expansion of ψ(z) around
z = 0, which is not obvious from the present representation, as a naive approach to get it would result in divergent series.
The following computations belong to the realm of q-series (basic hypergeometric series)manipulations. The goal is tomake
the series in question converge very fast. Again, we decided to present the computations in full since even the present author
needed quite some time to do them, and not all steps are completely straight-forward.

Q 2
∞


s≥0

1
Q 2
s
2−zs

= Q∞


s≥0

Q (2−s)

Qs
2−zs

= Q∞


s≥0

1
Qs

2−zs

n≥0

an+12−sn

= Q∞


n≥0

an+1


s≥0

2−(z+n)s

Qs
= Q∞


n≥0

an+1
1

Q (21−z−n)
=


n≥0

an+1Qz+n−1.

Further,

Q 2
∞


s,h≥0

2−sz

QsQs+h


(1 + 2−h)z − 1


= Q 2

∞


s,h≥0

2−sz

QsQs+h


λ≥1


z
λ


2−hλ

= Q∞


s,h≥0

2−sz

Qs


λ≥1


z
λ


2−hλQ (2−s−h)

= Q∞


s,h≥0

2−sz

Qs


λ≥1


z
λ


2−hλ


n≥0

an+12−n(s+h)

= Q∞


s≥0

2−sz

Qs


λ≥1


z
λ

 
n≥0

an+12−ns

h≥0

2−hλ2−nh

= Q∞


λ≥1


z
λ

 
n≥0

an+1


s≥0

2−s(n+z)

Qs

1
1 − 2−λ−n

= Q∞


λ≥1


z
λ

 
n≥0

an+1
1

Q (21−n−z)

1
1 − 2−λ−n

=


n≥0

an+1Qz+n−1


λ≥1


z
λ


1

1 − 2−λ−n
.

Lastly,

−Q 2
∞


s,h≥0

2−sz

QsQs+h
2−hz

= −Q 2
∞


s,h≥0

2−(s+h)z

QsQs+h
= −Q∞


s,h≥0

2−(s+h)z

Qs
Q (2−s−h)

= −Q∞


s,h≥0

2−(s+h)z

Qs


n≥0

an+12−(s+h)n
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= −Q∞


s≥0

2−sz

Qs


n≥0

an+12−sn

h≥0

2−h(z+n)

= −Q∞


s≥0


n≥0

2−s(z+n)

Qs
an+1

1
1 − 2−z−n

= −Q∞


n≥0

1
Q (21−z−n)

an+1
1

1 − 2−z−n

= −


n≥0

an+1Qz+n−1
1

1 − 2−z−n
.

Putting everything together, we find

ψ(z) = 2

n≥0

an+1Qz+n−1


λ≥1


z
λ


1

1 − 2−λ−n

− 2

n≥0

an+1Qz+n−1
1

1 − 2−z−n
− (2z

− 2)

n≥0

an+1Qz+n−1

= 2

n≥0

an+1Qz+n−1


λ≥1


z
λ


1 +

1
2λ+n − 1


− 2


n≥0

an+1Qz+n−1
1

1 − 2−z−n
− (2z

− 2)

n≥0

an+1Qz+n−1

= 2(2z
− 1)


n≥0

an+1Qz+n−1 + 2

n≥0

an+1Qz+n−1


λ≥1


z
λ


1

2λ+n − 1

− 2

n≥0

an+1Qz+n−1
1

1 − 2−z−n
− (2z

− 2)

n≥0

an+1Qz+n−1

= 2

n≥0

an+1Qz+n−1


λ≥1


z
λ


1

2λ+n − 1
− 2


n≥0

an+1Qz+n−1
1

1 − 2−z−n
+ 2z


n≥0

an+1Qz+n−1.

It was already computed in [7] that
n≥1

an+1Qn−1 − 2

n≥1

an+1Qn−1
1

1 − 2−n
= α + β =


j≥1

2j

(2j − 1)2
,

with

α =


j≥1

1
2j − 1

and β =


j≥1

1
(2j − 1)2

.

However, for the convenience of the reader, we will reproduce this here, also, because the presentation in [7] is very brief.
We start with

n≥1

an+1Qn−1 = Q (1)

n≥1

an+1
1

Q (21−n)
= Q (1)


n≥1

an+1


m≥0

2−nm

Qm

=


m≥0

Q (2−m)

n≥1

an+12−nm
=


m≥0

Q (2−m)(Q (2−m)− 1).

Similarly,
n≥1

an+1Qn−1
1

1 − 2−n
= Q (1)


n≥1

an+1
1

Q (21−n)

1
1 − 2−n

= Q (1)

n≥1

an+1


m≥0

2−nm

Qm


j≥0

2−nj

=


j≥0


m≥0

Q (2−m)

n≥1

an+12−n(m+j)
=


j≥0


m≥0

Q (2−m)(Q (2−m−j)− 1).

Thus 
n≥1

an+1Qn−1 − 2

n≥1

an+1Qn−1
1

1 − 2−n

=


m≥0

Q (2−m)(Q (2−m)− 1)− 2

j≥0


m≥0

Q (2−m)(Q (2−m−j)− 1)
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=


m≥0

(Q (2−m)− 1)(Q (2−m)− 1)− 2

j≥0


m≥0

(Q (2−m)− 1)(Q (2−m−j)− 1)

+


m≥0

(Q (2−m)− 1)− 2

j≥0


m≥0

(Q (2−m−j)− 1)

= −

 
m≥0

(Q (2−m)− 1)
2

−


m≥0

(2m + 1)(Q (2−m)− 1)

= −

 
n≥1

an+1


m≥0

2−mn
2

−


n≥1

an+1


m≥0

2−mn
− 2


n≥1

an+1


m≥0

m2−mn

= −

 
n≥1

an+1
1

1 − 2−n

2

−


n≥1

an+1
1

1 − 2−n
− 2


n≥1

an+1
2−n

(1 − 2−n)2
.

The following formula is obtained by partial fraction decomposition:

Q (1)
Q (t)

=


n≥1

an
1

1 −
t
2n

=


n≥1

an+1
1

1 −
t

2n+1

+
1

1 −
t
2

.

Therefore
n≥1

an+1
1

1 − 2−n
= lim

t→2


Q (1)
Q (t)

−
1

1 −
t
2


= lim

t→2

1
1 −

t
2


Q (1)
Q ( t2 )

− 1


= lim
t→1

1
1 − t


Q (1)
Q (t)

− 1


= −


Q (1)
Q (t)

′

t=1

= −α.

By differentiation,
Q (1)
Q (t)

′

=


n≥1

an
1
2n

(1 −
t
2n )

2
=


n≥1

an+1

1
2n+1

(1 −
t

2n+1 )
2

+

1
2

(1 −
t
2 )

2
.

Therefore

2

Q (1)
Q (t)

′

−
1

(1 −
t
2 )

2
=


n≥1

an+1

1
2n

(1 −
t

2n+1 )
2
.

So 
n≥1

an+1
2−n

(1 − 2−n)2
= lim

t→2


2

Q (1)
Q (t)

′

−
1

(1 −
t
2 )

2



= 2 lim
t→2


Q (1)
Q (t)

−
1

1 −
t
2

′

= −
1
2


Q (1)
Q (t)

′′

t=1

= −
α2

+ β

2
.

Putting things together,
n≥1

an+1Qn−1 − 2

n≥1

an+1Qn−1
1

1 − 2−n
= −

 
n≥1

an+1
1

1 − 2−n

2

−


n≥1

an+1
1

1 − 2−n
− 2


n≥1

an+1
2−n

(1 − 2−n)2

= −α2
+ α + α2

+ β = α + β.

Now we need a few expansions that are elementary:

Q (x) ∼ Q (1)

1 − α(x − 1)+

α2
− β

2
(x − 1)2


, x → 1,

and thus

Q (2−z) ∼ Q (1)

1 − α(2−z

− 1)+
α2

− β

2
(2−z

− 1)2


∼ Q (1)

1 + Lαz +

L2

2
(α2

− α − β)z2

.

Therefore

Qz ∼ 1 − Lαz +
L2

2
(α2

+ α + β)z2
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and

Qz−1 =
Qz

1 − 2−z
∼


1 − Lαz +

L2

2
(α2

+ α + β)z2
 1
1 − 2−z

∼
1
Lz

+
1
2

− α +
L
2


α2

+ β +
1
6


z.

Now we can expand the function ψ(z) around z = 0:

ψ(z) = 2

n≥0

an+1Qz+n−1


λ≥1


z
λ


1

2λ+n − 1
− 2


n≥0

an+1Qz+n−1
1

1 − 2−z−n
+ 2z


n≥0

an+1Qz+n−1

= 2Qz−1


λ≥1

z
λ


z − 1
λ− 1


1

2λ+n − 1
+ 2


n≥1

an+1Qz+n−1


λ≥1


z
λ


1

2λ+n − 1

− 2Qz−1
1

1 − 2−z
− 2


n≥1

an+1Qz+n−1
1

1 − 2−z−n
+ 2zQz−1 + 2z


n≥1

an+1Qz+n−1

∼ 2
1
Lz


λ≥1

z
λ


z − 1
λ− 1


1

2λ − 1
+ O(z)− 2

 1
Lz

+
1
2

− α +
L
2


α2

+ β +
1
6


z
 1

Lz
+

1
2

+
Lz
12


− 2


n≥1

an+1Qn−1
1

1 − 2−n
+ (1 + Lz)

 1
Lz

+
1
2

− α


+


n≥1

an+1Qn−1

∼
2
L


λ≥1

1
λ
(−1)λ−1 1

2λ − 1
− 2

 1
Lz

+
1
2

− α +
L
2


α2

+ β +
1
6


z
 1

Lz
+

1
2

+
Lz
12


+ (1 + Lz)

 1
Lz

+
1
2

− α


+ α + β

∼ −
2

L2z2
+

2α − 1
Lz

− α2
+ α +

2
3

+
2τ
L
,

where we use

τ :=


j≥1

(−1)j−1

j(2j − 1)
.

After these preparations, we can engage into the asymptotics, using Rice’s method. This method has been described
in [8]. We briefly summarize what we need:

An alternating sum can be written as a contour integral:

N
k=1


N
k


(−1)kf (k) =

1
2π i


C

(−1)NN!

z(z − 1) . . . (z − N)
f (z)dz.

Here, the positively oriented curve C enclosed the poles 1, 2, . . . ,N , and no others. This formula follows from simple residue
calculations. Note also that

(−1)NN!

z(z − 1) . . . (z − N)
= −

Γ (N + 1)Γ (−z)
Γ (N + 1 − z)

.

Extending the curve of integration, we encounter extra residues; in order to keep the formula correct, these residues must
be subtracted. They give us the terms of the asymptotic expansion of interest. There is in all our examples a pole at z = 0,
and it will give us the dominant contribution. From a term 2z

− 1 in the denominator, we will also have poles at χk :=
2π ik
L ,

and the contributions establish the (Fourier series of the) periodic oscillation in the asymptotic expansion.
Neglecting these (usually tiny) oscillations, we can write in a suggestive way:

N
k=1


N
k


(−1)kf (k) ∼ Resz=0

Γ (N + 1)Γ (−z)
Γ (N + 1 − z)

f (z).

Now we want to apply this to the expected value

m − m
N

k=1


N
k


(−1)k(2m)−kQk−1.

Here, we need this function:

f (z) = −(2m)−zQz−1.
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The residue calculations can, after our preliminaries, be done by a computer. In papers written in the eighties, such
computations would have been done by humans, but once all the relevant functions are expanded to a sufficient number of
terms, there isn’t anything that we can learn. These expansion we provided, and the other ones Maple ‘‘knows’’. This is in
sharp contrast to the (long) computations in earlier parts of this paper; they cannot be done by a computer, at least not to
the knowledge of the present author.

The result is:

log2 N − log2 m −
1
2

− α +
γ

L
.

Altogether:

EN ∼ m

log2 N − log2 m +

1
2

− α +
γ

L
−

1
L


k≠0

Γ (χk)e−2π ik·log2 N

.

We do not show the residue calculation at z = χk but it is much easier, since there is only a simple pole.
Now we turn to the second factorial moment.
We need one more preparation:

Tz−1 = α −
1

2z − 1
−


j≥1

1
2j+z − 1

∼ −
1
Lz

+
1
2

−
Lz
12

+ L(α + β)z.

Now the residue calculation at z = 0 can be done by a computer. There are 3 sums, that can be done individually. We do
not display them, since they are quite long, each of type A1 log2 n+A2 log n+A3, and eventually there aremany cancellations
when one computes the variance. Recall that the variance is computed as second factorial moment plus expectation minus
expectation squared. We find:

m − mα −
11
12

m2
−

2m(m − 1)τ
L

− mβ +
m2π2

6L2
.

This is the asymptoticmain term of the variance, apart from the periodic component thatwe did not compute. Note carefully
that the square of the expectation contains the square of a periodic function, which is again periodic, but does not havemean
value zero. This mean value of δ2(x) is a tiny quantity, but it is often very important, as explained for instance in [10]. Taking
it into account, we find for the variance

m − mα −
11
12

m2
−

2m(m − 1)τ
L

− mβ +
m2π2

6L2
− m2 1

L2

k≠0

Γ (−χk)Γ (χk)+ δV (log2 n).

The coefficient ofm2 is

π2

6L2
−

2τ
L

−
11
12

−
1
L2


k≠0

Γ (−χk)Γ (χk).

But this quantity is exactly equal to zero, as explained in the survey article [11]. To wet the reader’s appetite, this surprising
identity is related to the identity for Dedekind’s η-function.

This reduces the variance to

m − mα − mβ +
2mτ
L

+ δV (log2 n).

In [12] we find another handy formula: set

h(x) =


k≥1

ekx

(ekx − 1)2
,

then

h(x) =
π2

6x2
−

1
2x

+
1
24

−
2π2

x2
h
4π2

x


.

For x = L this gives

α + β =
π2

6L2
−

1
2L

+
1
24

−
2π2

L2
h
4π2

L


.

Using this and the previous formula, we find that the coefficient ofm is

1
2L

+
1
24

+
2π2

L2
h
4π2

L


−

1
L2


k≠0

Γ (−χk)Γ (χk),
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which is numerically very close to

1
2L

+
1
24
.

4. Conclusion

This was a first step towards a precise analysis of the model ofm counters. It is possible that methods developed by Guy
Louchard, as described in [13] might be suitable to derive allmoments asymptotically.

Also, it might be possible that methods developed recently by Hwang and coauthors [14] provide a faster access to the
variance.

The answer to these assumptions lies in the (near) future.

Added during the revision, January 2012. Such computations have indeed been started already and will hopefully appear
soon. As expected, they lead to a faster asymptotic evaluation, but do not lead to explicit forms as obtained in this paper.

Acknowledgements

The insightful comments of two referees are gratefully acknowledged.

References

[1] P. Flajolet, Approximate counting: a detailed analysis, BIT 25 (1985) 113–134.
[2] P. Kirschenhofer, H. Prodinger, Approximate counting: an alternative approach, RAIRO Theoretical Informatics and Applications 25 (1991) 43–48.
[3] H. Prodinger, Approximate counting via Euler transform, Mathematica Slovaka 44 (1994) 569–574.
[4] H. Prodinger, Hypothetic analyses: approximate counting in the style of Knuth, path length in the style of Flajolet, Theoretical Computer Science 100

(1992) 243–251.
[5] G. Louchard, H. Prodinger, Generalized approximate counting revisited, Theoretical Computer Science 391 (2008) 109–125.
[6] J. Cichoń,W.Macyna, Approximate counters for flashmemory, in: 17th IEEE International Conference onEmbedded andReal-TimeComputing Systems

and Applications (RTCSA), Toyama, Japan.
[7] P. Kirschenhofer, H. Prodinger, W. Szpankowski, Digital search trees again revisited: the internal path length perspective, SIAM Journal on Computing

23 (1994) 598–616.
[8] P. Flajolet, R. Sedgewick,Mellin transforms and asymptotics: Finite differences and Rice’s integrals, Theoretical Computer Science 144 (1995) 101–124.
[9] G. Andrews, The theory of partitions, in: Encyclopedia of Mathematics and its Applications, vol. 2, Addison-Wesley, 1976.

[10] H. Prodinger, Compositions and Patricia tries: no fluctuations in the variance!, in: L. Arge, G. Italiano, R. Sedgewick (Eds.), Proceedings of the 6th
Workshop on ALENEX and the 1st Workshop onANALCO, 2004, pp. 211–215.

[11] H. Prodinger, Periodic oscillations in the analysis of algorithms—and their cancellations, Journal of the Iranian Statistical Society 3 (2004) 251–270.
[12] P. Kirschenhofer, H. Prodinger, J. Schoissengeier, Zur Auswertung gewisser numerischer Reihen mit Hilfe modularer Funktionen, in: Lecture Notes in

Mathematics, vol. 1262, 1987, pp. 108–110.
[13] G. Louchard, H. Prodinger, Asymptotics of themoments of extreme-value related distribution functions, Algorithmica 46 (2006) 431–467. long version:

http://www.ulb.ac.be/di/mcs/louchard/moml.ps.
[14] H.-K. Hwang,M. Fuchs, V. Zacharovas, Asymptotic variance of random symmetric digital search trees, DiscreteMathematics and Theoretical Computer

Science 12 (2010) 103–166.

10 Approximate counting with m counters 101

Stellenbosch University  https://scholar.sun.ac.za



102 10 Approximate counting with m counters

Stellenbosch University  https://scholar.sun.ac.za



AofA’12 DMTCS proc. AQ, 2012, 13–28

Approximate Counting via the
Poisson-Laplace-Mellin Method

Michael Fuchs1†, Chung-Kuei Lee1† and Helmut Prodinger2‡

1 Department of Applied Mathematics, National Chiao Tung University, Hsinchu, 300, Taiwan
2 Department of Mathematics, University of Stellenbosch, Stellenbosch, 7602, South Africa

Approximate counting is an algorithm that provides a count of a huge number of objects within an error tolerance.
The first detailed analysis of this algorithm was given by Flajolet. In this paper, we propose a new analysis via the
Poisson-Laplace-Mellin approach, a method devised for analyzing shape parameters of digital search trees in a recent
paper of Hwang et al. Our approach yields a different and more compact expression for the periodic function from
the asymptotic expansion of the variance. We show directly that our expression coincides with the one obtained by
Flajolet. Moreover, we apply our method to variations of approximate counting, too.

Keywords: approximate counting, digital search tree, JS-admissibility, Laplace transform, Mellin transform

1 Introduction and Results
Approximate counting, an algorithm proposed by Morris [22] in 1978, is used for counting within a
certain error tolerance a huge amount of objects with very limited space. The algorithm has found many
applications such as in the analysis of the Webgraph, monitoring network traffic, finding patterns in protein
and DNA sequencing, computing frequency moments of data streams, data storage in flash memory, and
many variants and improvements have been proposed; see Csűrös [7], Mitchell and Day [21], Gronemeier
and Sauerhoff [12], Aspnes and Censor [2], Cichoń and Macyna [4] and references therein.

Here, we are going to revisit the analysis of the classical algorithm which is described as follows: a
counter Cn is maintained with initial value C0 = 0. After “counting n objects”, a random decision based
only on the current content of the counter determines whether or not the counter should be increased when
“counting the (n+ 1)-st object”. More precisely, the counter obeys the following rule

Cn+1 =

{
Cn + 1, with probability qCn ;

Cn, with probability 1− qCn ,
(1)

where 0 < q < 1 is fixed. Hence, (Cn)n≥0 is a Markov chain describing a pure birth process. The same
chain was also encountered in a couple of other problems: width of greedy decomposition of random

†Partially supported by National Science Council of ROC under the grant NSC-99-2115-M-009-007-MY2.
‡Partially supported by an incentive grant from the NRF (South Africa).

1365–8050 c© 2012 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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acyclic digraphs into node-disjoint paths (see Simon [30]), size of greedy independent set and greedy
clique in random graphs (see Simon [30]) and length of the leftmost path in digital search trees (see
below).

We mention in passing that many variants of the above Markov chain have been investigated as well;
e.g. see Crippa and Simon [6], Louchard and Prodinger [20], Bertoin, Biane and Yor [3] and Guillemin,
Robert and Zwart [13]. Applications range from Computer Science over Particle Physics to Molecular
Biology; see the detailed discussion in [6].

As for the classical chain Cn, the first detailed analysis was given by Flajolet in [8] who used Mellin
transform (see also Prodinger [24] for a similar analysis). Other approaches have been given by Kirschen-
hofer and Prodinger [17] via Rice method, Prodinger [25] via Euler transform, Louchard and Prodinger
[19] via analysis of extreme value distributions, Rosenkrantz [29] via martingale theory and Robert [28]
via probabilistic tools. In this paper, we are going to propose a new approach which will be based on the
connection with digital search trees and the new method (nicknamed Poisson-Laplace-Mellin method) for
analyzing shape parameters in digital search trees proposed in Hwang, Fuchs and Zacharovas [14].

We next explain the connection between approximate counting and digital search trees (DSTs). There-
fore, we start with the definition of DSTs which are a fundamental data structure in computer science and
were proposed by Coffman and Eve in [5]. Consider a set of n keys which are infinite 0-1 strings. The
digital search tree is built from these n keys as follows: the first key is placed in the root; all other keys
are directed to the left or right subtree according to whether the first bit is 0 or 1, respectively; finally, the
first bits are removed and the subtrees are built recursively according to the same principle; see Figure 1
for an example.

010111

011011 101011

000100 010011 111110

011110

0 1

0 1 1

1

010111 · · ·
101011 · · ·
011011 · · ·
111110 · · ·
010011 · · ·
011110 · · ·
000100 · · ·

Fig. 1: A DST built from 7 keys with length of leftmost path equal to 3.

Shape parameters in random DSTs have been analyzed in many papers; see [14] and references therein.
The standard random model used in such an analysis is the Bernoulli model. Here, the bits of the keys
are assumed to be i.i.d. Bernoulli random variables with the probability of 0 being q. Shape parameters
of random DSTs of size n then become random variables. One example of such a shape parameter is the
length of the leftmost path which is defined as the number of vertices on the leftmost path from the root
to the leftmost leaf. We denote this length in a random digital search tree of size n by Xn. Obviously, Xn

104 11 Approximate counting via the Poisson-Laplace-Mellin Method
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satisfies the following distributional recurrence

Xn+1
d
= XBn + 1, (n ≥ 0) (2)

withX0 = 0 andBn
d
= Binom(n, q). This recurrence just reflects the trivial fact thatXn can be computed

by starting from the root (which counts as 1) and then moving on to the left subtree (which has size Bn)
where the same procedure is repeated. Now, a moment’s reflection reveals that Cn is related to Xn as

Cn
d
= Xn.

This relation will be the starting point of our analysis. We will use it to derive asymptotic expansions for
mean and variance of Cn.

Before stating our result, we explain what is known about Cn. Flajolet in [8] showed that, as n→∞,

E(Cn) ∼ log1/q n+ FC(log1/q n),

where FC(z) =
∑
k fke

2kπiz is a 1-periodic function with Fourier coefficients

f0 =
γ

L
+

1

2
− α, fk = −Γ(−χk)

L
(k 6= 0).

Here, γ is Euler’s constant, α =
∑
l≥1 q

l/(1− ql), L = log(1/q) and χk = 2kπi/L. As for the variance,
he showed that, as n→∞,

Var(Cn) ∼ GC(log1/q n),

where GC(z) =
∑
k gke

2kπiz is again a 1-periodic function with computable Fourier coefficients. More-
over, he gave the following expression for the average value of GC(z)

g0 =
π2

6L2
− α− β +

1

12
− 1

L

∑

l≥1

1

l sinh(2lπ2/L)
,

where β =
∑
l≥1 q

2l/(1− ql)2.
In the next section, we will use the above connection to DSTs to re-derive these results. Our approach

will in particular yield a different and more compact expression for all Fourier coefficients of GC(z).

Theorem 1 For the variance of approximate counting, we have, as n→∞,

Var(Cn) ∼ GC(log1/q n),

where GC(z) =
∑
k gke

2kπiz is a 1-periodic function with

gk =
Q∞

LΓ(1 + χk)

∑

h,l,j≥0

(−1)jqh+l+(j+1
2 )

QhQlQj
ϕ(χk, q

h+j + ql+j).

Here, Qj =
∏j
l=1(1− ql), Q∞ = limj→∞Qj and

ϕ(χ;x) :=

{
π(xχ − 1)/(sin(πχ)(x− 1)), if x 6= 1,

πχ/ sin(πχ), if x = 1.
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Comparing with the above result, we obtain the following identity for which we will provide a direct
proof in Section 3.

Corollary 1 We have,

Q∞
L

∑

h,l,j≥0

(−1)jqh+l+(j+1
2 )

QhQlQj
ψ(qh+j + ql+j) =

π2

6L2
− α− β +

1

12
− 1

L

∑

l≥1

1

l sinh(2lπ2/L)
,

where

ψ(x) :=

{
log x/(x− 1), if x 6= 1;

1, if x = 1.

Finally, in Section 4, we will discuss extensions and variations of approximate counting. One such
extension was proposed in [4] where instead of one counter m counters C(1)

n , . . . , C
(m)
n were used (m

fixed). Then, when “counting the (n + 1)-st object”, one of the counters is chosen uniformly at random
and increased according to the stochastic rule (1). In Prodinger [26], mean and variance of Dn := C

(1)
n +

· · ·+C
(m)
n were derived. We will show that our approach greatly simplifies the analysis since the case of

m counters can be reduced to the case of one counter.

Theorem 2 For approximate counting with m counters, we have, as n→∞,

E(Dn) ∼ m log1/q(n/m) +mFC(log1/q(n/m)),

Var(Dn) ∼ mGC(log1/q(n/m)),

where FC(z) and GC(z) are the periodic functions above.

Moreover, again in Section 4, we will show that similar simplifications can also be achieved for shape
parameters in m-DSTs trees recently introduced by Prodinger in [27].

2 Analysis of Approximate Counting
Here, we are going to prove Theorem 1. Therefore, we will apply the Poisson-Laplace-Mellin method
from [14]. We will first summarize the main steps of this method; for a more detailed discussion together
with comparisons with other approaches, the reader is referred to [14] (in particular, see Figure 7 on
page 131 in [14] which gives a comparison of the Poisson-Laplace-Mellin approach with a closely related
approach of Flajolet and Richmond [10]). The main steps of our method are as follows.

• We first introduce poissonized mean and variance of Xn (or equivalently Cn) and show that they
satisfy differential-functional equations of the same type;

• we use Jacquet and Szpankowski’s theory of depoissonization [16] to show that it suffices to prove
our claimed result for poissonized mean and variance;

• in order to get rid of the differential operator, we use Laplace transform which then only satisfies a
functional equation;

• we use a normalization factor to simplify the functional equation for the Laplace transform;
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• applying Mellin transform will allow us to solve the normalized functional equation for the Laplace
transform (for an excellent survey on the Mellin transform see Flajolet, Gourdon and Dumas [9]);

• finally, we first use inverse Mellin transform and then inverse Laplace transform to obtain asymp-
totic expansions for poissonized mean and variance.

After completing these steps, which will work in a similar fashion for both mean and variance, the compact
form of the Fourier coefficients for the variance are obtained by some straightforward simplifications.

Poissonization and depoissonization. Our starting point is (2). First, denote the Poisson generating
function of E(eXny) by

P̃ (y, z) = e−z
∑

n≥0
E(eXny)

zn

n!
.

Then, from (2), we obtain

P̃ (y, z) +
∂

∂z
P̃ (y, z) = eyP̃ (y, qz)

with P̃ (y, 0) = exp(−z).
From this, by differentiation with respect to y and setting y = 0, we obtain for the Poisson generating

functions of the first and second moment of Xn (denoted by f̃1(z) and f̃2(z), respectively)

f̃1(z) + f̃ ′1(z) = f̃1(qz) + 1, (3)

f̃2(z) + f̃ ′2(z) = f̃2(qz) + 2f̃1(qz) + 1,

with f̃1(0) = f̃2(0) = 0. Moreover, define the poissonized variance as Ṽ (z) := f̃2(z)− f̃21 (z). Then, the
above two relations in turn yield

Ṽ (z) + Ṽ ′(z) = Ṽ (qz) + f̃ ′1(z)2 (4)

with Ṽ (0) = 0.
We first show that in order to derive asymptotics of E(Xn) and Var(Xn), it suffices to analyze f̃1(z)

and Ṽ (z) as z → ∞, respectively. Therefore, we use the theory of analytic depoissonization due to
Jacquet and Szpankowski. Recall that a function f̃(z) is called JS-admissible if:

(I) There exist α, β ∈ R such that uniformly for |arg(z)| ≤ ε
f̃(z) = O

(
|z|α(log+ |z|)β

)
,

where log+ x = log(1 + x).

(O) Uniformly for ε ≤ arg(z) ≤ π,

f(z) := ez f̃(z) = O
(
e(1−ε)|z|

)
.

(Here and throughout the work, ε denotes a small constant whose value might be different from one
occurrence to another).

JS-admissibility of given functions is easily checked due to closure properties; see Lemma 2.3 in [14].
Moreover, JS-admissibility of functions which are given by differential-functional equations of the type
above is also easily checked due to the following result.
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Proposition 1 Let f̃(z) and g̃(z) be entire functions with

f̃(z) + f̃ ′(z) = f̃(qz) + g̃(z),

where f̃(0) = 0. Then,

f̃(z) is JS-admissible ⇐⇒ g̃(z) is JS-admissible.

Proof: Similar to the proof of Proposition 2.4 in [14]. 2

Consequently, f̃1(z) and f̃2(z) are both JS-admissible. Depoissonization (see Proposition 2.2 in [14]
and the discussion in the introduction) then yields, as n→∞,

E(Xn) ∼ f̃1(n) and Var(Xn) ∼ Ṽ (n).

Thus, we only have to find asymptotics of f̃1(z) and Ṽ (z).

Analysis of the Mean. Here, we analyze the mean, where we start from (3). Since f̃1(z) is JS-
admissible, we may apply Laplace transform to get rid of the differential operator. This yields

(s+ 1)L [f̃1; s] =
1

q
L [f̃1; s/q] + 1/s. (5)

Next, we derive an exact expression for the mean. Therefore, we iterate the above functional equation and
obtain

L [f̃1; s] =
1

s

∑

j≥0

1

(s+ 1)(q−1s+ 1) · · · (q−js+ 1)
.

Here, we have used that L [f̃1; s] = O(1/s2) as s→∞. Next, by partial fraction expansion

1

(s+ 1)(q−1s+ 1) · · · (q−js+ 1)
=
∑

0≤l≤j

(−1)j−lq(
j−l+1

2 )

(q−ls+ 1)QlQj−l
.

Plugging this into the expression above yields

L [f̃1; s] =
1

s

∑

j≥0

∑

0≤l≤j

(−1)j−lq(
j−l+1

2 )

(q−ls+ 1)QlQj−l

=
1

s

∑

l≥0

1

Ql(q−ls+ 1)

∑

j≥0

(−1)jq(
j+1
2 )

Qj

=
Q∞
s

∑

l≥0

1

Ql(q−ls+ 1)
,

where Qj and Q∞ have been defined in the introduction and we used the well-known identity

∑

j≥0

(−1)jq(
j+1
2 )

Qj
= Q∞.
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Now, by inverse Laplace transform,

f̃1(z) = Q∞
∑

l≥0

1

Ql
(1− e−qlz)

and hence
E(Xn) = Q∞

∑

l≥0

1

Ql
(1− (1− ql)n).

We record this result for future reference.

Proposition 2 We have

E(Xn) = Q∞
∑

l≥0

1

Ql
(1− (1− ql)n).

Next, we derive an asymptotic expansion. This will be done by using the Mellin transform. Therefore,
set L̄ [f̃1; s] = L [f̃1; s]/Q(−s), where

Q(−s) =

∞∏

i=1

(
1 + qis

)
.

Then, by dividing (5) by Q(−s/q),

L̄ [f̃1; s] =
1

q
L̄ [f̃1; s/q] +

1

sQ(−s/q) .

Now, from the fact that f̃1(z) is JS-admissible and well-known growth properties of Q(−s/q) (see page
127 in [14]), we obtain suitable polynomial bounds for L̄ [f̃1; s] as s tends both to zero and ∞. This
ensures the existence of the Mellin transform of L̄ [f̃1; s] in a non-trivial strip. Thus, we may apply
Mellin transform and obtain

M [L̄ ;ω] =
M1(ω)

1− qω−1 , (<(ω) > 1),

where

M1(ω) =

∫ ∞

0

sω−2

Q(−s/q)ds =
Q(q1−ω)

Q∞
Γ(ω + 1)Γ(−ω).

Note that the latter function is meromorphic for <(ω) > 0 with a simple pole at ω = 1. Moreover, due
to rapid decay of the Γ function along vertical lines, we have M1(c + it) = O(e−π|t|) for c > 0 and |t|
large. Hence, inverse Mellin transform implies for |arg(s)| ≤ π − ε and |s| → 0,

L̄ [f̃1; s] ∼ 1

s
log1/q

1

s
+

1

s

(
1

2
− α+

1

L

∑

k 6=0

M1(1 + χk)s−χk

)
,

where notations are as in the introduction. Since Q(−s/q) = 1 +O(s) for |arg(s)| ≤ π− ε and |s| → 0,
the above in turn yields

L [f̃1; s] ∼ 1

s
log1/q

1

s
+

1

s

(
1

2
− α+

1

L

∑

k 6=0

M1(1 + χk)s−χk

)
.
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By Proposition 2.6 of [14], we may apply inverse Laplace transform and obtain for |arg(z)| ≤ π
2 − ε and

|z| → ∞,

f̃1(z) ∼ log1/q z +
γ

L
+

1

2
− α+

1

L

∑

k 6=0

M1(1 + χk)

Γ(1 + χk)
zχk

= log1/q z +
γ

L
+

1

2
− α− 1

L

∑

k 6=0

Γ(−χk)zχk .

The same asymptotic expansion also holds for E(Xn) by depoissonization.

Analysis of the Variance. For an asymptotic expansion of the variance, we start from (4) and proceed
by the same method as above. First note that due to the above analysis and Ritt’s Theorem (Theorem 4.2
of [23]), we have uniformly for |arg(z)| ≤ π

2 − ε

f̃ ′1(z)2 =

{
O(1), if |z| → 0;

O(|z|−2), if |z| → ∞. (6)

This in turn yields the following rough bounds for Ṽ (z)

Ṽ (z) =

{
O(z), if z → 0+;

O(zε), if z →∞. (7)

Therefore, we may apply Laplace transform. Hence,

(s+ 1)L [Ṽ ; s] =
1

q
L [Ṽ ; s/q] + g̃(s),

where g̃(s) = L [f̃ ′21 ; s]. Next, set L̄ [Ṽ ; s] = L [Ṽ ; s]/Q(−s). Dividing by Q(−s/q) yields

L̄ [Ṽ ; s] =
1

q
L̄ [Ṽ ; s/q] + g̃(s)/Q(−s/q).

Now, from (7) and growth properties of Q(−s), we have

L̄ [Ṽ ; s] =

{
O(1/s1+ε), if s→ 0+;

O(1/sb), if s→∞,

where b > 0 is an arbitrary large constant. Hence, the Mellin transform of L̄ [Ṽ ; s] exists for <(ω) > 1.
Consequently,

M [L̄ ;ω] =
M2(ω)

1− qω−1 , (<(ω) > 1),

where

M2(ω) =

∫ ∞

0

sω−1

Q(−s/q)

∫ ∞

0

e−zsf̃ ′1(z)2dzds.
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Next, we have to study properties of M2(ω). Therefore, observe that from (6) and growth properties of
Q(−s), we have uniformly for |arg(s)| ≤ π − ε

g̃(s)

Q(−s/q) =

{
O(s), if s→ 0+;

O(1/sb), if s→∞,

where b > 0 is again an arbitrary large constant. Hence, M2(ω) is analytic for <(ω) > −1. Moreover,
from Proposition 5 in [9], we have M2(c + it) = O(e−(π−ε)|t|) for c > −1 and |t| large. Consequently,
we can proceed as for the mean and obtain as z →∞,

Ṽ (z) ∼ 1

L

∑

k∈Z

M2(1 + χk)

Γ(1 + χk)
zχk .

The same then holds for Var(Xn) as well by depoissonization.
We conclude by simplifying M2(1 + χk). For that, we use

f̃ ′1(z) = Q∞
∑

l≥0

1

Qlq−l
e−zq

l

and
1

Q(−s/q) =
1

Q∞

∑

j≥0

(−1)jq(
j
2)

Qj(s+ q−j)
.

Plugging this into the above integral yields

M2(1 + χk) = Q∞
∑

h,l,j≥0

(−1)jq(
j
2)

QhQlQjq−(l+h)

∫ ∞

0

sχk

(s+ q−j)(s+ qh + ql)
ds.

Denote by

ϕ(χ;x) :=

{
π(xχ − 1)/(sin(πχ)(x− 1)), if x 6= 1,

πχ/ sin(πχ), if x = 1.

Then,

M2(1 + χk) = Q∞
∑

h,l,j≥0

(−1)jq(
j+1
2 )

QhQlQjq−(l+h)
ϕ(χk, q

h+j + ql+j).

3 Average Value of GC(z)
Here, we are going to prove Corollary 1. We will use the abbreviation Q = 1/q. Furthermore, in order to
be closer to the q-hypergeometric world and the identities of relevance (see the book of Andrews-Askey-
Roy [1]), we use the classical notation (q)n instead of Qn.

In [17], the alternative expression

P :=
log 2

L
− α− β +

2

L
τ with τ :=

∑

k≥1

(−1)k−1

k(Qk − 1)
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was given for the constant in the variance, and we will show now the equality of this and

F :=
(q)∞
L

∑

j,l,h≥0

(−1)jq(
j+1
2 )+l+h

(q)j(q)l(q)h

log(qh+j + ql+j)

qh+j + ql+j − 1
.

In this expression, we have replaced the ψ function by what it is; in some exceptional cases a limit has to
be taken.

We use the symmetry in l and h and set l = h + d with d ≥ 0; then we have to take the sum over
h, d ≥ 0 twice, and subtract the sum for h ≥ 0 and d = 0. Therefore

F = 2
∑

j,h,d≥0
· · · −

∑

j,h≥0, d=0

· · · .

We think about d as being fixed, set h = N − j and fix N as well: This leads to

(q)∞[−LN + log(1 + qd)]

L

N∑

j=0

(−1)jq(
j+1
2 )+2(N−j)+d

(q)j(q)N−j+d(q)N−j

1

qN + qN+d − 1
.

By automatic summation (q-Zeilberger’s algorithm) we have the simplification

N∑

j=0

(−1)jq(
j+1
2 )+2(N−j)+d

(q)j(q)N−j(q)N+d−j

1

qN + qN+d − 1
=

qN
2+dN

(q)N (q)N+d
.

Consequently,

F = 2(q)∞
∑

N,d≥0

−NL+ log(1 + qd)

L

qN
2+dN

(q)N (q)N+d
+ (q)∞

∑

N≥0

NL− log 2

L

qN
2

(q)N (q)N
.

We will soon show that

(q)∞
∑

N,d≥0

log(1 + qd)

L

qN
2+dN

(q)N (q)N+d
=
τ

L
+

log 2

L
, (8)

which leaves us to prove that

2(q)∞
∑

N,d≥0

NqN
2+dN

(q)N (q)N+d
− (q)∞

∑

N≥0

(N − log 2
L )qN

2

(q)N (q)N
=

log 2

L
+ α+ β.

Because of the identity [1, p. 567]
∑

N≥0

qN
2

(q)2N
=

1

(q)∞
,

this leaves us with

2(q)∞
∑

N,d≥0

NqN
2+dN

(q)N (q)N+d
− (q)∞

∑

N≥0

NqN
2

(q)N (q)N
= α+ β. (9)
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Now, expanding log(1 + qd), (8) is proved once we can prove that

(q)∞
∑

N≥0, d≥1

qN
2+dN+dk

(q)N (q)N+d
=

1

Qk − 1
.

But this follows from

∑

N≥0, d≥1

1

(q)d

qN
2+dN+dk

(q)N (qd+1)N
=
∑

d≥1

qdk

(q)d

1

(qd+1)∞
=

1

(q)∞

1

Qk − 1
.

We have used here the classical identity (Cauchy’s identity) [1, p. 568]

∑

n≥0

xnqn
2

(q)n(xq)n
=

1

(xq)∞
.

In order to prove (9), we will show that

−(q)∞
∑

N≥0

NqN
2

(q)N (q)N
=
∑

r≥1

(−1)rq(
r+1
2 )

1− qr , (10)

(q)∞
∑

N,d≥0

NqN
2+dN

(q)N (q)N+d
= −

∑

r≥1

(−1)rq(
r+1
2 )

(1− qr)2 . (11)

Since in [18, (3.16)], it was proved that

∑

r≥1

(−1)rq(
r+1
2 )

1− qr − 2
∑

r≥1

(−1)rq(
r+1
2 )

(1− qr)2 = α+ β,

that would finish the proof. We start from

∑

n≥0

xnqn
2

(q)n(xq)n
=
∑

n≥0

xnqn
2

(q)n(xq)∞
(xqn+1)∞ =

1

(xq)∞
,

which is equivalent to
∑

n≥0

xnqn
2

(q)n

∑

k≥0

(−1)kq(
k
2)xkq(n+1)k

(q)k
= 1.

Now differentiate this, and then set x = 1:

∑

n≥0

nqn
2

(q)2n
+

1

(q)∞

∑

n≥0

qn
2

(q)n

∑

k≥0

(−1)kq(
k
2)kq(n+1)k

(q)k
= 0.

Rearranging,

∑

n≥0

nqn
2

(q)2n
+

1

(q)∞

∑

N≥1

N∑

n=0

qn
2

(q)n

(−1)N−nq(
N−n

2 )(N − n)q(n+1)(N−n)

(q)N−n
= 0,
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and again by a mechanical proof,

∑

n≥0

nqn
2

(q)2n
+

1

(q)∞

∑

N≥1

(−1)Nq(
N+1

2 )

1− qN = 0.

This is (10). Now let us plug in x = qd after differentiation (instead of x = 1, as before):

∑

n≥0

nqd(n−1)qn
2

(q)n

∑

k≥0

(−1)kq(
k
2)qkdq(n+1)k

(q)k
+
∑

n≥0

qdnqn
2

(q)n

∑

k≥0

(−1)kq(
k
2)kq(k−1)dq(n+1)k

(q)k
= 0.

After some simplifications (using Rothe’s identity [1, p. 490]), this leads to

(q)∞
∑

n≥0

nqdnqn
2

(q)n(q)n+d
+
∑

N≥1

(−1)Nq(
N+1

2 )+dN

1− qN = 0.

Now sum this on d:

(q)∞
∑

n,d≥0

nqdnqn
2

(q)n(q)n+d
+
∑

N≥1

(−1)Nq(
N+1

2 )

(1− qN )2
= 0,

which is (11).

Remark. A direct proof that the Fourier coefficients, as computed here, agree with the ones given in
[8], can be done in the same style.

4 Approximate Counting with m Counters and m-DSTs
Approximate Counting withmCounters. I. Here, we consider approximate counting withm counters
as discussed in the introduction. Recall thatDn denoted the sum of the counters after “counting n objects”.
Then, we have

Dn
d
= C

(1)
I1

+ · · ·+ C
(m)
Im

,

where C(1)
n , . . . , C

(m)
n are independent copies of Cn and I1, . . . , Im are random variables with joint dis-

tribution

P (I1 = n1, . . . , Im = nm) =

(
n

n1, . . . , nm

)
1

mn

with n1 + · · ·+ nm = n. Now, set

Q̃(y, z) = e−z
∑

n≥0
E(eDny)

zn

n!
, P̃ (y, z) = e−z

∑

n≥0
E(eCny)

zn

n!
.

Then, by a straight-forward computation

Q̃(y, z) = P̃ (y, z/m)m.
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From this, we can derive the following relations for the Poisson generating functions of the first and
second moment of Dn and Cn (denoted by g̃1(z), g̃2(z) for the former and as above for the latter)

g̃1(z) = mf̃1(z/m),

g̃2(z) = m(m− 1)f̃1(z/m)2 +mf̃2(z/m).

Moreover, again consider the poissonized variance W̃ (z) := g̃2(z)− g̃1(z)2. Then,

W̃ (z) = mṼ (z/m).

Now, it follows from the closure properties of JS-admissibility (see Lemma 2.3 in [14]) that both g̃1(z) and
g̃2(z) are JS-admissible. Hence, we only have to concentrate on the g̃1(z) and W̃ (z) whose asymptotic
expansions, due to the above formulas, follow from the case m = 1.

m-DSTs. m-DSTs have been introduced in [27]. They are defined as follows: again we start with n
keys, but they are now stored in m DSTs. For every key, one of the m DSTs is chosen uniformly and at
random and the key is then stored in the chosen tree.

Clearly, the previous analysis also gives the sum of the lengths of the leftmost paths in m-DSTs. Simi-
larly, one can consider other shape parameters in DST and extend them linearly to m-DSTs. Our method
above can then be applied to such parameters as well and again the analysis will be reduced to the case
m = 1.

We give two examples. The first example is the depth of a random node which was discussed in [27].
As a second example, consider the total path length Tn in a random digital search tree of size n which
is the sum over all distances of nodes to the root. For this quantity, it was proved for q = 1/2 (see
Kirschenhofer, Prodinger and Szpankowski [18] and [14]) that, as n→∞,

E(Tn) ∼ n log2 n+ nFT (log2 n)

and
Var(Tn) ∼ nGT (log2 n),

where FT (z) and GT (z) are 1-periodic functions with computable Fourier coefficients (see below for a
remark concerning the average value of GT (z)). Similar results are known for the case q 6= 1/2 as well;
see Jacquet and Szpankowski [15]. Now, denote by Un the sum of all total path lengths in an m-DST.
Then, with the same approach as above, we have the following result.

Theorem 3 For the total path length in m-DSTs, we have, as n→∞,

E(Un) ∼ (n/m) log2(n/m) + (n/m)FT (log2(n/m)),

Var(Un) ∼ (n/m)GT (log2(n/m)),

where FT (z) and GT (z) are the periodic functions above.

The variance of the path-length. The constant in

Var(Tn) ∼ nGT (log2 n)
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was given in [14] as

(q)∞
L

∑

j,h,l≥0

(−1)jq(
j+1
2 )+h+l

(q)j(q)h(q)l
ϕ(qj+h + qj+l) with ϕ(x) =

x− 1− log x

(x− 1)2
.

(In some cases, limits have to be taken, and the notation (q)n is again used for Qn.) This form is a huge
improvement over the form provided in [18]. However, with the methods used earlier, even this form can
be further improved, in the sense that no triple sums occur anymore. This is beneficial for the numerical
evaluation of this constant. The result is

2α

L
+

(q)∞
L

∑

N≥1, d≥1

qN
2+dN

(q)N (q)N+d

NL− log(1 + qd)

qN + qN+d − 1

+ 2(q)∞
∑

N≥2

qN
2

(q)2N

N − 1

qN−1 − 1
− 1

L
− (q)∞ +

2

L

∑

n≥0

(−1)nq(
n+1
2 )

(q)n

∑

k≥2

(−1)k

k

1

2k+n−1 − 1
.

Note that q = 1
2 here. Details might appear elsewhere.

Approximate Counting with m Counters. II. Here, we again consider approximate counting with m
counters, but this time we label them from 1 to m. Now, we proceed as follows: first, we use the first
counter until it will be increased, then we use the second one until it will be increased, etc. until the last
counter is increased then we return to the first one and repeat this procedure.

Let again Dn denote the sum of the m counters after “counting n objects”. This clearly corresponds
to the length of the leftmost path in random digital search trees, where every node can hold up to m keys
(here, the length is the sum of all nodes on the leftmost path weighted by the number of keys contained in
the nodes). Consequently, Dn

d
= Xn, where Xn satisfies

Xn+m
d
= XBn +m, (n ≥ 0)

with Xi = i, 0 ≤ i ≤ m − 1. The Poisson-Laplace-Mellin approach can be applied to this sequence as
well. We only sketch some details.

First, for the Poisson generating functions of the mean and the poissonized variance (again denoted by
f̃1(z) and Ṽ (z), respectively), we have

m∑

i=0

(
m

i

)
f̃
(i)
1 (z) = f̃1(qz) +m

and
m∑

i=0

(
m

i

)
Ṽ (i)(z) = Ṽ (qz) + g̃(z),

where g̃(z) is of the form

g̃(z) =

( m∑

i=0

(
m

i

)
f̃1

(i)
(z)

)2

−
m∑

i=0

(
m

i

)(
f̃1(z)2

)(i)
.
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Applying the Poisson-Laplace-Mellin method then yields asymptotic expansion of mean and variance.
We content ourselves with stating the result for the variance.

Theorem 4 For approximate counting with m-counters, where counters are chosen cyclically, we have,
as n→∞,

Var(Dn) ∼ GD(log1/q n),

where GD(z) =
∑
k gke

2kπiz is a 1-periodic function with Fourier coefficients

gk =
1

LΓ(1 + χk)

∫ ∞

0

sχk

Q(−s/q)m
(
p(s) +

∫ ∞

0

e−zsg̃(z)dz

)
ds

and

p(s) =
(s+ 1)m − 1−ms

s2
.
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[4] J. Chichoń and W. Macyna (2011). Approximate counters for flash memory, In proceedings of the seventeenth
IEEE international conference on embedded and real-time computing systems and applications, 185–189.

[5] E. G. Coffman Jr. and J. Eve (1970). File structures using hashing functions, Commun. ACM, 13, 427–432.

[6] D. Crippa and K. Simon (1997). q-distributions and Markov processes, Discrete Math., 170, 81–98.
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Théor. Appl., 25, 43–48.

[18] P. Kirschenhofer, H. Prodinger, and W. Szpankowski (1994). Digital search trees again revisited: the internal
path length perspective, SIAM J. Comput., 23, 598–616.

[19] G. Louchard and H. Prodinger (2006). Asymptotics of the moments of extreme-value related distribution func-
tions, Algorithmica, 46, 431–467.

[20] G. Louchard and H. Prodinger (2008). Generalized approximate counting revisited, Theoret. Comput. Sci., 391,
109–125.

[21] S. A. Mitchell and D. M. Day (2011). Flexible approximate counting, In 15th International Database Engineer-
ing & Applications Symposium, IDEAS 2011, 233–239.

[22] R. Morris (1978). Counting large numbers of events in small registers, Comm. ACM, 21, 840–842.

[23] F. W. J. Olver. Asymptotics and Special Functions. Academic Press, 1974.

[24] H. Prodinger (1992). Hypothetic analyses: approximate counting in the style of Knuth, path length in the style
of Flajolet, Theoret. Comput. Sci., 100, 243–251.

[25] H. Prodinger (1994). Approximate counting via Euler transform, Math. Slovaka, 44, 569–574.

[26] H. Prodinger (2011). Digital search trees with m trees: level polynomials and insertion costs, Discrete Math.
Theor. Comput. Sci., 13, 1–8.

[27] H. Prodinger (2012). Approximate counting with m counters: a detailed analysis, Theoret. Comput. Sci., in
press.

[28] P. Robert (2005). On the asymptotic behavior of some algorithms, Random Structures Algorithms, 27, 235–250.

[29] W. A. Rosenkrantz (1987). Approximate counting: a martingale approach, Stochastics, 20, 111–120.

[30] K. Simon (1988). Improved algorithm for transitive closure on acyclic digraphs, Theoret. Comput. Sci., 58,
325–346.

118 11 Approximate counting via the Poisson-Laplace-Mellin Method

Stellenbosch University  https://scholar.sun.ac.za



Approximate counting with m counters: a probabilistic

analysis
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Abstract

Motivated by a recent paper by Cichoń and Macyna [1], who introduced m counters (instead of
just one) in the approximate counting scheme first analysed by Flajolet [2], we analyse the moments
of the sum of the m counters, using techniques that proved to be successful already in several other
contexts [11].

Keywords: Approximate counting, Moments, dominant and fluctuating components, Complex
analysis, Product of Fourier series.

1 Introduction

Approximate counting is a technique that was first analysed by Flajolet [2]; some subsequent papers [6,
12, 13, 14] added to the analysis.

A counter C is kept, and each time an item arrives and needs to be counted, a random experiment
is performed; if the current value of the counter is i, then with probability 2−i the counter is increased
by 1, otherwise it keeps its value; at the beginning, the counter value is C = 1. After n random
increments, the value of the counter is typically close to log2 n, and the cited papers contain exact
and asymptotic values for average and variance. For instance, Flajolet [2] gives the dominant constant
part of mean and variance and the periodic part of the mean.

Very recently, Cichoń and Macyna [1] used this idea as follows: Instead of one counter, they keep
m counters, where m ≥ 1 is an integer. For our subsequent analysis we will assume that m is fixed.
When a new element arrives (and needs to be counted), it is randomly (with probability 1

m) assigned
to one of the m counters, and then the random experiment is performed as usual. The parameter that
Cichoń and Macyna are interested in is the total number of changes of any counter. In other words,
if we (for convenience) assume that the initial setting of a counter to the value 1 counts as a change,
Cichoń and Macyna are interested in the sum of the values of the m counters.

The paper [16] provided the first analysis of Cichoń and Macyna’s scheme: Based on exact expres-
sions, asymptotics for expectation and variance are derived with Rice’s method. There is a price to be
paid for dealing with these exact expressions, as there are computational hardships to be dealt with.
Let us also mention Fuchs, Lee and Prodinger [4] who analyze this algorithm via the Poisson-Laplace-
Mellin method. In the present paper, the approach is different: Going to approximations immediately,
one loses exact expressions, but on the other hand the computations become much more manageable,
so that one can go to higher moments, which we do here, mostly, to show the power of the method.

The new interest in approximate counting that Cichoń and Macyna’s scheme initiated, motivated
us to provide this paper: We had a long report [10] on asymptotics of the moments of extreme-value
related distribution functions, but had to shorten it in order to get it published [11]; and the analysis
of classical approximate counting had to be left out. We present it here, together with additional

∗Université Libre de Bruxelles, Département d’Informatique, CP 212, Boulevard du Triomphe, B-1050 Bruxelles,
Belgium, email: louchard@ulb.ac.be
†University of Stellenbosch, Mathematics Department, 7602 Stellenbosch, South Africa, email: hproding@sun.ac.za
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material that deals with the m counters (instead of just one, as in the classical case). We also present
new simplifications of products of some Fourier series.

Let J(m,n) be the random variable (RV): “total value of the counter after n items have arrived”;
we can write J(m,n) =

∑m
1 Ji(n) where Ji(n) is related to the ith counter. When we have only one

counter, we can just write J(n).
The most important motivation of the paper is to compute the asymptotic distribution and the

moments of J(m,n). The asymptotic distribution is related to the extreme-value Gumbel distribution
function (DF): exp(− exp(−x)). The moments are usually given by a dominant part and a small
fluctuating part. There we use Laplace and Mellin transforms and singularity analysis.

Our aim is to derive an (almost) purely mechanical computation of dominant and fluctuating
components, with the help of computer algebra systems (we use Maple here). As an example, we
provide the first four moments, (even the third moment is very rarely computed in the literature) but
the treatment is completely automatic (with some human guidance of course). The fourth moment
is particularly interesting: it presents a wide variety of combinatorial and mathematical constants as
well as several types of Fourier series (including products of them).

A last but not least motivation is to simplify the analytic treatment by using only easy complex
analysis: only simple poles are needed, and we do not use alternating series (so we do not need Rice’s
formula). A small number of analytic functions are the only tools we need. This should be compared
with the complicated techniques sometimes used in previous papers.

We have uniform integrability for the moments of our RV’s. To show that the limiting moments
are equivalent to the moments of the limiting distributions, we need a suitable rate of convergence.
This is related to a uniform integrability condition (see Loève [8, Section 11.4]).

The total error term related to our asymptotics of moments is detailed in [11]; it is given by
O(n−C), where C is some constant.

Another technical point of interest are the periodic oscillations that always occur in approximate
counting and related questions: When one goes for higher moments, there are many extra terms
coming in, making the Fourier coefficients very complicated. In particular, there are high powers of
some (simple) periodic functions. We present a technique to bring the Fourier coefficients of these into
some standard form, using residue calculus. With a suitable function, the residues on the imaginary
axis correspond to the convolution of two Fourier series, and, instead of them, one can collect the
residues on the real axis. While we are convinced that this always works in our instances, we refrained
from rewriting all Fourier coefficients occurring in the fourth moment. This can be done with some
patience, but the interest in it is limited, as it would just fill many pages.

To summarize, we had several motivations to write this paper:

� show the power of the method we introduced in [11]

� present, with great details, the analysis of classical Approximate counting

� give new simplifications of product of some Fourier series

� analyze, with precision, Approximate counting with m counters

The paper is organized as follows: Definitions, notations and known properties are recalled in
Section 2. Classical approximate counter (1 counter) is analyzed in Section 3. The case of m counters
is considered in Section 4. The asymptotic moments of J(n) are given in Section 5. Section 6 concludes
the paper.

2 Definitions, notations and known properties.

Let us first give the notations we will use throughout the paper.

L := ln 2,

2
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log := log2,

ε := small real > 0,

α̃ := α/L,

Q(j) :=

j∏

k=1

(1− 2−k), Q(0) = 1,

Q := Q(∞) = 0.288788095087 . . . ,

R(j) :=
(−1)j+1

2j(j+1)/2Q(j)
, R(0) = −1,

χl :=
2πil

L
,

ρ1 :=
∑

l 6=0

Γ(χl)ψ(χl)e
−2lπi logn,

ρ2 :=
∑

l 6=0

Γ(χl)ψ(χl)
2e−2lπi logn,

ρ3 :=
∑

l 6=0

Γ(χl)ψ(χl)
3e−2lπi logn,

ρ4 :=
∑

l 6=0

Γ(χl)ψ(1, χl)e
−2lπi logn.

These functions appear in many analyses of algorithms (see, for instance, Flajolet [2], Flajolet and
Sedgewick [3], Hwang et al. [5], Louchard [9], Louchard and Prodinger [11]).

The following facts will be frequently used:

Q(i) ≥ Q,
(1− u)n = e−nu

[
1− nu2/2 +O(nu3)

]
, u ∈ ]0, 1[ .

For the integer-valued RV J (from now on, we drop i and n from Ji(n) in order to ease the notation;
J is now related to one counter, with n items), we set

p(j) := P(J = j), P (j) := P(J ≤ j).

Setting η = j − log n, we will first compute f and F such that

p(j) ∼ f(η), P (j) ∼ F (η), n→∞,

and, of course,
f(η) = F (η)− F (η − 1).

Asymptotically, the distribution will be a periodic function of the fractional part of log n. The dis-
tribution P (j) does not converge in the weak sense, it does however converge along subsequences nm
for which the fractional part of log nm is constant. This type of convergence is not uncommon in the
Analysis of Algorithms. Many examples are given in [11].

Next, we must check that

E
(
Jk
)

=
∑

j

jkp(j) ∼
∑

j

(η + log n)kf(η), (1)

by computing a suitable rate of convergence. This is related to a uniform integrability condition (see
Loève [8, Section 11.4].)

3
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3 Classical approximate counting (one counter). Analysis of J(n).

In this section, we provide the asymptotic distribution and the first four asymptotic moments of the
RV J(n) based on n items. From Flajolet [2, Proposition 1], we have

p(j) =

j−1∑

k=0

2k
−R(k)

Q(j − 1− k)
(1− 1/2j−k)n. (2)

Letting η = j − log n, this leads in a natural way to

f(η) =

∞∑

k=0

2k
−R(k)

Q
exp(−2−η+k).

(Compare also [6, 13, 14].) It has been pointed out in [9] that it has some similarities with the Digital
Search Tree distribution. Actually, as noticed by S. Janson (private communication), the distribution
for approximate counting is the same as for unsuccessful search in Digital Search Trees (not only
asymptotically).

The rate of the convergence problem is completely solved in Flajolet [2]. Also, we obtain by
summing

P (j) = −
j−1∑

k=0

j∑

u=k+1

2k
R(k)

Q(u− 1− k)
(1− 1/2u−k)n,

F (η) = −
∞∑

k=0

2k
R(k)

Q

∞∑

i=k

exp(−2−η+i). (3)

We note that the algorithm can be generalized by changing the base. The analysis is quite similar,
and we won’t provide details here.

The first three asymptotic moments are given in our unpublished report [10]. We take the oppor-
tunity to present them here, with some complements. In particular we analyze the product of Fourier
series, which leads to convolutions of the coefficients. In order to show the power of the methods we
use, we also give the fourth moment. Using the techniques we described in our published paper [11],
we proceed as follows.

3.1 Some preliminary identities

Some preliminary identities are necessary.
Using a classical Euler identity, we will derive several summation formulae. This identity is

∞∏

k=0

(1 + qkz) =
∞∑

i=0

ziqi(i−1)/2/Q(i).

(for a simple proof, see Knuth [7, Ex 5.1.1–16]). Set

Π∗ :=
∞∏

k=1

(1 + qkz),

Π = (1 + z)Π∗,

Σk := (k − 1)!

∞∑

i=1

qki/(1 + zqi)k.

It is not hard to see that, with z = −1, q = 1/2, we get the following expansions

Π∗ → Q, Σ1 → C1, Σ2 → C2, Σ3 → 2!C3, Σ4 → 3!C4,
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with the abbreviations

Ck :=
∞∑

j=1

1

(2j − 1)k
.

Now we want to compute sums of type

Uk :=

∞∑

i=0

ik2iR(i).

We obtain
Π∗
′

= Σ1Π
∗, Π′ = Π∗ + (1 + z)Σ1Π

∗,

and setting z = −1, q = 1/2, we derive U1 = Q. Similarly, set T1 := zΠ′, compute T ′1, etc. With the
same procedure, we obtain:

U2 = −Q(−1 + 2C1),

U3 = Q(1− 6C1 − 3C2 + 3C2
1 ),

U4 = −Q(−1 + 14C1 + 18C2 − 18C2
1 + 8C3 − 12C1C2 + 4C3

1 ),

U5 = Q(1− 30C1 − 75C2 + 75C2
1 − 80C3 + 120C1C2 − 40C3

1 − 30C4 + 40C1C3

+ 15C2
2 − 30C2

1C2 + 5C4
1 ). (4)

All these values are actually necessary here. Also

U0 = 0; (5)

this is Equation (21) in Flajolet [2]. More generally, setting z = −2k, q = 1/2 in Π, we derive

∞∑

i=0

2(k+1)iR(i) = 0. (6)

3.2 “Slow increase property”

It will appear that all functions we use here are analytic (in some domain), depending on classical
functions such as Γ, ζ, ψ(k, s) (the (k + 1)-gamma function).

But we know that Γ(s) decreases exponentially in the direction i∞:

|Γ(σ + it)| ∼
√

2π|t|σ−1/2e−π|t|/2.
Also, we have a “slow increase property” for all functions we encounter: let s = σ + it,

|ζ(s)| = O(|t|1−σ), σ < 1.

We will also use the function H2(−Ls), with

H2(α) :=
∞∑

k=0

eαk2kR(k).

To analyze this function, we use the “sum splitting technique” as described in Knuth [7, p. 131], and
used in Flajolet [2]: let σ > −1 and ρ(x) be an increasing function.

For k < ρ(|s|), the contribution is bounded by

ρ(|s|) sup
0≤k≤ρ(|s|)

( 1

2σk+k2

)
= O

(
1 + ρ(|s|)2ρ(|s|)

)
;

for k ≥ ρ(|s|), the contribution is bounded by

∞∑

k=ρ(|s|)

2k

2k2
= O

( 2ρ(|s|)

22ρ(|s|)

)
.

Choosing ρ(x) = log x insures the slow increase property.

5
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3.3 The asymptotic moments

The detailed proofs of relations (7) to (15) are given in [11]. Let an (integer-valued) RV K be such
that P(K − log n ≤ η) ∼ F (η), where F (η) is the DF of a continuous RV Z with mean m1, second
moment m2, variance σ2 and centered moments µk. Assume that F (η) is either an extreme-value DF
or a convergent series of such and that (1) is satisfied. Let

ϕ(α) = E(eαZ) = 1 +
∞∑

k=1

αk

k!
mk = eαm1λ(α), (7)

say, with

λ(α) = 1 +
α2

2
σ2 +

∞∑

k=3

αk

k!
µk. (8)

Also

ϕ(α) =

∫ +∞

−∞
eαηF ′(η)dη = −α

∫ +∞

−∞
eαηF (η)dη, (9)

with suitable boundary conditions (which are satisfied in all examples we present). This gives here,
for K = J(n),

ϕ(α) = −H2(α)Γ(1− α̃)

Q(1− eα)
, <(α) < L,

and

H2(α) :=

∞∑

k=0

eαk2kR(k).

This leads to (we give only the first two expressions for mi)

m1 =
γ

L
− C1,

m2 =
π2 + 6γ2

6L2
− 2γC1

L
− C2 + C2

1 − C1,

µ2 = σ2 =
π2

6L2
− C1 − C2,

µ3 =
2ζ(3)

L3
− 2C3 − 3C2 − C1,

µ4 = 3C2
1 − C1 − 7C2 − 12C3 + 3C2

2 −
π2C1

L2
+ 6C1C2 −

π2C2

L2
+

3π4

20L4
− 6C4.

Let w, κ’s (with or without subscripts) denote periodic functions of log n, with period 1 and with
usually small mean and amplitude. Actually, these functions depend on the fractional part of log n:
{log n}.

The moments of J(n)− log n are asymptotically given by m̃i + wi, where the generating function
of m̃i is given by

φ(α) :=

∫ ∞

−∞
eαηf(η)dη = 1 +

∞∑

i=1

αi

i!
m̃i = ϕ(α)

eα − 1

α
. (10)

This leads to

m̃1 =
1

2
− C1 +

γ

L
,

m̃2 =
π2 + 6γ2

6L2
+
γ − 2γC1

L
+

1

3
− 2C1 − C2 + C2

1 .

More generally, the centered moments of J(n) are asymptotically given by µi = µ̃i + κi, with the
asymptotic dominant centered moment generating function given by

6
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Θ(α) := 1 +
∞∑

k=2

αk

k!
µ̃k =

2

α
sinh(α/2)λ(α). (11)

The neglected part is of order 1/nβ with 0 < β < 1. We derive, with (4), the following result about
these centered moments.

Theorem 3.1 The asymptotic dominant parts of the centered moments of J(n) are given by

µ̃2 =
π2

6L2
+

1

12
− C1 − C2,

µ̃3 =
2ζ(3)

L3
− 2C3 − 3C2 − C1,

µ̃4 =
1

80
+ 3C2

1 −
3C1

2
− 15C2

2
− 12C3 − 6C4 +

3π4

20L4

+
π2

12L2
+ 6C1C2 −

π2C1

L2
− π2C2

L2
+ 3C2

2 .

Note that
Θ(α) = φ(α)e−αm̃1 .

Now
E(J(n)− log n)k ∼ m̃k + wk,

with

wk =
1

L

∑

l 6=0

Υ∗k(χl)e
−2lπi logn, (12)

and
Υ∗k(s) = L φ(k)(α)

∣∣∣
α=−Ls

. (13)

With (5), we check that we have no singularity of φ(k), k > 0, at α = 0. The fundamental strip for
(13) is <(s) ∈ 〈−1, 0〉. We first obtain

w1 = − 1

L

∑

l 6=0

Γ(χl)e
−2lπi logn.

m̃1, µ̃2 and w1 are identical to the expressions given in Flajolet [2].
To compute the periodic components κi to be added to the centered moments µ̃i, we first set

m1 := m̃1 + w1.

Now, we start from

φ(α) := 1 +

∞∑

k=1

αk

k!
m̃k = ϕ(α)

eα − 1

α
.

We replace m̃k by m̃k + wk, leading to

φp(α) = φ(α) +

∞∑

k=1

αk

k!
wk.

But it is easy to check that ∑

l 6=0

φ(−Lχl)e−2lπi logn = 0,

so we obtain

φp(α) = φ(α) +
∞∑

k=0

∑

l 6=0

φ(k)(α)
∣∣∣
α=−Lχl

e−2lπi logn
αk

k!

7
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= φ(α) +
∑

l 6=0

φ(α− Lχl)e−2lπi logn. (14)

Finally, we compute

Θp(α) = φp(α)e−αm1 = 1 +
∞∑

k=2

αk

k!
(µ̃k + κk) = Θ(α) +

∞∑

k=2

αk

k!
κk, (15)

leading to the (exponential) generating function of κk. By expansion and taking differences, we have
a result about the oscillating parts.

Theorem 3.2 The asymptotic oscillating parts of the centered moments of J(n) are given by

κ2 = −w2
1 −

2γw1

L
+

2

L2
ρ1,

κ22 = w4
1 +

4γ2w2
1

L2
+

4

L4
ρ21,

+
4γw3

1

L
− 4w2

1

L2
ρ1 −

8w1

L3
ρ1,

κ3 =
4L2w2

1 + 12w1Lγ + 6γ2 − π2
2L2

w1 −
6(γ + w1L)

L3
ρ1

− 3

L3
ρ2 −

3

L3
ρ4,

κ4 = w1

[
−w1/2 +

12γC2

L
+

12γC1

L
− 3w3

1 +
π2w1

L2
− 8ζ(3)

L3

+ 6C1w1 + 6w1C2 −
12γ2w1

L2
− 4γ3

L3
− 12w2

1γ

L
− γ

L

]

+
L2 − 12C2L

2 − 12C1L
2 + 24γw1L+ 12w2

1L
2 + 12γ2

L4
ρ1

+
12

L4

∑

l 6=0

e−2lπi lognψ(χl)ψ(1, χl)Γ(χl) +
12(w1L+ γ)

L4
ρ4

+
4

L4

∑

l 6=0

e−2lπi lognψ(2, χl)Γ(χl) +
4

L4
ρ3

+
12(w1L+ γ)

L4
ρ2.

All algebraic manipulations of this paper are mechanically performed by Maple.1

3.4 The corrections

Products of Fourier series do have a constant term, even if the factors do not. This term must be
included in the dominant part of our moments. This is the object of the present subsection.

We denote by [f ]k the coefficient of e−2kπi logn in the Fourier expansion of f .
In [11], we have proved the following relations

c1[0] := [w2
1]0 =

1

L2

∑

k 6=0

Γ(−χk)Γ(χk) = − 2

L
D − 11

12
+

π2

6L2

with

D :=
∑

l≥1

(−1)l

l(2l − 1)
.

1Γ′(x) = Γ(x)ψ(x), Γ′′(x) = Γ(x)ψ(1, x) + Γ(x)ψ2(x), Γ′′′(x) = Γ(x)ψ(2, x) + 3Γ(x)ψ(1, x)ψ2(x) + Γ(x)ψ3(x) etc.
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The coefficient c1[k] of e−2kπi logn in the Fourier expansion of w2
1 is given by

c1[k] =
1

L2

∑

j 6=0, 6=k
Γ(−χj)Γ(χk + χj)

=
2

L

∑

l≥1

(−1)lΓ(χk + l)

l!(2l − 1)
+

2

L2
Γ(χk)

(
ψ(χk) + γ

)
,

c2[0] := [w3
1]0 = 1 +

2ζ(3)

L3
+

1

L
D − 6

L2
D1 −

2 log 3

L
− 2

L
D2,

with

D1 =
∑

l≥1

(−1)lHl−1
l(2l − 1)

,

D2 =
∑

l,j≥1

(−1)l+j

(l + j)(2l − 1)

[
1

2j − 1
+

1

2j+l − 1

](
l + j

j

)
.

This has been checked numerically and gives the tiny value −9.428177× 10−25.
The coefficient c2[k] of e−2kπi logn in the Fourier expansion of w3

1 is given by

c2[k] = −





2

L3

[
2L
∑

l≥1

(−1)l

l!(2l − 1)
Γ(l + χk)

(
ψ(l + χk) + γ

)
− L2

∑

l≥1

(−1)lΓ(l + χk)

l!

2l

(2l − 1)2

+
1

12

(
18Ψ(1, χk) + 18

(
ψ(χk) + γ

)2 − 11L2 − π2
)

Γ(χk)

]

+
2

L2

∑

l≥1

(−1)l

l!(2l − 1)

[
L
∑

h≥0

(−1)h

h!(2h+l − 1)
Γ(h+ l + χk) + L

∑

h≥1
Γ(l + h+ χk)

(−1)h

h!(2h − 1)

+ LΓ(l + χk)2
−l − LΓ(l + χk)− (l − 1)!Γ(χk) + Γ(χk)

(
ψ(χk) + γ +

L

2

)]

+

[
π2

6L3
+

1

12L
− 1

L
− 2

L2

∑

l≥1

(−1)l−1

l(2l − 1)

]
Γ(χk)



 .

For a complete description of the Fourier coefficients of the oscillations occurring in the third and
fourth moment, we need the following expressions (note that Maple splits the higher derivatives of the
Gamma function; if one could rework that, one could reduce the number of necessary expressions):

c3[0] := [w1ρ1]0 , c4[0] := [w4
1]0, c5[0] :=

[
(ρ1)

2
]
0
, c6[0] :=

[
w2
1ρ1
]
0
,

c7[0] := [w1ρ4]0 , c8[0] := [w1ρ2]0 , c3[k] := [w1ρ1]k , c4[k] := [w4
1]k,

c5[k] :=
[
(ρ1)

2]
k
, c6[k] :=

[
w2
1ρ1
]
k
, c7[k] := [w1ρ4]k , c8[k] := [w1ρ2]k .

We will show now how to “compute” some Fourier coefficients we need. “Computing” is perhaps
a very ambitious word, it might be better replaced by “rewriting”. We have

w1 = − 1

L

∑

k 6=0

Γ(χk)e
−2πikx,

and higher powers have convolutions as coefficients:

w4
1 =

1

L4

∑

k 6=0

∑

k1+k2+k3+k4=k

Γ(χk1)Γ(χk2)Γ(χk3)Γ(χk4)e−2πikx,
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and none of the k1, . . . , k4 is allowed to be zero. The only thing that we are able to achieve is to have
only one Gamma-term in the (multiple) sum, where a typical term might look like

∑

j1+···+jt=j
C

(1)
j1
. . . C

(t)
jt

Γ(s)(χk + j)e−2πikx.

Such a representation is not a priori better than the straight-forward convolution, but we will sketch
now how to achieve them. One (small) advantage is that the zeroth term can be explicitly determined,
and extracted, and what is left is then oscillating around zero.

As an example, we consider

W := w2
1 − [w2

1]0 =
∑

k 6=0

c1[k]e−2πikx,

with

c1[k] =
2

L

∑

l≥1

(−1)lΓ(χk + l)

l!(2l − 1)
+

2

L2

(
Γ′(χk) + γΓ(χk)

)
.

Let us discuss W 2. It is clear that the convolution of W with itself contains already several terms.
For instance,

[W 2]0 =
4

L2

∑

j,l≥1

(−1)j+l

j!(2j − 1)l!(2l − 1)

∑

k 6=0

Γ(−χk + j)Γ(χk + l)

+
8

L3

∑

l≥1

(−1)l

l!(2l − 1)

∑

k 6=0

Γ(−χk + l)
(

Γ′(χk) + γΓ(χk)
)

+
4

L4

∑

k 6=0

(
Γ′(−χk) + γΓ(−χk)

)(
Γ′(χk) + γΓ(χk)

)
.

We would like to demonstrate how to rewrite the k-sums in these expressions. The survey paper [15]
has many similar examples. The approach we found most versatile is via residue calculus. One writes
a suitable function, computes all the residues in the complex plane, and the sum of them is zero.
There are of course some technical subtleties, like showing that integral tends to zero for larger and
larger radii, and also there are usually some series that do not converge absolutely. The suitable limit
of them is the Abel limit, i.e., consider a power series in x, and let x tend to a point at the boundary
of convergence. Here, we want to concentrate on the computational part only.

The function that is suitable for the first part is

L

2z − 1
Γ(j − z)Γ(l + z).

A first contribution comes from the poles at z = χk:

S1 =
∑

k∈Z
Γ(j − χk)Γ(l + χk).

The next contribution stems from the poles at z = j, j + 1, . . . :

S2 = (l + j − 1)!L
∑

h≥0

(−1)h−1

2j+h − 1

(
l + j + h− 1

h

)
.

Now we look at the poles at z = −l,−l − 1, . . . :

∑

h≥0

L

2−l−h − 1
Γ(j + l + h)

(−1)h

h!
.
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This series does not converge absolutely. It is best to pull out the “bad” part, which leads to two
contributions:

S3 = (l + j − 1)!L
∑

h≥0

(−1)h−1

2l+h − 1

(
l + j + h− 1

h

)
,

S4 = (l + j − 1)!L
∑

h≥0
(−1)h−1

(
l + j + h− 1

h

)
.

As announced, we must interpret S4 as a limit:

S4 = −(l + j − 1)!L lim
x→1

∑

h≥0
(−x)h

(
l + j + h− 1

h

)
= −(l + j − 1)!L2−l−j .

Altogether we found

∑

k 6=0

Γ(j − χk)Γ(l + χk) = −(j − 1)!(l − 1)!− (l + j − 1)!L
∑

h≥0

(−1)h−1

2j+h − 1

(
l + j + h− 1

h

)

− (l + j − 1)!L
∑

h≥0

(−1)h−1

2l+h − 1

(
l + j + h− 1

h

)
+ (l + j − 1)!L2−l−j .

Now, let us look at ∑

k 6=0

Γ(−χk + l)
(

Γ′(χk) + γΓ(χk)
)
.

The proper function is
L

2z − 1
Γ(−z + l)

(
Γ′(z) + γΓ(z)

)
.

The poles at z = χk, k 6= 0, lead to

S1 =
∑

k 6=0

Γ(−χk + l)
(

Γ′(χk) + γΓ(χk)
)
.

The pole at z = 0 leads to

S2 = Γ(l)
(π2 − L2

12
− γ2

2
− Lγ

2

)
− Γ′(l)

(
γ +

L

2

)
− 1

2
Γ′′(l).

The poles at z = l, l + 1, . . . lead to

S3 = L
∑

h≥0

1

2l+h − 1

(−1)h

h!

(
Γ′(l + h) + γΓ(l + h)

)

= L
∑

h≥0

1

2l+h − 1

(−1)h(l + h− 1)!

h!
Hl+h.

The poles at z = −1,−2, . . . lead to

−
∑

h≥1

L

1− 2−h
Γ(h+ l)

(−1)hγ

h!

= −Lγ
∑

h≥1

1

2h − 1

(−1)h(l + h− 1)!

h!
+ Lγ(1− 2−l).

Therefore

∑

k 6=0

Γ(−χk + l)
(

Γ′(χk) + γΓ(χk)
)

= −Γ(l)
(π2 − L2

12
− γ2

2
− Lγ

2

)
+ Γ′(l)

(
γ +

L

2

)
+

1

2
Γ′′(l)
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− L
∑

h≥0

1

2l+h − 1

(−1)h(l + h− 1)!

h!
Hl+h + Lγ

∑

h≥1

1

2h − 1

(−1)h(l + h− 1)!

h!
− Lγ(1− 2−l).

Finally, let us consider

∑

k 6=0

(
Γ′(−χk) + γΓ(−χk)

)(
Γ′(χk) + γΓ(χk)

)
.

The function of interest is

L

2z − 1

(
Γ′(−z) + γΓ(−z)

)(
Γ′(z) + γΓ(z)

)
.

The poles at z = χk, k 6= 0, lead to

S1 =
∑

n6=0

(
Γ′(−χk) + γΓ(−χk)

)(
Γ′(χk) + γΓ(χk)

)
.

The pole at z = 0 leads to

S2 = −11π4

360
− L2π2

72
− L4

720
.

The poles at z = 1, 2, . . . lead to

S3 = Lγ
∑

h≥1

(−1)h−1Hh

h(2h − 1)
.

The poles at z = −1,−2, . . . lead to

S3 = −Lγ
∑

h≥1

(−1)hHh

h(1− 2−h)

= Lγ
∑

h≥1

(−1)h−1Hh

h(2h − 1)
− Lγ

∑

h≥1

(−1)h−1Hh

h
.

Altogether

∑

k 6=0

(
Γ′(−χk) + γΓ(−χk)

)(
Γ′(χk) + γΓ(χk)

)
=

11π4

360
+
L2π2

72
+
L4

720

− 2Lγ
∑

h≥1

(−1)h−1Hh

h(2h − 1)
+ Lγ

∑

h≥1

(−1)h−1Hh

h
.

The last alternating sum has a closed form evaluation:

∑

h≥1

(−1)hHh

h
=
L2

2
− π2

12
.

This gives us the constant term in w4
1:

c4[0] = [w4
1]0 =

(
2

L

∑

h≥1

(−1)h−1

h(2h − 1)
− 11

12
+

π2

6L2

)2

+
4

L2

∑

j,l≥1

(−1)j+l

j!(2j − 1)l!(2l − 1)

×
[
−(j − 1)!(l − 1)!− (l + j − 1)!L

∑

h≥0

(−1)h−1

2j+h − 1

(
l + j + h− 1

h

)

12
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− (l + j − 1)!L
∑

h≥0

(−1)h−1

2l+h − 1

(
l + j + h− 1

h

)
+ (l + j − 1)!L2−l−j

]

+
8

L3

∑

l≥1

(−1)l

l!(2l − 1)

×
[
−Γ(l)

(π2 − L2

12
− γ2

2
− Lγ

2

)
+ Γ′(l)

(
γ +

L

2

)
+

1

2
Γ′′(l)− Lγ(1− 2−l)

− L
∑

h≥0

1

2l+h − 1

(−1)h(l + h− 1)!

h!
Hl+h + Lγ

∑

h≥1

1

2h − 1

(−1)h(l + h− 1)!

h!

]

+
4

L4

[
11π4

360
+
L2π2

72
+
L4

720
− 2Lγ

∑

h≥1

(−1)h−1Hh

h(2h − 1)
− Lγ

(L2

2
− π2

12

)]
.

Although a few simplifications in this expression are still possible, it is clear that the complexity of
the expressions does not make it attractive enough to write more similar evaluations.

We can now compute the corrected values.

Theorem 3.3 Taking the contribution of products of Fourier series into account, the asymptotic
dominant and oscillating parts of the corrected centered moments of J(n) are given by

µ̃2,c = µ̃2 − c1[0] = 1− C1 − C2 + 2
D

L
,

µ̃3,c = µ̃3 + 2c2[0] +
6

L
γc1[0]− 6

L2
c3[0]

= −C1 +
6ζ(3)

L3
− 2C3 + 2 + 2

D

L
− 12

L2
D1 −

12

L2
γD − 11

2L
γ +

γπ2

L3
− 3C2 −

4

L
D2 −

4

L
log(3)

− 6

L2
c3[0],

µ̃4,c = µ̃4 −
1

2
c1[0]− 3c4[0] +

π2

L2
c1[0] + 6C1c1[0] + 6C2c1[0]

− 12

L2
γ2c1[0]− 12

L
γc2[0] +

24

L3
γc3[0] +

12

L2
c6[0] +

12

L3
c7[0] +

12

L3
c8[0]

κ2,c = −
∑

l 6=0

c1[l]e
−2lπi logn − 2γw1

L
+

2

L2
ρ1,

κ3,c = 2
∑

l 6=0

c2[l]e
−2lπi logn +

6

L
γ
∑

l 6=0

c1[l]e
−2lπi logn +

(6γ2 − π2)w1

2L2

− 6γ

L3
ρ1 −

6

L2

∑

l 6=0

c3[l]e
−2lπi logn

− 3

L3
ρ2 −

3

L3
ρ4,

κ4,c =

[
12γC2

L
+

12γC1

L
− 8ζ(3)

L3
− 4γ3

L3
− γ

L

]
w1

+
L2 − 12C2L

2 − 12C1L
2 + 12γ2

L4
ρ1

+
12

L4

∑

l 6=0

e−2lπi lognψ(χl)ψ(1, χl)Γ(χl) +
12γ

L4
ρ4

4

L4

∑

l 6=0

e−2lπi lognψ(2, χl)Γ(χl) +
4

L4

∑

l 6=0

ρ3

+
12γ

L4
ρ2

13
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− 1

2

∑

l 6=0

c1[l]e
−2lπi logn − 3

∑

l 6=0

c4[l]e
−2lπi logn +

π2

L2

∑

l 6=0

c1[l]e
−2lπi logn + 6C1

∑

l 6=0

c1[l]e
−2lπi logn

+ 6C2

∑

l 6=0

c1[l]e
−2lπi logn − 12

L2
γ2
∑

l 6=0

c1[l]e
−2lπi logn − 12

L
γ
∑

l 6=0

c2[l]e
−2lπi logn +

24

L3
γ
∑

l 6=0

c3[l]e
−2lπi logn

+
12

L2

∑

l 6=0

c6[l]e
−2lπi logn +

12

L3

∑

l 6=0

c7[l]e
−2lπi logn +

12

L3

∑

l 6=0

c8[l]e
−2lπi logn.

Note that µ̃2,c fits with the result given in [16].

4 m counters: asymptotic independence of the m counters

In this section, we analyze the asymptotic properties of the RV J(m,n).
We will prove that, asymptotically, the counters are independent with n/m items each. We must

analyze the random variable J(m,n) =
∑m

1 Ji(n) where Ji(n) has the distribution pη(j) with η is
now given by νi: the number of items arriving in counter i. The quantity νi is bin[ñ, ñ(1 − 1/m))]
with ñ := n/m. Actually, {ν1, . . . , νm} is given by a multinomial distribution. We know that we can
construct a “box”

[ñ− ñθ, ñ+ ñθ]m,
1

2
< θ < 1, (16)

such that, by large deviation analysis, the probability that {ν1, . . . , νm} is outside this box is bounded
by exp(−Cñ2θ−1). We will analyze

J(m,n)−m log(ñ) =
m∑

i=1

Xi, with Xi := Ji − log(ñ).

The rate of convergence is analyzed as follows.

4.1

Let us first assume that νi is exactly given by its mean ñ. As mentioned in the previous section, the
rate of convergence problem is solved in Flajolet [2].

4.2

Now we assume that we are inside the box (16). We drop the ˜ sign from ñ for convenience. Let
0 < ε < 1. We must bound

S2 :=
∑

j

jk
∣∣pn(j)− pn+ξnθ(j)

∣∣ ,

with |ξ| < 1. Note that n+ ξnθ = n[1 + ξnθ−1]. Set 1 > β > θ.

� For j < β log n, we have

2−η > n1−β,

|pn(j)| ≤ 1

Q2

∞∑

k=0

1

2k(k−1)/2
exp(−n1−β2k) = O(exp(−n1−β)),

|pn+ξnθ(j)| ≤
1

Q2

∞∑

k=0

1

2k(k−1)/2
exp(−n1−β(1 + ξnθ−1)2k) = O(exp(−n(1−β)(1−ε))),

|pn(j)− pn+ξnθ(j)| = O(exp(−n(1−β)(1−ε))).

14

132 12 Approximate counting with m counters: a probabilistic analysis

Stellenbosch University  https://scholar.sun.ac.za



� For β log n ≤ j < 2 log n, we have

2−η >
1

n
,

(1− 1/2j)n − (1− 1/2j)n+ξn
θ

= (1− 1/2j)n(1− (1− 1/2j)ξn
θ
) = O(nθ/2j).

We use again the “sum splitting technique.” Set r =
√

2 log n.

1. Truncating the sum in (2) to k ≥ r leads to an error E1:

E1 ≤
1

Q2

∞∑

k=r

1

2k(k−1)/2

[
exp(−2k

n
) + exp(−1 + ξnθ−1

n
2k)

]
= O

(
1

n

)

2. The remaining sum k ≤ r leads to

E2 ≤
1

Q2

r∑

k=0

1

2k(k−1)/2

[
(1− 1/2j−k)n − (1− 1/2j−k)n+ξn

θ
]

=

r∑

k=0

O(
nθ

2j−k
) = O(

1

n(β−θ)(1−ε)
).

� For j = 2 log n+ x, x ≥ 0, we set r =
√

2 log n+
√

2x. So 1/2r
2/2 ≤ 2−x/n. We proceed now as

in the second range

1.

E1 = O
(

2−x

n

)
.

2.

E2 ≤
1

Q2

r∑

k=0

1

2k(k−1)/2
nθ

2j−k
= O

(
nθ

n2(1−ε)2x(1−ε)

)
.

Now we come to S2. We get

S2 = O
(

(β log n)k+1 exp(−n(1−β)(1−ε))
)

+ (2 log n)k+1O
( 1

n(β−θ)(1−ε)

)

+O
(∑

x≥0
(2 log n+ x)kO

(2−x

n

))
= O

( 1

n(β−θ)(1−ε)

)
;

(not with the same ε, of course.)

4.3

Now we consider the case ν > n+ nθ. We will show that

S3 :=
∑

j

pν(j)jk exp(−Cn2θ−1)

is small. We notice that 1 < ν/n < m. But, by the rate of convergence proved in [2],
∑

j pν(j)jk is

asymptotically bounded by O((log ν)k) = O((log(nm))k) and S3 is asymptotically small.

4.4

The last case to consider is 0 < ν < n− nθ. We have here 0 < ν/n < 1. The analysis proceeds like in
the previous subsection. We therefore omit the details.

In conclusion, as S2 and S3 are asymptotically small, we can assume that νi can be deterministically
chosen as ñ for all i, and that the counters are asymptotically independent.
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5 m counters: asymptotic moments

If Ji are iid RV, with asymptotic centered moments µk = µ̃4 + κk, then J =
∑m

i=1 Ji has asymptotic
distribution given by the convolution f(η)(m), mean

m log(ñ) +mm1

and asymptotic centered moments µk(m) given by

µ2(m) = mµ2,

µ3(m) = mµ3,

µ4(m) = m[µ4 + 3(m− 1)µ2
2].

For µ2(m) and µ3(m), we immediately use µ2 and µ3. For µ4(m), we have µ2 = µ̃2 + κ2, so
µ2
2 = µ̃22 + κ22 + 2µ̃2κ2. Hence

µ̃4(m) = m[µ̃4 + 3(m− 1)µ̃22],

κ4(m) = m[κ4 + 3(m− 1)(κ22 + 2µ̃2κ2)].

Also, we have

[κ22]0 = c4[0] +
4γ2c1[0]

L2
+

4c5[0]

L4
+

4γc2[0]

L
− 4c6[0]

L2
− 8c3[0]

L3
,

[κ22]k = c4[k] +
4γ2c1[k]

L2
+

4c5[k]

L4
+

4γc2[k]

L
− 4c6[k]

L2
− 8c3[k]

L3
.

The corrected moments must now be computed. The interesting case is the fourth moment, since here
the dependency on m is more involved: we obtain our last theorem.

Theorem 5.1 Taking the contribution of products of Fourier series into account, the asymptotic
dominant and oscillating parts of the corrected fourth centered moment of J are given by

µ̃4,c(m) = m
[
µ̃4,c + 3(m− 1)µ̃22

]
+ 3m(m− 1)

[
[κ22]0 − 2µ̃2c1[0]

]
,

κ4,c(m) = m

[
κ4,c + 3(m− 1)

∑

l 6=0

[κ22]le
−2lπi logn + 3(m− 1)2µ̃2κ2,c

]
.

6 Conclusion

If we compare the approach in this paper with other ones that appeared previously, then we can notice
the following. Traditionally, one would stay with exact enumerations as long as possible, and only
at a late stage move to asymptotics. Doing this, one would, in terms of asymptotics, carry many
unimportant contributions around, which makes the computations quite heavy, especially when it
comes to higher moments. Here, however, approximations are carried out as early as possible, and
this allows for streamlined (and often automatic) computations of asymptotic distributions and higher
moments.
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WORDS CODING SET PARTITIONS

Kamilla Oliver, Helmut Prodinger

The words in the title are characterized by the fact that a smaller number

must (first) appear earlier than a larger number, and that all numbers 1, . . . , k

are present (for some k). Under the assumption that the letters are drawn

from a geometric distribution, the probability that a word of length n enjoys

these properties is determined, both exactly and asymptotically.

1. INTRODUCTION

For a set partition of {1, 2, . . . , n} into k blocks, a natural coding is as follows:
Element 1 is in block 1, and the smallest number not in block 1 is in block 2, and
the smallest number not in blocks 1 or 2, is in block 3, etc. In this way, to every
element i a number ai is attached, namely the block in which it lies. Writing
these numbers as a word a1 . . . an, the set partition is coded in a natural way. One
particular reference for this is [3].

Forgetting now about set partitions, we are talking about words where the
letters are the positive integers, and, assuming that k is the largest letter that
appears in the word, then the letters 1, . . . , k − 1 must also appear, and the word
has exactly k (strict) left-to-right maxima, which is the same as saying that, if
i < j, the first appearance of i is earlier than the first appearance of j. As one
referee has kindly pointed out, such words are known as restricted growth strings
in the literature [6].

Now we assign the (geometric) probability pqi−1 (where p+q = 1) to the letter
i and consider Pn, the probability that a random word of length n has the restricted
growth property. We are thus in the context of combinatorics of geometrically
distributed words, a series of papers started with [4] and continued by the second
writer as well as many others; a recent contribution is the paper [5].

2000 Mathematics Subject Classification. 00A05.
Keywords and Phrases. q-series, enumeration, asymptotics, periodic oscillation.
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The present question is not only appealing from a combinatorial point of view
(easy to formulate but not trivial to solve) but the approach used here (with the
parameter q) leads to “richer” results, and often the instance q = 1 corresponds to
the classical combinatorial instance, especially, when the parameter is of the order
statistics type.

We will prove the following theorems.

Theorem 1. The probability Pn that a random word of length n has the restricted
growth property is (exactly) given by

Pn = p

n−1∑

j=0

(−1)j
(
n− 1

j

)
qj(p; q)j .

Here we use the (standard) notation (x; q)m = (1−x)(1−xq) . . . (1−xqm−1).
We will also need the limit of it as m → ∞, denoted by (x; q)∞, as well as the
Gaussian q-binomial coefficients

[
n

k

]

q

:=
(q; q)n

(q; q)k(q; q)n−k
.

We need the following standard formulae:

N∑

k=0

[
N

k

]

q

(−1)kq

(
k
2

)
xk = (x; q)N ,

1

(w; q)∞
=

∑

n≥0

wn

(q; q)n
.

All this can be found in [1].

The asymptotic evaluation leads to our second theorem.

Theorem 2. The probability that a random word of length n has the restricted
growth property is asymptotically given by

Pn ∼ (p; q)∞
L(q; q)∞

Γ
( log p
log q

)
n
− log p

log q + n
− log p

log qΦ(logQ n),

where Φ(x) is a 1-periodic function with mean zero. The abbreviations Q = 1/q
and L = logQ are used. The function is given by its Fourier series

Φ(x) =
(p; q)∞
L(q; q)∞

∑

k 6=0

Γ

(
log p

log q
+

2πik

L

)
e−2πikx.

In the symmetric case p = q, this looks better:

1

L
n−1 + n−1Φ(log2 n).
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2. ANALYSIS

We use the natural decomposition

1{≤ 1}∗2{≤ 2}∗3{≤ 3}∗ . . . k{≤ k}∗,

which translates into

zp

1− (1− q)z

zpq

1− (1− q2)z
· · · zpqk−1

1− (1− qk)z
= zkpkq

(
k
2

) k∏

j=1

1

1− (1− qj)z
.

This has to be summed over all k, to get the generating function of the sought
probabilities (Pn is the coefficient of zn in this series):

∑

k≥1

zkpkq

(
k
2

) k∏

j=1

1

1− (1− qj)z
.

Substituting z = w/(w − 1), this becomes

∑

k≥1

wk(−1)kpkq

(
k
2

) k∏

j=1

1

1− wqj
=

∑

k≥1

wk(−1)kpkq

(
k
2

)

(wq; q)k
.

Reading off coefficients:

Pn = [zn]
∑

k≥1

wk(−1)kpkq

(
k
2

)

(wq; q)k

=
1

2πi

∮ ∑

k≥1

dz

zn+1

wk(−1)kpkq

(
k
2

)

(wq; q)k
by Cauchy’s integral formula

=
1

2πi

∮ ∑

k≥1

dw(1− w)n−1

wn+1

wk(−1)n−kpkq

(
k
2

)

(wq; q)k

=

n∑

k=1

[wn−k](1− w)n−1 (−1)n−kpkq

(
k
2

)

(wq; q)k

=

n∑

k=1

n−1∑

j=0

(
n− 1

j

)
(−1)j [wn−k−j ]

(−1)n−kpkq

(
k
2

)

(wq; q)k

=

n∑

k=1

n−1∑

j=0

(
n− 1

j

)
(−1)n−k−jpkq

(
k
2

)[
n− j − 1

k − 1

]

q

qn−k−j the known expansion

of the denominator

= p
n−1∑

j=0

(
n− 1

j

)
qn−j−1(−1)n−j−1

n−j−1∑

k=0

(−1)kpkq

(
k
2

)[
n− j − 1

k

]

q
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= p

n−1∑

j=0

(
n− 1

j

)
qn−j−1(−1)n−j−1(p; q)n−j−1

the sum is known

as Rothe’s sum

= p

n−1∑

j=0

(
n− 1

j

)
qj(−1)j(p; q)j .

Is there a more direct way to prove this formula?

Here is an example for n = 3; the words enjoying the restricted growth
property are 111, 112, 121, 122, 123, and they appear with probabilities p3, p3q, p3q,
p3q2, p3q3. And

p3 + p3q + p3q + p3q2 + p3q3 = p

2∑

j=0

(
2

j

)
qj(−1)j(p; q)j

= p
(
1− 2q(1− p) + q2(1− p)(1− pq)

)
.

For the asymptotic evaluation, we use the following integral representation
as in [2]:

p

n−1∑

j=0

(−1)j
(
n− 1

j

)
qj(p; q)j =

−p

2πi

∫

C
qz(p; q)z

Γ(n)Γ(−z)

Γ(n− z)
dz.

Here, C enclosed the poles 0, 1, . . . , n − 1 and no others, and the interpretation of
(p; q)z is

(p; q)z =
(p; q)∞
(pqz; q)∞

.

For the readers’ convenience we note that n! = Γ(n+ 1), and thus

Γ(n)Γ(−z)

Γ(n− z)
=

Γ(n)

(n− z − 1)(n− z − 2) · · · (−z)
=

(−1)n(n− 1)!

z(z − 1) · · · (z + 1− n)
.

Furthermore, the residue of this expression at z = k is

(−1)n(n− 1)!

k(k − 1) · · · 1 · (−1) · · · (k + 1− n)
=

(−1)k−1(n− 1)!

k!(n− 1− k)!
.

To get asymptotics, we extend the contour of integration and have to consider
the residues at the extra poles of

pqz(p; q)∞
(1− pqz)(pqz+1; q)∞

Γ(n)Γ(−z)

Γ(n− z)
.

The poles with largest real part leading to the dominant contribution are at

z = − log p

log q
+

2πik

log q
, for k ∈ Z.
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For k = 0 we get the interesting term, and the others define a small fluctuation
around this value. We find:

pq
− log p

log q+
2πik
log q (p; q)∞

L(pq
1− log p

log q− 2πik
L ; q)∞

Γ(n)Γ
(
log p

log q
+

2πik

L

)

Γ
(
n+

log p

log q
+

2πik

L

)

=
(p; q)∞

L(q1−
2πik
L ; q)∞

Γ(n)Γ
(
log p

log q
+

2πik

L

)

Γ
(
n+

log p

log q
+

2πik

L

) ∼
(p; q)∞Γ

(
log p

log q
+

2πik

L

)

L(q; q)∞
n
− log p

log q−
2πik
L .

The term k = 0 leads to

(p; q)∞Γ
(
log p

log q

)

L(q; q)∞
n
− log p

log q

and the other ones to n
− log p

log q Φ(logQ n), where Φ(x) is a 1-periodic function with

mean zero. Note that pq
−t

log p
log q+

2πik
log q = 1, which was used in these computations.
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Abstract

Words satisfying the restricted growth property

wk ≤ 1 + max{w0, . . . , wk−1}

are in correspondence with set partitions. Underlying the geometric dis-
tribution to the letters, these words are enumerated with respect to the
largest letter occurring, which corresponds to the number of blocks in the
set partition. It turns out that on average, this parameter behaves like
log1/q n, where q is the parameter of the geometric distribution.

1 Introduction

Set partitions of {1, . . . , n} can be coded by words w1 . . . wn, where the letters
are positive integers, and (with w0 = 0) the restricted growth property wk ≤ 1 +
max{w0, . . . , wk−1} holds for 1 ≤ k ≤ n; compare [8].

In [9], a study of such words was started where the letters have been equipped
with geometric probabilities pqk−1 for k = 1, 2, . . . and p + q = 1. If letters are
drawn independently, then for P (n), the probability that a word of length n has the
restricted growth property, an explicit and an asymptotic formula were found [9, 8]:

P (n) = p
n−1∑

j=0

(−1)j
(
n− 1

j

)
qj(p; q)j =

n∑

j=0

(−1)j
(
n

j

)
(p; q)j ,

∗ This author is supported by an incentive grant from the NRF of South Africa. This note
was prepared while he was a guest at the Academia Sinica in Taipei, Taiwan. The hospitality is
gratefully acknowledged.

14 Set partitions, words, and approximate counting with black holes 143

Stellenbosch University  https://scholar.sun.ac.za



304 HELMUT PRODINGER

with (x; q)n = (1 − x)(1 − xq) · · · (1 − xqn−1). This notation is used also for (x; q)∞
when the product is extended to infinity; see [1]. Further, with b = log p/ log q,
Q = 1

q
, L := logQ, χk =

2πik
L

,

P (n) =
(p; q)∞
L(q; q)∞

Γ(b)n−b + n−b (p; q)∞
L(q; q)∞

∑

k �=0

Γ(b+ χk)e
−2πik·logQ n +O(n−b−1).

Note that the series is a Fourier series and represents a (small) periodic function.
A convenient way to imagine the evolution of these probabilities is by a state

diagram as in Figure 1:

0 1 2 3 4 5
p pq pq2 pq3 pq4

1 − q 1 − q2 1 − q3 1 − q4 1 − q5

. . .

Figure 1: State diagram of the evolution of the probabilities of geometrically dis-
tributed words satisfying the restricted growth property.

The states (labelled 0, 1, . . . ) represent the largest letter seen so far, and the
restricted growth property only allows staying in such a state or advancing to the
state with label one higher. The edges are labelled with the probabilities to either
remain in a state or advance to the next one. Note that the sum of them, 1−qk+pqk =
1−qk+1 < 1, which means that in each state there is a chance to violate the restricted
growth property. We call this falling into a black hole. Reading further letters does
not help; there is no escape from a black hole.

In the recent paper [8], the analysis was extended, by computing, inter alia,
the probability P (n, k) to end up in state k after n random letters. Naturally,
P (n) =

∑
k P (n, k). Although it was not mentioned explicitly, the method to derive

P (n, k) is one that is very common when one analyzes digital search trees ; see [3]. It
is worthwhile to mention that k represents the number of blocks of the set partition
corresponding to the word with the restricted growth property.

The state diagram as mentioned is, however, not uncommon in the literature. It
resembles the one appearing in approximate counting :

In approximate counting, one is interested in the state one is in after n random
steps. This state number is interpreted as the value of a certain counter. This model
was first analyzed by Flajolet in [2] and remains popular to this day; [6] is a recent
example, and it contains many backward pointers to the literature. Flajolet derived
explicit expressions to reach state k after n random steps, and computed expectation
and variance of this parameter.

Since we know so much about approximate counting and the situation is so sim-
ilar, it should be possible to gain some additional insight to the analysis of the
restricted growth model. This is indeed the motivation for the present note: while
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0 1 2 3 4 5
1 q q2 q3 q4

1 − q 1 − q2 1 − q3 1 − q4 1 − q5

. . .

Figure 2: State diagram of the evolution of the counter in approximate counting.
Normally, the (deterministic) initial step from state 0 to state 1 is not shown.

approximate counting might be known to some people in theoretical computer sci-
ence, it is most likely new to the combinatorics community who reads this journal.
As a general reference for the methods we are using, we cite the book [5] which
represents the state of the art in analytic combinatorics and its applications to the
analysis of algorithms.

The discussion given thus far motivates the catchy nickname approximate count-
ing with black holes ; for completeness, one might think about an extra state (the
black hole) in which one falls from each other state k with the appropriate proba-
bility qk+1, when the restricted growth property is violated for the first time. And,
naturally, one cannot escape from the black hole.

The quantities

P (n, k)

P (n)

sum to 1 and define a probability distribution. We will, in the next section, (re)derive
an explicit formula for P (n, k) and then study the average value of the probability
distribution just described. This answers the question “Which state does one reach,
on average, after n random steps, subject to the condition that the random word
satisfies the restricted growth property?” Higher moments could also be studied, but
we refrain from doing that for the sake of brevity.

We cite here the average value Cn in approximate counting; Flajolet only gave it
for p = q = 1

2
, but the analysis is easily extended:

Cn = logQ n− α +
γ

L
+

1

2
− 1

L

∑

k �=0

Γ(χk)e
−2πik·logQ n + O(

1

n
),

where γ is Euler’s constant and

α =
∑

k≥1

qk

1− qk
.

Within this range of accuracy, it does not matter whether one has one extra step in
the beginning or not.
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2 Analysis of approximate counting with black holes

In [8] is was shown that

P (n, k) = pqk−1P (n− 1, k − 1) + (1− qk)P (n− 1, k), P (0, 0) = 1.

This recursion is immediately understood when looking at the state diagram and
how one can reach state k using the nth letter.

In the relatively recent paper [7], we collected many old and new results and
techniques. We will rederive a formula for P (n, k) following a technique presented
there. Set

F (z, u) =
∑

n,k

znukP (n, k);

then the recursion translates into the functional equation

F (z, u)− 1 = pzuF (z, qu) + zF (z, u)− zF (z, qu).

We want to solve this equation by iteration. However, since F (z, u) = 1 + · · · , this
does not work. Thus we define G(z, u) := F (z, u)− 1 and rewrite the equation:

G(z, u) = pzu+ pzuG(z, qu) + zG(z, u)− zG(z, qu),

which can now be iterated:

G(z, u) =
pzu

1− z
+
z(pu− 1)

1− z
G(z, qu)

=
pzu

1− z
+
z(pu− 1)

1− z

[
pqzu

1− z
+
z(pqu− 1)

1− z
G(z, q2u)

]

=
pzu

1− z
+
z(pu− 1)

1− z

[
pqzu

1− z
+
z(pqu− 1)

1− z

[
pq2zu

1− z
+
z(pq2u− 1)

1− z
G(z, q3u)

]]

= · · · = pu
∑

j≥0

zj+1(−1)j(pu; q)jq
j

(1− z)j+1
.

From this we find, for n ≥ 1,

[zn]G(z, u) = pu

n−1∑

j=0

(
n− 1

j

)
(−1)j(pu; q)jq

j =

n∑

j=0

(
n

j

)
(−1)j(pu; q)j .

Apart from the normalization by dividing this by P (n), this is a probability gener-
ating function.
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Furthermore, we have for k ≥ 1

[znuk]G(z, u) = P (n, k)

= pk
n−1∑

j=0

(
n− 1

j

)
(−1)j [uk−1](u; q)jq

j

= pk
n−1∑

j=0

(
n− 1

j

)
(−1)jqj

k−1∑

t=0

(−1)tq(
t
2)q(k−1−t)j

(q; q)t(q; q)k−1−t

= pk
n−1∑

j=0

(
n− 1

j

)
(−1)j

k−1∑

t=0

(−1)tq(
t
2)q(k−t)j

(q; q)t(q; q)k−1−t

= pk
k−1∑

t=0

(−1)tq(
t
2)

(q; q)t(q; q)k−1−t

(1− qk−t)n−1;

in the second line a formula due to Rothe [1] has been used.
This formula is equivalent to Theorem 3.1 from [8] and provides an explicit for-

mula for P (n, k).
To find the expected value as promised, one starts from

[zn]G(z, u) =
n∑

j=0

(
n

j

)
(−1)j(pu; q)j ,

differentiates this with respect to u, and then plugs in u = 1, with the result

g(n) :=

n∑

j=0

(
n

j

)
(−1)j(p; q)j

[
−αp +

∑

l≥j

pql

1− pql

]
.

Here, we use the abbreviation

αp =
∑

l≥0

pql

1− pql
.

We rewrite this as

g(n) =
n∑

j=0

(
n

j

)
(−1)j

(qb; q)∞
(qb+j; q)∞

[
qb+j

1− qb+j
− αp +

∑

l≥1

ql+b+j

1− ql+b+j

]

=
n∑

j=0

(
n

j

)
(−1)j

(qb; q)∞
(qb+j; q)∞

qb+j

1− qb+j

+

n∑

j=0

(
n

j

)
(−1)j

(qb; q)∞
(qb+j; q)∞

[
−αp +

∑

l≥1

ql+b+j

1− ql+b+j

]
=: E1 +E2.

There is a convenient technique to handle such alternating sums; it is called Rice’s
method, and is described at length in [4]:

E1 = − 1

2πi

∫

C

Γ(n+ 1)Γ(−z)
Γ(n+ 1− z)

(qb; q)∞
(qb+1+z; q)∞

qb+z

(1− qb+z)2
dz,
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where the curve C encloses the poles at 0, 1, . . . , n and no others. To find asymptotics,
one extends the curve and has, as a compensation, to subtract the extra residues that
one encounters. In our case the relevant ones are at z = −b − χk, k ∈ Z, and we
must find the residues of

Γ(n+ 1)Γ(−z)
Γ(n+ 1− z)

(qb; q)∞
(qb+1+z; q)∞

qb+z

(1− qb+z)2

at these poles. With w = z + b+ χk, we must expand

Γ(n+ 1)Γ(−w + b)

Γ(n+ 1− w + b)

(qb; q)∞
(qw+1; q)∞

qw

(1− qw)2

to two terms around w = 0. So we compute

[w−1]
Γ(n+ 1)Γ(−w + c)

Γ(n+ 1− w + c)

(p; q)∞
(q; q)∞

[1− Lαw]
1

L2w2

= −LαΓ(n + 1)Γ(c)

Γ(n+ 1 + c)

(p; q)∞
(q; q)∞

1

L2
+ [w1]

Γ(n+ 1)Γ(−w + c)

Γ(n+ 1− w + c)

(p; q)∞
(q; q)∞

1

L2

= −αΓ(n+ 1)Γ(c)

Γ(n+ 1 + c)

(p; q)∞
(q; q)∞

1

L
− Γ(n+ 1)Γ′(c)

Γ(n+ 1 + c)

(p; q)∞
(q; q)∞

1

L2

+
Γ(n+ 1)Γ(c)ψ(n + 1 + c)

Γ(n+ 1 + c)

(p; q)∞
(q; q)∞

1

L2
,

with ψ = Γ′/Γ. We have chosen the letter c to represent b+ χk.
Asymptotically, as n→ ∞:

−αn−cΓ(c)
(p; q)∞
(q; q)∞

1

L
− n−cΓ′(c)

(p; q)∞
(q; q)∞

1

L2
+ n−cΓ(c) logQ n

(p; q)∞
(q; q)∞

1

L
.

These terms must be summed over k ∈ Z, and we see that in the main term
the same periodic oscillation appears that was already present in the study of P (n)
itself.

After normalization (division by the asymptotic equivalent of P (n), mentioned
earlier):

logQ n− α + oscillation.

We also have to consider the term

E2 =

n∑

j=0

(
n

j

)
(−1)j

(qb; q)∞
(qb+j; q)∞

[
−αp +

∑

l≥1

ql+b+j

1− ql+b+j

]
,

which means that we have to compute the residues of

Γ(n + 1)Γ(−z)
Γ(n+ 1− z)

(qb; q)∞
(qb+1+z; q)∞

1

1− qb+z

[
−αp +

∑

l≥1

ql+b+z

1− ql+b+z

]

at z = −b and also at z = −b − χk. However, the expression at the square bracket
has zeros there, and thus there are no residues originating from E2.
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The oscillatory function is given by

− 1

L

∑
k∈Z Γ

′(b + χk)e
−2πik·logQ n

∑
k∈Z Γ(b+ χk)e

−2πik·logQ n
.

As it stands, it is not small, but one can pull out the main term which originates
from the terms for k = 0 in the numerator and denominator and thus has represented
it as

− 1

L
ψ(b) + ω(logQ n),

where ω(x) is now a tiny oscillation that occurs so frequently in the analysis of
algorithms ; see [5].

Summarizing, we have our main result.

Theorem 1 The average state reached in approximate counting with black holes is
after n random steps given by

logQ n− α− 1

L
ψ(b) + ω(logQ n) +O(

1

n
);

the error term originates from the neglected poles at b−1+χk. The periodic function
ω(x) (of period 1) has small amplitude, due to the rapid decay of the Gamma function
and its derivatives along vertical lines.

Note that in the symmetric case p = q, we have b = 1, and ψ(1) = −γ.

3 Conclusion

One could do many other things, following the numerous papers on approximate
counting as role models. However, we are not going to do that, as the motivation to
write this note was to link two areas (set partitions and approximate counting) that
a priori do not seem to have much in common.

Further research will concentrate on the modified growth property

wk ≤ d+max{w0, . . . , wk−1}.

For d ≥ 2, it seems unlikely that explicit enumerations will work. But an asymptotic
analysis should be still within reach, although with more advanced methods.
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Abstract

Words where each new letter (natural number) can never be too large, compared to the ones that were
seen already, are enumerated. The letters follow the geometric distribution. Also, the maximal letter in
such words is studied. The asymptotic answers involve small periodic oscillations. The methods include
a chain of techniques: exponential generating function, Poisson generating function, Mellin transform,
depoissonization.
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1. Introduction

When Knuth started his fundamental series of books The Art of Computer Programming [8],
de Bruijn was (one of) his asymptotic advisor(s). In particular, he suggested how to evaluate
sums like

k≥1


1 − e−n/2k


and


k≥1

d(k)e−k2/n,

where d(k) is the number of divisors of k. Although the word was not mentioned in the first
editions, in essence it was the Mellin transform that found its way into [9]. Around the same
time, the paper [2] appeared, which has 166 citations by google scholar.1 This paper has a third

∗ Corresponding author. Tel.: +886 3571212156461.
E-mail addresses: mfuchs@math.nctu.edu.tw (M. Fuchs), hproding@sun.ac.za (H. Prodinger).

1 As of November 5th, 2012.
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reserved.
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coauthor, Rice, who also suggested asymptotic methods to Knuth; there is an innocent exercise
in [9], which lead later to developments called Rice’s method; see [4].

We briefly review the Mellin transform method in asymptotic enumeration, compare
with [3,5].

M [ f (x); s] = f ∗(s) =


∞

0
f (x)x s−1dx .

There is the harmonic sum property

M


k≥1

ak f (bk x); s


=


k≥1

akb−s
k · M [ f (x); s]. (1)

This is particularly useful if the series has a convergent closed form evaluation (often in terms of
the zeta function etc.).

Typically the Mellin transform exists in a vertical strip of the complex plane. There is an
inversion formula

f (x) =
1

2π i

 c+i∞

c−i∞
f ∗(s)x−sds,

where c must be in the vertical strip. Shifting the line of integration to the left/right and collecting
residues provides the asymptotic expansion. The choice of left/right depends on whether one
needs the expansion for x → ∞ or x → 0; see the converse mapping theorem in [3] for a
precise statement of this fact.

The most prominent example is f (x) = e−x , so that f ∗(s) = 0(s), whence the term Gamma
function method was originally coined. During the last 40 years, de Bruijn’s suggestion led to
numerous further developments and applications.

In the technical part of this paper, we will indeed use the Mellin transform to deal with
a combinatorial (discrete probability) problem. As often in combinatorics, the problem is not
difficult to describe, although the solution requires some technical machinery. We consider
words w1w2 · · ·wn where the letters are positive integers, and integer k appears with (geometric)
probability pqk−1, and p + q = 1. The letters are independent from each other. The restricted
growth property is satisfied when

wk ≤ 1 + max{w1, . . . , wk−1} for all k and w0 = 0.

The words that satisfy the restricted growth property are related to set partitions and
approximate counting [10,12]. The asymptotic enumeration of restricted words of length n and
the asymptotic study of max{w1, . . . , wn} was done in [11,12] using the above mentioned Rice
method.

Now it is a natural extension to introduce a parameter:

wk ≤ d + max{w1, . . . , wk−1} for all k and w0 = 0. (2)

For d ≥ 2, the asymptotic problems are of a more delicate nature, and that is what we will
do here. Rice’s method is based on explicit enumerations represented as alternating sums. We
use here a combination of techniques that is more flexible: poissonization/depoissonization and
Mellin transform. Poissonization is the process of replacing the fixed n by a random variable
which is Poisson distributed with parameter z; depoissonization is the reversed process that
allows to go back from z to n. Typically, if f (z) is an exponential generating function of a
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sequence an , then, with f̃ (z) := e−z f (z), an ∼ f̃ (n), provided certain conditions are satisfied.
The asymptotic study of the behaviour of the Poissonized version when z → ∞ is achieved
using the Mellin transform. This is the rough plan; the details are in the following sections.

Notation. We collect here some notation which we are going to use throughout this work. First,

Q := 1/q, L := log Q, χk := 2kπ i/L , k ∈ Z.

Moreover, if f (z) is a meromorphic function with singularity at z = ρ and singularity expansion
E(z), then we will write f (z) ≍ E(z).

2. Asymptotic enumeration of words satisfying the restricted growth property

Let pn be the probability that a random word w1 · · ·wn satisfies the restricted growth
property (2).

We first condition on whether w1 is l with 1 ≤ l ≤ d . Note that the probability for this is
pql−1 and the probability that any other letter is ≤ l is

pq + pq2
+ · · · + pql−1

= p
1 − ql

1 − q
= 1 − ql .

Hence, by further conditioning on the number of letters ≤ l in w2 · · ·wn+1, we obtain

pn+1 =

d
l=1

pql−1
n

j=0


n
j


(1 − ql)n− j ql j p j (n ≥ 0)

with initial condition p0 = 1.
The binomial convolution on the right-hand side of the recurrence above suggests the use of

exponential generating functions. Therefore, set

f (z) :=


n≥0

pn
zn

n!
.

Then

f ′(z) =

d
l=1

pql−1e(1−ql )z f (ql z).

Next, consider the Poisson generating function

f̃ (z) := e−z

n≥0

pn
zn

n!
.

Then, the above differential–functional equation becomes

f̃ (z)+ f̃ ′(z) =

d
l=1

pql−1 f̃ (ql z).

The goal is now to find the behaviour of f̃ (z) as z → ∞, since pn ∼ f̃ (n) by general
principles. This goal will be achieved using the Mellin transform. Recall that the Mellin transform
of a derivative is given by [3]

M [ f̃ (z);ω] = −(ω − 1)M [ f̃ (z);ω − 1].
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Using this and (1) from the introduction yields

M [ f̃ (z);ω] − (ω − 1)M [ f̃ (z);ω − 1] =

d
l=1

pql−1−lω
· M [ f̃ (z);ω].

This functional equation can be simplified by using the Gamma function as normalization factor.
Therefore, define

M̄ [ f̃ (z);ω] =
M [ f̃ (z);ω]

0(ω)
.

Then

M̄ [ f̃ (z);ω] =
M̄ [ f̃ (z);ω − 1]

P(q−ω)
,

where P(z) = 1 − p
d

l=1 ql−1zl .
Next, observe that the above functional equation has the general solution

F̄(ω) := M̄ [ f̃ (z);ω] =
c

P(q−ω)Ω(q−ω)
, (3)

where Ω(s) =


j≥1 P(sq j ). Note that for d = 1, we have

Ω(s) =


j≥1

(1 − pq j s) = Q(ps) = (pqs; q)∞.

The notation Q(s) is often used in Computer Science contexts [6], whereas (pqs; q)∞ is used in
q-hypergeometric functions [1].

Next, we need to find c in (3). Therefore, observe that from f̃ (0) = 1 and the direct mapping
theorem from [3], we have, as z → 0,

M [ f̃ (z);ω] ≍
1
ω
.

Consequently,

lim
ω→0

M̄ [ f̃ (z);ω] = lim
ω→0

M [ f̃ (z);ω]

0(ω)
= lim
ω→0

1/ω + · · ·

1/ω + · · ·
= 1.

Hence, by taking the limit as ω → 0 in (3)

c = P(1)Ω(1) = qdΩ(1).

Summarizing,

M [ f̃ (z);ω] =
qdΩ(1)0(ω)

P(q−ω)Ω(q−ω)
. (4)

Now that this function is known, we continue our program and (applying the inversion
formula) collect residues. In order to identify them, we need the following technical lemma.

Lemma 1. Let ρ denote the unique positive root of P(z). Then, ρ is simple, ρ > 1 and ρ is the
only root with |z| ≤ ρ.
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Proof. Obviously, there exists a unique positive root ρ which is simple. Moreover, since

P(1) = 1 − p
d

l=1

ql−1
= qd > 0,

we have that ρ > 1. Next, observe that for |z| ≤ ρp d
l=1

ql−1zl

 ≤ p
d

l=1

ql−1
|z|l ≤ p

d
l=1

ql−1ρl
= 1.

If |z| < ρ, then the last inequality is strict; if |z| = ρ, then in order that z is a zero of P(z), we
must have equality in the triangle inequality which is only possible if z is on the positive real
line. �

From this lemma, we know that (4) has poles at logQ ρ + χk with singularity expansion

M [ f̃ (z);ω] ≍
qdΩ(1)0(logQ ρ + χk)

LρP ′(ρ)Ω(ρ)(ω − logQ ρ − χk)
.

Inverse Mellin transform then yields, as z → ∞,

f̃ (z) ∼ −
qdΩ(1)

LρP ′(ρ)Ω(ρ)
z− logQ ρ


k

0(logQ ρ + χk)z−χk .

The last step is depoissonization. Here, we use the notation of JS-admissibility defined in
Definition 1 of Section 2.3 in [6]. (The letters J and S are used to honour the authors of the early
effort [7].) The following lemma is sufficient for our purpose.

Lemma 2. Let f̃ (z) and g̃(z) be entire functions with

f̃ (z)+ f̃ ′(z) =

d
l=1

pql−1 f̃ (ql z)+ g̃(z).

Then

f̃ (z) is JS-admissible ⇐⇒ g̃(z) is JS-admissible.

Proof. Similar as Proposition 2.4 in [6] (only minor modifications are necessary). �

From this result, we obtain that f̃ (z) is JS-admissible (since g̃(z) = 0 which is clearly JS-
admissible). Consequently, by Proposition 2.2 in [6],

pn ∼ −
qdΩ(1)

LρP ′(ρ)Ω(ρ)
n− logQ ρ


k

0(logQ ρ + χk)n−χk .

We summarize this result in the following theorem.

Theorem 1. The probability pn that a random word of length n satisfies the restricted growth
property is asymptotically given by

pn ∼ −
qdΩ(1)

LρP ′(ρ)Ω(ρ)
0(logQ ρ)n

− logQ ρ + n− logQ ρΨ(logQ n),
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where Ψ(z) is a 1-periodic function with average value equal to zero and Fourier series

Ψ(z) = −
qdΩ(1)

LρP ′(ρ)Ω(ρ)


k≠0

0(logQ ρ + χk)e−2kπ i z .

Remark 1. Note that we have small periodic oscillations if p is not too close to 1 (smallness
comes from the exponential decay of the Gamma function along vertical lines). This is a
phenomena often observed in the analysis of algorithms.

For d = 1, we have ρ = 1/p, and, ignoring the oscillating part, we have

pn ∼
q Q(p)
L Q(1)

0(− logQ p)nlogQ p.

This matches a formula given earlier in [11,12].

3. The maximal letter Xn in restricted words

The random variable Xn as indicated in the title of this section is reminiscent of the height of
planar (= planted plane) trees, as studied by de Bruijn, Knuth, and Rice [2].

Our goal here is to find the expected value of Xn which is given by

E(Xn) =


k

kpn,k

pn
, (5)

where pn,k is the probability that a random word w1 · · ·wn satisfying (2) has largest letter equal
to k.

We will first derive a recurrence for pn,k . Therefore, we use the same argument as in the
previous section. This yields

pn+1,k =

d
l=1

pql−1
n

j=0


n
j


(1 − ql)n− j ql j p j,k−l (n ≥ 0; k ≥ 1)

with initial conditions pn,0 = [[n = 0]], p0,k = [[k = 0]] and p j,k = 0 for k < 0. Now, again
consider the Poisson generating function

H̃(z, u) := e−z


n,k≥0

pn,kuk zn

n!
.

Then

H̃(z, u)+
∂

∂z
H̃(z, u) =

d
l=1

pql−1ul H̃(ql z, u). (6)

Next, in order to compute the expectation of Xn , set

h̃(z) =
∂

∂u
H̃(z, u)


u=1

.
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Note that this is the Poisson generating function of the numerator of (5). Differentiating (6) with
respect to u and setting u = 1 gives

h̃(z)+ h̃′(z) =

d
l=1

pql−1h̃(ql z)+ g̃(z)

with

g̃(z) =

d
l=1

lpql−1 f̃ (ql z).

We again apply Mellin transform to this differential–functional equation. This yields

M [h̃(z);ω] − (ω − 1)M [h̃(z);ω − 1] =

1 − P(q−ω)


M [h̃(z);ω] + M [g̃(z);ω].

Next, set

M̄ [h̃(z);ω] =
M [h̃(z);ω]

0(ω)

and

M [g̃(z);ω]

0(ω)
= −q−ωP ′(q−ω)F̄(ω).

Then

M̄ [h̃(z);ω] =
M̄ [h̃(z);ω − 1]

P(q−ω)
−

q−ωP ′(q−ω)F̄(ω)
P(q−ω)

.

The solution of this recurrence is given by

M̄ [h̃(z);ω] = −


l≥0

Ω(q−ω+l)q−ω+l P ′(q−ω+l)F̄(ω − l)
P(q−ω)Ω(q−ω)

+
c

P(q−ω)Ω(q−ω)

where, from h̃(0) = 0 and letting w → 0 as in the previous section gives

c = −qdΩ(1)αp, αp := −


l≥0

ql P ′(ql)

P(ql)
.

Overall,

M [h̃(z);ω] = −
qdΩ(1)q−ωP ′(q−ω)0(ω)

P(q−ω)2Ω(q−ω)

−0(ω)


l≥1

Ω(q−ω+l)q−ω+l P ′(q−ω+l)F̄(ω − l)
P(q−ω)Ω(q−ω)

+
qdΩ(1)αp

P(q−ω)Ω(q−ω)


. (7)

As before, we will use inverse Mellin transform and collect residues. Therefore, we treat the
two terms on the right-hand side of (7) separately. First, for the first one, we have double poles
at c := logQ ρ + χk . For the singularity expansion at c note that

P(q−ω) = LρP ′(ρ)(ω − c)+
L2ρP ′(ρ)+ L2ρ2 P ′′(ρ)

2
(ω − c)2 + · · ·
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and

q−ωP ′(q−ω) = ρP ′(ρ)+ (LρP ′(ρ)+ Lρ2 P ′′(ρ))(ω − c)+ · · · .

From this,

q−ωP ′(q−ω)

P(q−ω)2
=

1
L2ρP ′(ρ)(ω − c)2

+ d∗
+ · · · ,

where d∗ is a constant. Next, we need

1
Ω(q−ω)

=
1

Ω(ρ)
(1 + Lα(ω − c)+ · · ·) ,

where

α = −


l≥1

ρql P ′(ρql)

P(ρql)
.

Plugging this into the first term and using 0(ω) = 0(c)+ 0′(c)(ω − c)+ · · ·, we obtain

−
qdΩ(1)q−ωP ′(q−ω)0(ω)

P(q−ω)2Ω(q−ω)
≍ −

qdΩ(1)0(c)
L2ρP ′(ρ)Ω(ρ)(ω − c)2

−
αqdΩ(1)0(c)

LρP ′(ρ)Ω(ρ)(ω − c)
−

qdΩ(1)0′(c)
L2ρP ′(ρ)Ω(ρ)(ω − c)

.

This gives the following contribution to the asymptotic expansion of h̃(z):

−
qdΩ(1)

LρP ′(ρ)Ω(ρ)
(logQ z)z− logQ ρ


k

0(logQ ρ + χk)z−χk

+
qdΩ(1)

LρP ′(ρ)Ω(ρ)
z− logQ ρ


k


α0(logQ ρ + χk)+

0′(logQ ρ + χk)

L


z−χk .

The second term has simple poles at c with singularity expansion

0(ω)


−


l≥1

Ω(q−ω+l)q−ω+l P ′(q−ω+l)F̄(ω − l)
P(q−ω)Ω(q−ω)

−
qdΩ(1)αp

P(q−ω)Ω(q−ω)



≍
qdΩ(1)0(c)

LρP ′(ρ)Ω(ρ)(ω − c)
(α − αp).

(In the corresponding computation in [12], there occurred a small mistake, since α − αp was
taken to be zero. The present version corrects this.) Hence, the contribution of this term to the
asymptotic expansion of h̃(z) is

−
qdΩ(1)

LρP ′(ρ)Ω(ρ)
(α − αp)z− logQ ρ


k

0(logQ ρ + χk)z−χk .

158 15 Words with a generalized restricted growth property

Stellenbosch University  https://scholar.sun.ac.za



1032 M. Fuchs, H. Prodinger / Indagationes Mathematicae 24 (2013) 1024–1033

Adding up the two contributions gives

h̃(z) ∼ −
qdΩ(1)

LρP ′(ρ)Ω(ρ)
(logQ z)z− logQ ρ


k

0(logQ ρ + χk)z−χk

+
qdΩ(1)

LρP ′(ρ)Ω(ρ)
z− logQ ρ


k


αp0(logQ ρ + χk)+

0′(logQ ρ + χk)

L


z−χk .

Next, note that due to Lemma 2 and the closure properties of Lemma 2.3 in [6], h̃(z) is JS-
admissible. Consequently, by Proposition 2.2 in [6],

k

kpn,k ∼ −
qdΩ(1)

LρP ′(ρ)Ω(ρ)
(logQ n)n− logQ ρ


k

0(logQ ρ + χk)n−χk

+
qdΩ(1)

LρP ′(ρ)Ω(ρ)
n− logQ ρ

×


k


αp0(logQ ρ + χk)+

0′(logQ ρ + χk)

L


n−χk .

Dividing by pn and using Theorem 1 yields
k

kpn,k

pn
∼ logQ n − αp −

1
L


k
0′(logQ ρ + χk)n−χk

k
0(logQ ρ + χk)n−χk

.

Finally, by pulling out the average value in the last term on the right-hand side, we obtain our
second main result.

Theorem 2. The expected value of the largest letter in a random word of length n satisfying the
restricted growth property is asymptotically given by

E(Xn) ∼ logQ n − αp −
ψ(logQ ρ)

L
+ Φ(logQ n),

where Φ(z) is a 1-periodic function with average value equal to zero and ψ = 0′/0 is the
logarithmic derivative of the Gamma function.

Remark 2. Again Φ(z) is a periodic function with very small amplitude (if p is not close to 1).

4. Conclusion

Let us go back to

f̃ (z)+ f̃ ′(z) =

d
l=1

pql−1 f̃ (ql z).

We set

f̃ (z) =


n≥0

bn
zn

n!
;
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then

bn+1 + bn =

d
l=1

pql−1qlnbn,

and

bn = −


1 −

p
q

d
l=1

qln


bn−1 = (−1)n

n
j=1


1 −

p
q

d
l=1

ql j


.

So an explicit expression is available even here. However, it would be unpleasant to work
with it, especially when considering the parameter maximal letter, whereas the approach, as
discussed in this paper, is still quite manageable.
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To Philippe Flajolet, who revisited Digital Search Trees and understood the power of Rice’s integrals.

We adapt a novel idea of Cichon’s related to Approximate Counting to the present instance of Digital Search Trees,
by using m (instead of one) such trees. We investigate the level polynomials, which have as coefficients the expected
numbers of data on a given level, and the insertion costs. The level polynomials can be precisely described, thanks to
formulæ from q-analysis. The asymptotics of expectation and variance of the insertion cost are fairly standard these
days and done with Rice’s method.

Keywords: Digital search tree, level polynomial, Rice’s method, cancellations, q-analysis.

1 Introduction
Digital search trees (=DSTs), level polynomials and insertion costs are certainly classical subjects: Knuth
(1973); Flajolet and Sedgewick (2009); Mahmoud (1992); Flajolet and Sedgewick (1986); Louchard
(1987); Kirschenhofer and Prodinger (1988); Szpankowski (1991); Prodinger (1995).

The following sentences from our own Prodinger (1995), which never appeared in a proper journal, can
be reproduced here almost verbatim:

A DST is constructed like a binary search tree, but the decision to go down to the left or right is done
according to the representation of the key as a binary string of bits. If the first bit is 0, the item goes to the
left, otherwise to the right. Then the second bit is responsible for left or right, etc., until there is an empty
node where the item can be stored. Decisions are made independently.

The classic book Knuth (1973) contains a more elaborate description.
Now, in order to study the average search costs in a DST built from n random data (i.e., in every

decision, 0 and 1 is equally likely), the polynomialHn(u), which has as the coefficient of uk the expected
number of nodes on this level, is studied. By convention, the root is at level 0.

The formula for the level polynomials

Hn(u) =
n∑

k=1

(
n

k

)
(−1)k−1(u)k−1, n ≥ 1, H0(u) = 0,

†Email: hproding@sun.ac.za.

1365–8050 c© 2011 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
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2 Helmut Prodinger

appears already in Knuth’s book (Knuth, 1973, p. 504), compare also (Mahmoud, 1992, Section 6).
Here, we use the (classic) notation (u)k := (1− u)(1− uq) . . . (1− uqk−1); for applications to DSTs,

we take q = 1
2 . We also need the infinite product (x)∞ := (1− x)(1− xq) . . . .

Guy Louchard (1987) gave explicit expressions for the coefficients of Hn(u); see also (Mahmoud,
1992, Section 6). We write [uk]Hn(u) for the coefficient of uk in Hn(u), and similarly for generating
functions in 2 variables.

DSTs and Approximate Counting are very similar when it comes to analysis, see for instance Prodinger
(1992). In 2011, Cichon (Cichoń and Macyna (2011)) had a novel idea about Approximate Counting, by
introducing an additional parameter m, see also Prodinger (2011).

Translating this idea to the world of DSTs goes as follows: Instead of keeping one DST, we keep
m DSTs, and an incoming data is attached to one of them. For algorithmic purposes (insertion and
searching), this must be deterministic, but for the analysis we assume that a random DST is chosen with
probability 1

m . The meaning of the level polynomial is then obvious: the coefficient of uk is the expected
number of data on level k in all m DSTs combined.

Considering m-DSTs is equivalent (by adding an extra root) to the investigation of a tree structure with
a prescribed root degree. This is not uncommon in Combinatorics and Computer Science; we just give
one citation as an illustration: Kemp (1980).

2 An explicit formula for the level polynomials
We start from the classic formula (derived e. g., in Prodinger (1995)) for the level polynomials for classical
DSTs hn(u)

hn(u) =
n∑

k=1

(
n

k

)
(−1)k−1(u)k−1

and note that hn(1) = n. Then the level polynomials HN (u) for the m-version satisfy

HN (u) = m−N
∑

n1+···+nm=N

(
N

n1, . . . , nm

)(
hn1

(u) + · · ·+ hnm
(u)
)
,

which is easy to see since a total ofN data splits into n1, . . . , nm data each, building them DSTs, and the
individual level polynomials have to be added. The final explicit formula for the coefficients of HN (u)
appears at the end of the following computations in Theorem 2.1. We can simplify:

HN (u) = m1−N ∑

n1+···+nm=N

(
N

n1, . . . , nm

)
hn1

(u)

= m1−N
N∑

n=0

(
N

n

)
hn(u)(m− 1)N−n

= m1−N
N∑

n=1

(
N

n

) n∑

k=1

(
n

k

)
(−1)k−1(u)k−1(m− 1)N−n

= m1−N
N∑

k=1

(
N

k

)
(−1)k−1(u)k−1

N∑

n=k

(
N − k
n− k

)
(m− 1)N−n
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=
N∑

k=1

(
N

k

)
(−1)k−1(u)k−1m

1−k.

So the difference is just this extra factor m1−k. Note again that for our DST application we have q = 1
2 ,

although the computations hold for general q.
Now we form a bivariate generating function:

H(u, x) =
∑

N≥1
HN (u)xN =

∑

N≥1

N∑

k=1

(
N

k

)
(−1)k−1(u)k−1m

1−kxN

=
∑

k≥1

∑

N≥k

(
N

k

)
(−1)k−1(u)k−1m

1−kxN

=
∑

k≥1
(−1)k−1(u)k−1m

1−k xk

(1− x)k+1

=
x

(1− x)2

∑

k≥0
(−1)k(u)km

−k xk

(1− x)k

=
x

(1− x)2

∑

k≥0
(u)kz

k with z =
x

m(x− 1)
.

We need the classic transformation of Heine Andrews (1976):

∑

n≥0

(a)n(b)nt
n

(q)n(c)n
=

(b)∞(at)∞
(c)∞(t)∞

∑

n≥0

(c/b)n(t)nb
n

(q)n(at)n

and the corollary ∑

n≥0
(y)nz

n = (y)∞
∑

n≥0

yn

(q)n(1− zqn)
,

which is obtained by setting a = q, b = y, c = 0, and t = z and noticing that
(qz)∞
(z)∞

=
1

1− z and

(z)n
(qz)n

=
1− z

1− zqn . Now we can continue:

H(u, x) =
x

(1− x)2
(u)∞

∑

n≥0

un

(q)n(1− zqn)

=
x

(1− x)2
(u)∞

∑

n≥0

un

(q)n(1− x
m(x−1)q

n)

=
x

(1− x)
(u)∞

∑

n≥0

un

(q)n(1− x+ x
mq

n)

= m(u)∞
∑

n≥0

(u/q)n

(q)n

[
1

1− x −
1

1− x(1− qn

m )

]
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= m
1

(1− x)(1− u/q) −m(u)∞
∑

n≥0

(u/q)n

(q)n

1

1− x(1− qn

m )
.

We can read off coefficients:

[xN ]H(u, x) = m[xN ]
1

(1− x)(1− u/q) −m(u)∞[xN ]
∑

n≥0

(u/q)n

(q)n

1

1− x(1− qn

m )

= m
1

1− u/q −m(u)∞
∑

n≥0

(u/q)n

(q)n

(
1− qn

m

)N

and further

[xNul]H(u, x) = mq−l −m[ul](u)∞
∑

n≥0

(u/q)n

(q)n

(
1− qn

m

)N

= mq−l −m
l∑

k=0

(1/q)k

(q)k

(
1− qk

m

)N
[ul−k](u)∞

= mq−l −m
l∑

k=0

q−k

(q)k

(
1− qk

m

)N (−1)l−kq(
l−k
2 )

(q)l−k
.

This is the explicit formula that we wanted to derive. In it, we used an expansion due to Euler:

(u)∞ =
∑

n≥0

(−1)nunq(
n
2)

(q)n
.

Theorem 2.1 The expected number of data on level l in anm-DST built fromN random data is explicitly
given by

mq−l −m
l∑

k=0

q−k

(q)k

(
1− qk

m

)N (−1)l−kq(
l−k
2 )

(q)l−k
.

The instance m = 1 has been known before, see Louchard (1987); Prodinger (1995); Mahmoud (1992).

3 Insertion cost
The quantity

HN (u)

N
is the probability generating function of a random variable called insertion cost.

While it is well studied in the classical instance, we will provide here average and variance for general
(fixed) m, both, explicitly and asymptotically. (The impatient reader can already jump forward to Theo-
rem 3.1 for the results.) We need

H ′N (1) =
N∑

k=2

(
N

k

)
(−1)kQk−2m

1−k,
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H ′′N (1) = 2
N∑

k=2

(
n

k

)
(−1)k−1Qk−2Tk−2m

1−k

with T (k) :=
k∑

j=1

1

2j − 1
. We use the notation Qn =

n∏

k=1

(1− 2−k), common in Computer Science, as

well as (q)n.
Now we can engage into the asymptotics, using Rice’s method. This method has been described in

Flajolet and Sedgewick (1995):
An alternating sum can be written as a contour integral:

N∑

k=2

(
N

k

)
(−1)kf(k) =

1

2πi

∫

C

(−1)NN !

z(z − 1) . . . (z −N)
f(z)dz.

Here, the positively oriented curve C enclosed the poles 2, 3, . . . , N , and no others. This formula follows
from simple residue calculations. Note also that

(−1)NN !

z(z − 1) . . . (z −N)
= −Γ(N + 1)Γ(−z)

Γ(N + 1− z) .

Extending the curve of integration, we encounter extra residues; in order to keep the formula correct, these
residues must be subtracted. They give us the terms of the asymptotic expansion of interest. There is in
all our examples a pole at z = 1, and it will give us the dominant contribution.

Neglecting tiny oscillations, we can write in a suggestive way:

N∑

k=2

(
N

k

)
(−1)kf(k) ∼ Resz=1

Γ(N + 1)Γ(−z)
Γ(N + 1− z) f(z).

For the expected value, we use
f(z) = (q)z−2m

1−z,

with

(q)z :=
(q)∞

(qz+1)∞
.

For convenience, we use w = z − 1, so that the expansions are around w = 0.
Just recently in our paper Prodinger (2011) we used (with Q = 1

q = 2 and L = logQ = log 2)

Qw−1 =
Qw

1− 2−w
∼
[
1− Lαw +

L2

2
(α2 + α+ β)w2

] 1

1− 2−w

∼ 1

Lw
+

1

2
− α+

L

2

(
α2 + β +

1

6

)
w.

Here,

α =
∑

j≥1

1

2j − 1
and β =

∑

j≥1

1

(2j − 1)2
.
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So we must consider

(q)w−1m
−w Γ(N + 1)Γ(−w − 1)

Γ(N − w)
;

the residue can be computed by a computer:

N
(

log2N − log2m+
1

2
− α+

γ − 1

L

)
+O(1).

Now, we have traditionally

Tz−2 = Tw−1 = α− 1

2w − 1
−
∑

j≥1

1

2j+w − 1
∼ − 1

Lw
+

1

2
− Lw

12
+ L(α+ β)w.

For the second factorial moment we use

f(z) = −2Qz−2Tz−2m
1−z,

so that we have to expand

−2(q)w−1Tw−1m
−w Γ(N + 1)Γ(−w − 1)

Γ(N − w)

around w = 0 and compute the residue, which we don’t display in full:

N
[

log2
2N + 2 log2N ·

(γ − 1

L
− α− log2m

)
+ further terms

]
.

When we compute the variance via

H ′′N (1)

N
+
H ′N (1)

N
−
(
H ′N (1)

N

)2

,

there are many cancellations. Altogether we summarize our results.

Theorem 3.1 Expectation and variance of the parameter insertion cost in m-DSTs admit the asymptotic
expansions

expectation ∼ log2N − log2m+
1

2
− α+

γ − 1

L
+ δ1(log2N),

variance ∼ π2

6L2
− α− β +

1

12
+

1

L2
+ δ2(log2N),

where δ1(x) and δ2(x) are tiny fluctuating functions that we did not compute explicitly here.

The computation of the fluctuating functions is not difficult, and very similar computations have appeared
in the relevant literature many times; here is an incomplete list of references: Kirschenhofer and Prodinger
(1988); Kirschenhofer and Prodinger (1991); Flajolet and Sedgewick (1995). Note that the variance is
(asymptotically) a constant (plus a tiny fluctuation) which does not depend on m; δ1(x) also does not de-
pend on m. For m = 1, this result appeared already in Kirschenhofer and Prodinger (1988); Szpankowski
(1991).

So, as far as the main terms in the asymptotics are concerned, the dependency on m of average and
variance is very minor, and m-DSTs don’t show any improved behaviour. But such a statement can only
be made after some thorough analysis, which is, why we provided it here.
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ABSTRACT. We study a parameter that contains approximate counting, i.e.,

the level reached after n random increments, driven by geometric probabilities,

and insertion costs for tries as special cases. We are able to compute all moments

of this parameter in a semi-automatic fashion. This is another showcase of the

machinery developed in an earlier paper of these authors. Roughly speaking, it

works when the underlying distributions are distributed according to the Gumbel

distribution, or something similar.

c©2008

Mathematical Institute
Slovak Academy of Sciences

1. Introduction

Assume that n persons want to advance on a staircase. The rules are as

follows: The party starts at level 1. The m persons who advanced to level k flip

a coin. Those who flip ‘1’ (with probability q) advance to the next level; the

others, who flipped ‘0’ (with probability p = 1 − q) die. Additionally, there is

a demon, who kills one of the survivors with probability ν, but lets them alone

with probability µ = 1− ν. The demon interferes only at a level 2 or higher. If

one single person is advancing to level k and is eaten, we do not say that this

level was reached. Only people who survive the coin flipping and the demon

count!
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As was worked out in [10], the instance µ = 0 corresponds to approximate

counting. Let us recall what it is, to keep this paper independent. There is a

counter (the state the process is in at the moment), starting at 1, and random

increments, they increase the counter from i to i+1 with probability qi, otherwise

it stays at i. One is interested in the value of the counter after n random

increments.

The other extremal case µ = 1 (no demon interfering) is related to a digital

data structure called tries ([5], [9]). Although in the previous paper [10], only

the symmetrical case p = q = 1
2 was considered, the arguments carry over. Let p

be the probability to go left (corresponding to bit 0) and q the probability to go

right (corresponding to bit 1) in a trie, we think about those who go right as the

survivors, who repeat the experiment. In this way, we always move to the right.

And we are searching for an element .11111 . . . (sufficiently many 1’s), which is

not present in the data structure, in other words we consider the unsuccessful

search cost, followed by an insertion (which is the cost of inserting this element),

provided that we have n random data in the trie. For the symmetric case, this

makes perhaps more sense, as we are just interested in the parameter unsuccessful

search cost, as we are no longer considering the path that always goes right, but

rather a random path.

Of course, these two special cases are not necessary to understand the paper,

but they serve as a motivation.

The idea of introducing a probability µ of escaping the demon is borrowed

from [11]; in this thesis U. S c h m i d studied the collision resolution schemes,

related to n transmitted data, using simple tree-algorithms (Capetanakis, Hayes,

Tsybakov, Mikhailov). Unlike earlier approaches, S c h m i d assumes that with

a positive probability µ, one of the colliding packages survives and is successfully

submitted; compare also [12], [13].

In the following we are interested in the random variable (RV) K(n): highest

level reached by (at least one member of) a party of n players. We are able to

compute all moments (asymptotically) in an almost automatic fashion. This

will be done with the techniques worked out in [7]. Note that the expectated

value for the symmetric case p = q = 1
2 was computed using Rice’s method

in [10].
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2. Notations

We list for convenience the notations used in this paper.

n := number of persons,

π(n, k) := P[K(n) = k], π(n, 0) = 0, π(0, 1) = 1,

Π(n, k) :=
k∑

i=1

π(n, i),

ν := probability that the demon kills a survivor, µ = 1− ν,

q := probability of flipping ‘1’ and advancing, p = 1− q,

Fn(u) :=
∞∑
k=1

π(n, k)uk, F0(u) = u,

the generating function (GF) where the coefficient of uk gives

the probability that the party made it exactly to level k,

G(z, u) :=
∞∑

n=0
Fn(u)

zn

n! , G(0, u) = u,

D(z, u) := e−zG(z, u) =
∞∑

n=0

zn

n!Dn(u), D(0, u) = u,

this is a classical Poissonization trick,

L := ln 1/q,

log x := log1/q x,

α̃ := α/L, α ∈ C
χl := 2lπi/L, l ∈ Z,

{x} := fractional part of x.

Furthermore, we need a few concepts from q-analysis:

(x)n := (1− x)(1− xq) . . . (1− xqn−1);

often, one writes (x; q)n to emphasize the parameter q, but that is not necessary

here. (x)∞ := lim
n→∞

(x)n.

Euler’s two partition identities:

∞∏

i=0

(1− tqi) =

∞∑

n=0

(−1)nq(
n
2)tn

(q)n
, (1)

∞∏

i=0

(1− tqi)−1 =

∞∑

n=0

tn

(q)n
. (2)

They are special cases of Cauchy’s formula (q-binomial theorem)

(at)∞
(t)∞

=

∞∑

n=0

(a)nt
n

(q)n
,

265
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which we will use later. These concepts can be found in [1].

The following abbreviations will be useful:

Q1 := (q)∞,

Q2 := (µq)∞,

H1(α) := (eα)∞,

H2(α) := (µqeα)∞.

We use the (now standard) notation [zn]f(z) to extract the coefficient of zn in

the series expansion of f(z).

3. Recurrences

Among the n persons, assume that j survive, with probability
(
n
j

)
qjpn−j .

Among the j survivors, j − 1 stay alive if the demon kills one of them (with

probability ν) or j stay alive (with probability µ). If all of them die (with

probability pn), the highest level reached is 1.

Summing over all possible cases, we thus get the recursion

π(n, k) :=
n∑

j=1

(
n

j

)
qjpn−j [νπ(j − 1, k − 1) + µπ(j, k − 1)] + pn[[k = 1]].

The ordinary GF is given by

Fn(u) = u

n∑

j=1

(
n

j

)
qjpn−j [νFj−1(u) + µFj(u)] + upn, n ≥ 1, F0(u) = u.

The exponential GF is given by

G
(z
p
, u

)
= uµezG

(zq
p
, u

)
− u2µez + ν

∞∑

n=1

zn

n!
u

n∑

j=1

(
n

j

)(q
p

)j

Fj−1(u) + uez.

Now we differentiate w.r.t. z. (The prime notation refers to this.)

1

p
G′

(z
p
, u

)
= uµezG

(zq
p
, u

)
+
q

p
uµezG′

(zq
p
, u

)
− u2µez

+ ν
∞∑

n=1

zn−1

(n− 1)!
u

n∑

j=1

(
n

j

)( q
p

)j

Fj−1(u) + uez.

Now we poissonize; this translates into

1

p
D′

(z
p
, u

)
+
q

p
D
(z
p
, u

)
= u

[
µ
q

p
D′

(zq
p
, u

)
+
q

p
D
(zq
p
, u

)]
.
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As D(z, u) =
∞∑

n=0

zn

n!Dn(u), comparing coefficients, we find

Dn(u) = Dn−1(u)(uq
n − q)/(1− uµqn),

from which we get, upon iteration, the explicit form

Dn(u) = u(−1)nqn
(u)n

(uµq)n
.

Since, relating D with G,

Fn(u) =

n∑

j=0

(
n

j

)
Dj(u),

we can continue:

Fn(u) = u

n∑

j=0

(
n

j

)
(−1)jqj

(u)j
(uµq)j

= u

n∑

j=0

(
n

j

)
(−1)jqj

(u)∞
(uµq)∞

(uµqj+1)∞
(uqj)∞

= u
(u)∞

(uµq)∞

n∑

j=0

(
n

j

)
(−1)jqj

∞∑

k=0

(uqj)k(µq)k
(q)k

= u
(u)∞

(uµq)∞

∞∑

k=0

uk

(q)k
(µq)k

n∑

j=0

(
n

j

)
(−1)jqj(k+1)

= u
(u)∞

(uµq)∞

∞∑

k=0

uk

(q)k
(µq)k

(
1− qk+1

)n
.

Reading off the coefficient [ul]Fn(u), we get the following explicit result.

����������� 1� We have

π(n, l) =
∑

i+j+h=l−1

(µq)i

(q)i

(−1)jq(
j
2)

(q)j

(µq)h
(q)h

(1− qh+1)n.

Note that the special case µ = 0, which restricts the summation to i = 0,

leads to
l−1∑

j=0

(−1)jq(
j
2)

(q)j(q)l−1−j
(1− ql−j)n

267

17 Advancing in the presence of a demon 173

Stellenbosch University  https://scholar.sun.ac.za



GUY LOUCHARD — HELMUT PRODINGER

which is exactly F l a j o l e t ’s formula ([2, (46)]). We can even derive a formula

with only one summation, again by invoking the q-binomial theorem:

π(n, l) = [ul−1]
(u)∞

(uµq)∞

∞∑

k=0

uk

(q)k
(µq)k

(
1− qk+1

)n

=

l−1∑

k=0

(µq)k
(q)k

(
1− qk+1

)n
[ul−1−k]

(u)∞
(uµq)∞

=

l−1∑

k=0

(µq)k
(q)k

(
1− qk+1

)n (1/(µq))l−1−k

(q)l−1−k
(µq)l−1−k.

However, we will not use this form; one disadvantage is that for µ = 0, one must

consider a limit.

4. Asymptotics

Now we set η = l − logn and let n → ∞. This gives, in the range η = O(1),

the limiting distribution

π(n, l) ∼ f(η) =
Q2

Q1

∞∑

i=0

∞∑

j=0

(µq)i

(q)i

(−1)jq(
j
2)

(q)j
exp

(
−e−Lη+L(i+j)

)
,

Π(n, l) ∼ H(η),

with

f(η) = H(η)−H(η − 1),

where we recognize the Gumbel distribution function exp(−e−x). To show that

the limiting moments are equivalent to the moments of the limiting distribu-

tion, we need a suitable rate of convergence (in particular for large and small

values of η). This is related to a uniform integrability condition (see L o è v e

[6, Section 11.4]). For the kind of limiting distribution we consider here, the

rate of convergence is analyzed in detail in [7] and [8], we will not repeat the

arguments. Asymptotically, the distribution will be a periodic function of the

fractional part of logn. The distribution Π(n, l) does not converge in the weak

sense, it does however converge in distribution along subsequences nm for which

the fractional part of lognm is constant.

We will use the following result from H i t c z e n k o and L o u c h a r d [4]

related to the dominant part of the moments (the ˜ sign is related to the

moments of the discrete RV Yn).
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��� 2� Let a (discrete) RV Yn be such that P(Yn− logn ≤ η) ∼ F (η), where

F (η) is the distribution function of a continuous RV Z with mean m1, second

moment m2. Assume that F (η) is either an extreme-value distribution function

or a convergent series of such and that we have a suitable rate of convergence.

Let

ϕ(α) = E(eαZ) = 1 +

∞∑

k=1

αk

k!
mk.

Let w (with or without subscripts) denote periodic functions of logn, with period

1 and with small (usually of order no more than 10−5) mean and amplitude.

Actually, these functions depend on the fractional part of logn: {logn}.
Then the mean of Yn is given by

E(Yn − logn) ∼
+∞∫

−∞

x[F (x)− F (x− 1)] dx+ w1

= m̃1 + w1, with m̃1 = m1 +
1
2 .

The neglected part is of order 1/nβ with 0 < β < 1.

For the reader’s convenience, we collect some information from [7] that we

use to compute moments:

The moments of Yn − logn are asymptotically given by m̃i + wi, where the

generating function of m̃i is given by

φ(α) :=

∞∫

−∞

eαηf(η) dη = 1 +

∞∑

i=1

αi

i!
m̃i = ϕ(α)

eα − 1

α
. (3)

This leads to

m̃1 = m1 +
1

2
,

m̃2 = m2 +m1 +
1

3
,

m̃3 = m3 +
3

2
m2 +m1 +

1

4
.

To analyze the periodic component wi to be added to the moments m̃i we

proceed as in L o u c h a r d and P r o d i n g e r [7]. For instance,

E(Yn − logn) ∼ E(1)(n) =

∞∑

j=1

[F (j − logn)− F (j − logn− 1)][j − log n]. (4)
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Set y = Q−x and G(y) = F (x). Equation (4) becomes

E(1)(n) :=

∞∑

j=1

[G(n/Qj)−G(n/Qj+1)][− log(n/Qj)],

the Mellin transform of which is (for a good reference on Mellin transforms, see

F l a j o l e t et al. [3] or S z p a n k o w s k i [14])

Qs

1−Qs
Υ∗

1(s), (5)

and

Υ∗
1(s) =

∞∫

0

ys−1[G(y)−G(y/Q)][− log y] dy

=

∞∫

−∞

Q−sx[F (x)− F (x− 1)]xL dx.

Then

Υ∗
1(s) = L φ′(α)|α=−Ls . (6)

The fundamental strip of (5) is usually of the form s ∈ 〈−C1, 0〉, C1 > 0. Set

also

Υ∗
0(s) = Lφ(α)

∣∣
α=−Ls, Υ∗

0(0) = L.

We assume now that all poles of Qs

1−QsΥ
∗
1(s) are simple poles, which will be the

case here, and given by s = 0, s = χl, with χl := 2lπi/L, l ∈ Z \ {0}. Using

E(1)(n) =
1

2πi

C2+i∞∫

C2−i∞

Qs

1−Qs
Υ∗

1(s)n
−s ds, −C1 < C2 < 0,

the asymptotic expression of E(1)(n) is obtained by moving the line of integration

to the right, for instance to the line 	s = C4 > 0, taking residues into account

(with a negative sign). This gives

E(1)(n) = − Res
[ Qs

1−Qs
Υ∗

1(s)n
−s

]∣∣∣∣
s=0

−
∑

l�=0

Res
[ Qs

1−Qs
Υ∗

1(s)n
−s

]∣∣∣∣
s=χl

+ O(n−C4).

The residue at s = 0 gives of course

m̃1 =
Υ∗

1(0)

L
= φ′(0).
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The other residues lead to

w1 =
1

L

∑

l�=0

Υ∗
1(χl)e

−2lπi logn. (7)

More generally,

E(Yn − log n)k ∼ m̃k + wk,

with

wk =
1

L

∑

l�=0

Υ∗
k(χl)e

−2lπi logn,

and

Υ∗
k(s) = L φ(k)(α)

∣∣∣
α=−Ls

.

It will appear that Υ∗
k(s) are analytic functions (in some domain), depending

on classical functions such as the Γ function. But we know that Γ(s) decreases

exponentially towards ±i∞:

|Γ(σ + it)| ∼
√
2π|t|σ−1/2e−π|t|/2, (8)

and all our functions will also decrease exponentially towards ±i∞.

Set

φ(α) =

∞∫

−∞

eαηf(η) dη

=
Q2

Q1

∞∑

i=0

∞∑

j=0

(µq)i

(q)i

(−1)jq(
j
2)

(q)j
eα(i+j)Γ(−α̃)/L

=
Q2

Q1

H1(α)

H2(α)
Γ(−α̃)/L.

This function will be the main tool we need to derive all asymptotic moments.

5. Moments
We have

E
[
(K(n)− logn)i

]
∼ m̃i + wi + O(n−βi), βi > 0,

where m̃i are constants and wi are periodic functions of log n, with small < 10−5

amplitude. All these expressions only depend on φ(α) and its derivatives. For

instance,

φ(0) = 1,

m̃1 = φ′(0),
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m̃2 = φ′′(0),

w1 =
∑

l�=0

ϕ1(χl)e
−2lπi logn,

ϕ1(χl) = φ′(α)|α=−Lχl
,

w2 =
∑

l�=0

ϕ2(χl)e
−2lπi logn,

ϕ2(χl) = φ′′(α)|α=−Lχl
.

Also note the following local expansions for α̃ close to 0 resp. −χl; recall that

α = α̃L:

Γ(−α̃) = −L
α
− γ − π2 + 6γ2

12L
α+ · · · ,

Γ(−α̃) = Γ(χl)−
ψ(χl)Γ(χl)

L
(α+ Lχl)

+
Γ(χl)

(
ψ(1, χl) + ψ2(χl)

)

2L2
(α+ Lχl)

2 + · · · .

With the identities presented in the appendix, this leads to our main result:


�
��
� 1� The moments of the random variable K(n) = highest level reached

by (at least one member of) a party of n players satisfy the following asymptotic

relation:

E
[
(K(n)− logn)i

]
∼ m̃i + wi + O(n−βi), βi > 0,

m̃1 =
2γ + L− 2LC1,1 + 2LµqC2,1

L
,

w1 =
∑

l�=0

ϕ1(χl)e
−2lπi logn,

ϕ1(χl) = −Γ(χl)

L
,

m̃2 = [π2 + 6γ2 + 6γL− 12γLC1,1 + 12γLµqC2,1 + 2L2

− 12L2C1,1 − 6L2C1,2 + 6L2C2
1,1 + 12L2µqC2,1

+ 6L2µ2q2C2,2 + 6L2µ2q2C2
2,1 − 12L2µqC2,1C1,1]/(6L

2),

w2 =
∑

l�=0

ϕ2(χl)e
−2lπi logn,
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ϕ2(χl) = − (−2ψ(χl) + L− 2LC1,1 + 2LµqC2,1)Γ(χl)

L2
.

The meaning of the various constants and functions can be found in the text and

the appendix.

The first two expressions are identical to P r o d i n g e r [10]. All moments

can be automatically obtained by the same method.

For the reader’s convenience, we explicitly write the expected value of the

maximum level that a party of (initially) n people reaches:

E(K(n)) ∼ log1/q(n) +
2γ

L
+ 1− 2

∞∑

i=1

qi

1− qi
+ 2

∞∑

i=1

µqi

1− µqi
+ δ(log1/q(n))

with

δ(x) = − 1

L

∑

l∈Z\{0}
Γ(χl)e

−2πilx.

6. Conclusion

This note is another showcase of the machinery developed in [7]. Once the

underlying distribution is Gumbel distributed (extreme value distribution), mo-

ments can be computed in a semi-automatic way.

We hope to extend this series of applications in the near future.

Acknowledgement� The insightful comments of the referee are gratefully ac-

knowledged.

Appendix A. Identities related to H1(α)

We find it useful to introduce the functions

Σ1,k(z) := (k − 1)!

∞∑

i=1

qki/(1 + zqi)k.

It is easily noticed that

Σ′
1,k(z) = −Σ1,k+1(z).
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The special values

C1,k :=

∞∑

i=1

qki/(1− qi)k =
1

(k − 1)!
Σ1,k(−1)

are also of interest.

Logarithmic differentiation produces the following formulæ.

(−qz)′∞ = (−qz)∞Σ1,1,

(−qz)′′∞ = (−qz)∞[Σ2
1,1 − Σ1,2],

(−qz)′′′∞ = (−qz)∞[−3Σ1,1Σ1,2 + Σ3
1,1 + Σ1,3],

(−z)′∞ = (−qz)∞[1 + (1 + z)Σ1,1],

(−z)′′∞ = (−qz)∞
[
2Σ1,1 + (1 + z)[−Σ1,2 +Σ2

1,1]
]
,

(−z)′′′∞ = (−qz)∞
[
−3Σ1,2 + 3Σ2

1,1 + (1 + z)[Σ1,3 − 3Σ1,2Σ1,1 + Σ3
1,1]

]
;

we wrote here Σ1,k for Σ1,k(z).

Let ∂α and ∂z be the operators that differentiate w.r.t. α resp. z. Then we

get by the chain rule for any K(z), with z = −eα or z = −µqeα:
∂αK = z∂zK,

∂2αK = z[z∂2zK + ∂zK],

∂3αK = z[∂zK + 3z∂2zK + z2∂3zK].

This leads to (recall that H1(α) = (eα)∞)

H1,0 := H1(0) = 0,

H1,1 := ∂αH1(α)|α=0 = −Q1,

H1,2 := ∂2αH1(α)|α=0 = Q1[−1 + 2C1,1],

H1,3 := ∂3αH1(α)|α=0 = Q1[−1 + 6C1,1 + 3C1,2 − 3C2
1,1].

Note that we obtain the same expressions for α = −Lχl, as e
−Lχl = 1.

Appendix B. Identities related to H2(α)

Now we deal with H2(α) = (µqeα)∞.

We need

Σ2,k(z) := (k − 1)!

∞∑

i=0

qki/(1 + zqi)k =
(k − 1)!

(1 + z)k
+Σ1,k(z)
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and

C2,k =

∞∑

i=0

qki/(1− µqqi)k =
1

(k − 1)!
Σ2,k(−µq).

Since

(−z)′∞ = (−z)∞Σ2,1(z),

(−z)′′∞ = (−z)∞[Σ2
2,1(z)− Σ2,2(z)],

we get

H2,0 := H2(0) = Q2,

H2,1 := ∂αH2(α)|α=0 = −µqC2,1Q2,

H2,2 := ∂2αH2(α)|α=0 = −µqQ2[C2,1 − µq(−C2,2 + C2
2,1)].

Again we obtain the same expressions for α = −Lχl, as e
−Lχl = 1.
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Abstract

This paper complements the analysis of Louchard and Prodinger [LP08]

on the number of rounds in a coin-flipping selection algorithm that occurs in

the presence of a demon. We precisely analyze a very different aspect of

the selection algorithm, using different methods of analysis. Specifically, we

obtain precise descriptions of the distribution and all moments of the number

of participants ultimately selected during the execution of the algorithm. The

selection algorithm is robust in at least two significant ways. The presence of

a demon allows for the precise analysis even when errors may occur between

the rounds of the selection process. (The analysis also handles the more

traditional case, in which no demon is involved.) The selection algorithm can

also use either biased or unbiased coins.

1. Introduction

We precisely analyze the number of survivors in a selection process that occurs

in the presence of a demon. Louchard and Prodinger [LP08] recently utilized a

different methodology (for extreme value distributions, often referred to as “Gumbel

Mathematics subject classification numbers: 05A16, 05A30, 60C05, 68W20, 68W40.

Key words and phrases: analysis of algorithms, leader election, coin flip, survivor, demon,
asymptotic, approximation, trie, q-Pochhammer symbol, factorial moment, distribution,
generating function, recurrence, poissonization.
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distributions”) to analyze the number of rounds required to perform the selection

algorithm.

The inclusion of a “demon” can be viewed as a generalization of traditional se-

lection algorithms. The demon represents errors which might occur between rounds

of the process. Another interpretation is that participants might be likely to drop

out of the selection process for reasons unrelated to the coin flips in the selection

process itself. In each round, exactly one participant is removed by the “demon”

with probability ν; otherwise, the demon does not affect any participants in that

round. Thus, a traditional selection algorithm (with no demon involved) is just a

special case (using ν = 0) of our very general analysis. The special case ν = 0 (i.e.,

with no demon involved) is a selection process using a traversal of binary retrieval

trees (tries), where a coin flip of “heads” is analogous to descending one direction

in the trie, and a flip of “tails” corresponds to descending in the other direction.

We use p and q (respectively) for the probabilities of heads and tails on coins in

the selection algorithm. The analysis is sufficiently general to handle both the un-

biased (p = q = 1/2) and biased (p �= q) processes. The involvement of a demon

makes the present algorithm more complicated and realistic than the traditional

trie algorithm.

We are able to give the complete distribution and all moments of the number

of survivors in a selection algorithm that occurs in the presence of a demon.

2. Selection algorithm

At the start of the selection algorithm, n people are present. Each person

flips a coin with probability q of heads and p of tails. If all n people flip tails, then

they are all selected by the algorithm and the selection process is finished. If j > 0

people flip heads, then these j people remain in play, and the other n − j (who

flipped tails) are eliminated from further play.

Then a demon arrives and, with probability ν, removes exactly one of the

survivors, so j−1 remain; he leaves the j survivors alone with probability μ = 1−ν.

If he leaves the j survivors alone, then these j survivors begin another round of coin

flipping. If he removes a survivor and j − 1 = 0 (i.e., no survivors remain) then

the selection process is finished and nobody is selected. If he removes a survivor

and j− 1 > 0 (i.e., some survivors remain) then these j− 1 survivors begin another

round of coin flipping.

The end of the algorithm can occur in two possible ways:

(1) During a round of coin flipping, one or more people remain. All of the

remaining people simultaneously flip tails at this stage, and the algorithm ends. All

of the people at this last stage are selected by the algorithm.

(2) During a visit by the demon, only one person is present, and this person

is removed by the demon. In this case, zero people are selected by the algorithm.
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All of the coin flips (among the people and among the rounds) are conducted

independently.

Example 2.1. Suppose that the probability of heads is q = 1/3 and the

probability of tails is p = 2/3. Suppose that the demon appears with probability

ν = 1/5. Then the selection algorithm might proceed as follows: Initially 100

people are present. Exactly 31 of them flip heads (this happens with probability(
100
31

)
q31p69), and then the demon arrives (this happens with probability 1/5) and

removes one of the 31 survivors. So the next round begins with 30 people. Exactly

12 of the remaining 30 people flip heads (this happens with probability
(
30
12

)
q12p18),

and then the demon leaves the survivors alone (this happens with probability 4/5).

So the next round begins with 12 people. Exactly 3 of the remaining 12 people

flip heads (this happens with probability
(
12
3

)
q3p9), and then the demon leaves

the survivors alone (this happens with probability 4/5). So the next round begins

with 3 people. Exactly 3 remaining people flip tails (this happens with probability(
3
0

)
q0p3), and all three are selected by the algorithm.

3. Notation table

Most of the following definitions are already embedded at the appropriate

places in the analysis. For the reader’s convenience, we also summarize many of the

terminologies used, in one succinct location. For the convenience of someone who

already read [LP08], we preserve some of Louchard and Prodinger’s earlier notation:

n := number of people present at the start of the selection algo-

rithm,

q := probability that a coin flip shows heads,

p := 1− q, probability that a coin flip shows tails,

ν := probability that, during a visit by the demon, one survivor

is removed,

μ := 1−ν, probability that the demon does not remove a survivor

during a visit,

Xn := number of people selected by the algorithm, with n initial

participants,

π(n,m, j) := probability the algorithm selects m of the initial n people

and requires j rounds; by convention, π(0, 0, 1) = 1, and

otherwise π(0,m, j) = 0,

π(n,m) := P(Xn = m) = probability that the algorithm selects m

of the initial n people; by convention, π(0, 0) = 1, and

π(0,m) = 0 for m �= 0,
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Fn(u, v) :=

∞∑

m=0

∞∑

j=0

π(n,m, j)umvj ,

Fn(u) := Fn(u, 1) =

∞∑

m=0

π(n,m)um =

∞∑

m=0

P(Xn = m)um,

Q := 1/q,

L := lnQ,

χ� := 2�πi/L,

Hj :=

j∑

k=1

1

k
is the jth harmonic number,

xj :=

j−1∏

�=0

(x−�) = (x)(x−1)(x−2) · · · (x−j+1) is the jth falling

power of x,

E[X
j
n] := E

[ j−1∏

�=0

(Xn − �)
]
is the jth factorial moment of the random

variable Xn,

F (s)
n (u) :=

ds

dus
Fn(u).

We utilize some concepts from the theory of q-analysis. Since the value of q is fixed,

we suppress the dependence on q. For positive integers n, we use the q-Pochhammer

symbol

(x)n :=

n−1∏

j=0

(1− xqj) = (1− x)(1 − xq)(1 − xq2) · · · (1− xqn−1).

We also define (x)∞ :=
∏∞

j=0(1 − xqj) = limn→∞(x)n. For complex-valued z, we

define

(x)z :=
(x)∞
(xqz)∞

.

4. Results

The following two theorems precisely characterize the sth factorial moment

E[Xs
n] and the distribution P(Xn > r) of Xn. Each has the form const+δ(logQ n)+

o(1). The constant and the function δ both depend on s or r, respectively. In both

cases, the δ is fluctuating, because e2�πi logQ n is fluctuating, with |e2�πi logQ n| = 1.
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Theorem 4.1. The sth factorial moment of the number Xn of people selected

by the algorithm, when beginning with n participants, is

E [X
s
n]

=
(Qp)s

L

[ (μq)∞
(q)∞

(s− 1)!+

+s(−1)s−1
∑

j≥s−1

js−1
[
L
(μq)j
(q)j

(∑

�≥1

μqj+�

1− μqj+�
−

∑

�≥1

qj+�

1− qj+�

)
+

+
((μq)∞

(q)∞
− (μq)j

(q)j

)
(Hj −Hj−s+1)

]]
+

+
∑

� �=0

φs,�(n) +O(n−1),

where

φs,�(n)=
(Qp)s(−1)s

L

( (μq)∞
(q)∞

χ
s
� + s

∑

j≥0

( (μq)j
(q)j

− (μq)∞
(q)∞

)(
js−1 − (j + χ�)

s−1
))

×

× Γ(−χ�)e
2�πi logQ n.

Theorem 4.2. The distribution of the number Xn of people selected by the

algorithm, when beginning with n participants, is

P(Xn > r) =
(μq)∞
L(q)∞

[
L−

r∑

s=1

ps

s
− νpr

r + 1
−Q(−p)r+1

∑

m≥2

(1/μ)m(μq)m

(q)m
×

×
( r∑

s=1

(−1)s

s

q(m−1)(r−s)

(1− qm−1)r−s+1
+

q(m−1)r(m− 1)L

(1 − qm−1)r+1

)]
+

+
∑

� �=0

Φr,�(n) +O(n−1),

where

Φr,�(n)

=
Q

L

(μq)∞
(q)∞

(
−q

r∑

s=1

χ
s
�

s!
(−p)s + (−p)rνq

χ
r+1

�

(r + 1)!
+

+ (−p)r+1
∑

m≥2

(1/μ)m(μq)m

(q)m

( q(m−1)r

(1− qm−1)r+1
−

r∑

s=0

χ
s
�

s!

q(m−1)(r−s)

(1 − qm−1)r−s+1

))
×

× Γ(−χ�)e
2�πi logQ n.
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5. Asymptotic moments of the number of survivors

5.1. Derivation of generating functions

We next establish an exact formula for the bivariate generating function

Fn(u, v) that describes the probabilities associated with the number of survivors

and the number of rounds in the entire algorithm.

Lemma 5.1. Let Fn(u, v) be a bivariate generating function such that the

coefficient of umvj is the probability that, in the algorithm, exactly m people are

ultimately selected and exactly j rounds are used to complete the election. Then

Fn(u, v)

=
n∑

k=0

(
n

k

)(
v(−q)k

(v)k
(μvq)k

+ (−q)k−1 (vq)k−1

(μqv)k

k−1∑

j=0

(1− pu)jpv(u− 1)(μqv)j
qj(vq)j

)
.

(1)

The proof of Lemma 5.1 utilizes some recurrences associated with Fn(u, v).

The proof is given in Section 7.

Corollary 5.2. Setting u = 1 in Lemma 5.1, we obtain

Fn(1, v) =

n∑

k=0

(
n

k

)
v(−q)k

(v)k
(μvq)k

. (2)

This verifies that our results about the number of rounds agrees with the results from

our previous paper.

During the remainder of the paper, we no longer pay attention to the number

of rounds. We focus exclusively on the number of survivors.

Lemma 5.3. The sth factorial moment of Xn is

E[Xs
n] =

n∑

k=1

(
n

k

)
(−1)k−1ϕs(k), (3)

with

ϕs(z) = qz
(q)z−1

(μq)z
s(Qp)s(−1)s−1ψs(z), (4)

and

ψs(z) =
(μq)∞
(q)∞

zs

s
+

∑

j≥0

[((μq)j
(q)j

− (μq)∞
(q)∞

)
js−1 −

((μq)j+z

(q)j+z
− (μq)∞

(q)∞

)
(j + z)s−1

]
.
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5.2. Asymptotics

Now we turn our attention to the asymptotic moments of the number of

survivors in the algorithm as the number n of initial participants grows large. We

note that (q)z−1 = (q)∞
(1−qz)(qz+1)∞

, so ϕs(z) has a simple pole at each of the locations

of the form z = m + 2�πi
L for �,m ∈ Z with m ≤ 0. By [FS95, Theorem 2], we can

restrict attention to the poles, where m = 0, i.e., where z = χ� for � ∈ Z. Thus

E[Xs
n] =

∑

�∈Z
Res
z=χ�

[
ϕs(z)

n!(−1)n

(z)(z − 1) · · · (z − n)

]
+O(n−1).

We need the local expansion of ϕs(z) and thus ψs(z) around z = 0 to two terms,

since ϕs(z)
n!

(z)(z−1)···(z−n) has a double pole at z = 0, but only a simple pole at

z = χ� for � �= 0. As z → 0,

(μq)j+z

(q)j+z
∼ (μq)j

(q)j

[
1− zL

∑

�≥1

μqj+�

1− μqj+�
+ zL

∑

�≥1

qj+�

1− qj+�

]
,

and

(j + z)s−1 ∼ js−1 [1 + z(Hj −Hj−s+1)] .

Thus

ψs(z)∼
(μq)∞
(q)∞

(−1)s−1(s− 1)!

s
z+

+
∑

j≥s−1

[((μq)j
(q)j

− (μq)∞
(q)∞

)
js−1 −

−
((μq)j

(q)j

[
1− zL

∑

�≥1

μqj+�

1− μqj+�
+ zL

∑

�≥1

qj+�

1− qj+�

]
− (μq)∞

(q)∞

)
×

×js−1[1 + z(Hj −Hj−s+1)]
]
.

More simply, as z → 0,

ψs(z)∼ z
[(μq)∞
(q)∞

(−1)s−1(s− 1)!

s
+

+
∑

j≥s−1

js−1
[
L
(μq)j
(q)j

(∑

�≥1

μqj+�

1− μqj+�
−

∑

�≥1

qj+�

1− qj+�

)
+

+
((μq)∞

(q)∞
− (μq)j

(q)j

)
(Hj −Hj−s+1)

]]
.
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Notice the absence of the constant term! Substituting into the definition of ϕs(z)

in (4), it follows that

ϕs(z)∼ qz
(q)z−1

(μq)z
s(Qp)s(−1)s−1×

×z
[(μq)∞
(q)∞

(−1)s−1(s− 1)!

s
+

+
∑

j≥s−1

js−1
[
L
(μq)j
(q)j

(∑

�≥1

μqj+�

1− μqj+�
−

∑

�≥1

qj+�

1− qj+�

)
+

+
((μq)∞

(q)∞
− (μq)j

(q)j

)
(Hj −Hj−s+1)

]]

as z → 0. Also z(q)z−1 ∼ 1/L and (μq)z ∼ 1, so

ϕs(z)∼
(Qp)s

L

[ (μq)∞
(q)∞

(s− 1)!+

+s(−1)s−1
∑

j≥s−1

js−1
[
L
(μq)j
(q)j

(∑

�≥1

μqj+�

1− μqj+�
−

∑

�≥1

qj+�

1− qj+�

)
+

+
((μq)∞

(q)∞
− (μq)j

(q)j

)
(Hj −Hj−s+1)

]]

as z → 0. Also n!(−1)n

(z−1)···(z−n) ∼ 1 as z → 0. Therefore

Res
z=0

[
ϕs(z)

n!(−1)n

(z)(z − 1) · · · (z − n)

]

= lim
z→0

ϕs(z)

=
(Qp)s

L

[ (μq)∞
(q)∞

(s− 1)!+

+s(−1)s−1
∑

j≥s−1

js−1
[
L
(μq)j
(q)j

(∑

�≥1

μqj+�

1− μqj+�
−

∑

�≥1

qj+�

1− qj+�

)
+

+
((μq)∞

(q)∞
− (μq)j

(q)j

)
(Hj −Hj−s+1)

]]
.

So the sth factorial moment E[Xs
n] of Xn is

E[Xs
n] =

(Qp)s

L

[ (μq)∞
(q)∞

(s− 1)!+

+s(−1)s−1
∑

j≥s−1

js−1
[
L
(μq)j
(q)j

(∑

�≥1

μqj+�

1− μqj+�
−

∑

�≥1

qj+�

1− qj+�

)
+

+
( (μq)∞

(q)∞
− (μq)j

(q)j

)
(Hj −Hj−s+1)

]]
+

+
∑

� �=0

φ̃s,�(n) +O(n−1),
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where

φ̃s,�(n)= Res
z=χ�

[
ϕs(z)

n!(−1)n

(z)(z − 1) · · · (z − n)

]

= Res
z=χ�

[(q)z−1]
qχ�sps

(μq)χ�
qs

(−1)s−1ψs(χ�)
n!(−1)n

(χ�)(χ� − 1) · · · (χ� − n)

=
(Qp)s(−1)s

L

( (μq)∞
(q)∞

χ
s
� + s

∑

j≥0

( (μq)j
(q)j

− (μq)∞
(q)∞

)(
js−1 − (j + χ�)

s−1
))

×

× Γ(−χ�)e
2�πi logQ n

(
1 +O(n−1)

)
.

Note that e2�πi logQ n is fluctuating, with |e2�πi logQ n| = 1. This completes the proof

of Theorem 4.1.

6. Asymptotic distribution of the number of survivors

6.1. Derivation of the distribution of the number of survivors

Now we derive an exact formula for the distribution of the number of survivors

selected at the end of the algorithm.

Lemma 6.1. Let r ≥ 0. The probability that strictly more than r out of n

initial participants are selected at the end of the algorithm is

P(Xn > r) =
n∑

k=1

(
n

k

)
(−q)k−1 (q)k−1

(μq)k
pr+1(−1)r×

× (μq)∞
(q)∞

∑

m≥0

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

.

(5)

The proof of Lemma 6.1 utilizes the q-binomial theorem; see Section 7.

Lemma 6.2. The distribution of Xn has the form

P(Xn > r) =

n∑

k=1

(
n

k

)
(−1)k−1
r(k), (6)

with


r(z) = qz−1 (q)z−1

(μq)z
pr+1(−1)rΨr(z), (7)

and

Ψr(z)=
(μq)∞
(q)∞

( q

(−p)r+1

(
1−

r∑

s=0

zs

s!
q−z(−p)s

)
+

(μ− 1)q

p

zr+1

(r + 1)!
+

+
∑

m≥2

(1/μ)m(μq)m

(q)m

( q(m−1)r

(1 − qm−1)r+1
−

r∑

s=0

zs

s!

q(m−1)(z+r−s)

(1− qm−1)r−s+1

))
.
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6.2. Asymptotics

Now we turn our attention to the asymptotic distribution of the number

of survivors in the algorithm as the number n of initial participants grows large.

We follow the derivation for the Rice Method discussed in Section 5. As before,

(q)z−1 = (q)∞
(1−qz)(qz+1)∞

, so 
r(z) has a simple pole at each of the locations of the

form z = m+ 2�πi
L for �,m ∈ Z with m ≤ 0. Again, by [FS95], we focus on the poles

z = χ� for � ∈ Z. Thus

P(Xn > r) =
∑

�∈Z
Res
z=χ�

[

r(z)

n!(−1)n

(z)(z − 1) · · · (z − n)

]
+O(n−1).

Similarly to the derivation in Section 5, we need the local expansion of 
r(z) and

thus Ψr(z) around z = 0 to two terms, since 
r(z)
n!

(z)(z−1)···(z−n) has a double pole

at z = 0, but only a simple pole at z = χ� for � �= 0. As z → 0,
r∑

s=0

zs

s!
q−z(−p)s ∼ 1− z

r∑

s=1

ps

s
+ zL,

zr+1

(r + 1)!
∼ z

(−1)r

(r + 1)
,

and
r∑

s=0

zs

s!

q(m−1)(z+r−s)

(1− qm−1)r−s+1

∼ q(m−1)r

(1− qm−1)r+1
+ z

r∑

s=1

(−1)s−1

s

q(m−1)(r−s)

(1− qm−1)r−s+1
− z

q(m−1)rL(m− 1)

(1− qm−1)r+1
.

Thus

Ψr(z)∼
(μq)∞
(q)∞

( q

(−p)r+1

(
z

r∑

s=1

ps

s
− zL

)
+

(μ− 1)q

p
z
(−1)r

(r + 1)
+

+
∑

m≥2

(1/μ)m(μq)m

(q)m
×

×
(
−z

r∑

s=1

(−1)s−1

s

q(m−1)(r−s)

(1− qm−1)r−s+1
+ z

q(m−1)rL(m− 1)

(1− qm−1)r+1

))
.

More simply, as z → 0,

Ψr(z)∼ z
(μq)∞
(q)∞

[q(−1)r

pr+1

(
L−

r∑

s=1

ps

s

)
− (1 − μ)q

p

(−1)r

(r + 1)
+

+
∑

m≥2

(1/μ)m(μq)m

(q)m
×

×
( r∑

s=1

(−1)s

s

q(m−1)(r−s)

(1− qm−1)r−s+1
+

q(m−1)r(m− 1)L

(1− qm−1)r+1

)]
.
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As before, notice the absence of the constant term. Substitution into (7) yields


r(z)∼ qz−1 (q)z−1

(μq)z
pr+1(−1)r×

×z
(μq)∞
(q)∞

[q(−1)r

pr+1

(
L−

r∑

s=1

ps

s

)
− (1− μ)q

p

(−1)r

(r + 1)
+

+
∑

m≥2

(1/μ)m(μq)m

(q)m
×

×
( r∑

s=1

(−1)s

s

q(m−1)(r−s)

(1 − qm−1)r−s+1
+

q(m−1)r(m− 1)L

(1− qm−1)r+1

)]

as z → 0. Also z(q)z−1 ∼ 1/L and (μq)z ∼ 1, so


r(z)∼
(μq)∞
L(q)∞

[
L−

r∑

s=1

ps

s
− νpr

r + 1
−

−Q(−p)r+1
∑

m≥2

(1/μ)m(μq)m

(q)m
×

×
( r∑

s=1

(−1)s

s

q(m−1)(r−s)

(1 − qm−1)r−s+1
+

q(m−1)r(m− 1)L

(1− qm−1)r+1

)]

as z → 0. Also n!(−1)n

(z−1)···(z−n) ∼ 1 as z → 0. Therefore

Res
z=0

[

r(z)

n!(−1)n

(z)(z − 1) · · · (z − n)

]

= lim
z→0


r(z)

=
(μq)∞
L(q)∞

[
L−

r∑

s=1

ps

s
− νpr

r + 1
−Q(−p)r+1

∑

m≥2

(1/μ)m(μq)m

(q)m
×

×
( r∑

s=1

(−1)s

s

q(m−1)(r−s)

(1− qm−1)r−s+1
+

q(m−1)r(m− 1)L

(1− qm−1)r+1

)]
.

So

P(Xn > r)=
(μq)∞
L(q)∞

[
L−

r∑

s=1

ps

s
− νpr

r + 1
−Q(−p)r+1

∑

m≥2

(1/μ)m(μq)m

(q)m
×

×
( r∑

s=1

(−1)s

s

q(m−1)(r−s)

(1− qm−1)r−s+1
+

q(m−1)r(m− 1)L

(1 − qm−1)r+1

)]
+

+
∑

� �=0

Φ̃r,�(n) +O(n−1),
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where

Φ̃r,� (n)

= Res
z=χ�

[

r(z)

n!(−1)n

(z)(z − 1) · · · (z − n)

]

= Res
z=χ�

[(q)z−1]
qχ�−1pr+1

(μq)χ�

(−1)rΨr(χ�)
n!(−1)n

(χ�)(χ� − 1) · · · (χ� − n)

=
Q

L

(μq)∞
(q)∞

(
−q

r∑

s=1

χ
s
�

s!
(−p)s + (−p)rνq

χ
r+1

�

(r + 1)!
+

+(−p)r+1
∑

m≥2

(1/μ)m(μq)m

(q)m

( q(m−1)r

(1− qm−1)r+1
−

r∑

s=0

χ
s
�

s!

q(m−1)(r−s)

(1− qm−1)r−s+1

))
×

×Γ(−χ�)e
2�πi logQ n

(
1 +O(n−1)

)
.

Note that e2�πi logQ n is fluctuating, with |e2�πi logQ n| = 1. This completes the proof

of Theorem 4.2

7. Proofs

Proof of Lemma 5.1. When starting with n participants, if all n partic-

ipants are simultaneously eliminated by coin flipping, then these n participants

are selected by the algorithm; this corresponds to the term
(
n
0

)
q0pnunv in recur-

rence (8) below. If exactly j participants obtain heads, with 1 ≤ j ≤ n, then the

demon arrives and removes one additional participant with probability ν, or leaves

the j remaining participants alone with probability μ. This phenomenon corre-

sponds to v
∑n

j=1

(
n
j

)
qjpn−j(νFj−1(u, v) + μFj(u, v)) in formula (8). (Note that,

since F0(u, v) = v, the recurrence below also holds when n = 0.) So the recurrence

Fn(u, v) =

(
n

0

)
q0pnunv + v

n∑

j=1

(
n

j

)
qjpn−j(νFj−1(u, v) + μFj(u, v)) (8)

holds for all integers n ≥ 0. More simply,

Fn(u, v) = v

(
pnun +

n∑

j=1

(
n

j

)
qjpn−j(νFj−1(u, v) + μFj(u, v))

)
. (9)

Next we define the exponential generating function

G(z, u, v) :=

∞∑

n=0

Fn(u, v)
zn

n!
.
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From the recurrence in (9), it follows that

G(z, u, v)= v

∞∑

n=0

(
pnun +

n∑

j=1

(
n

j

)
qjpn−j(νFj−1(u, v) + μFj(u, v))

)zn
n!

= v

(
epuz +

∞∑

j=1

qjzj(νFj−1(u, v) + μFj(u, v))

∞∑

n=j

(
n

j

)
pn−j z

n−j

n!

)

= v
(
epuz + epz

∞∑

j=1

(qz)j

j!
(νFj−1(u, v) + μFj(u, v))

)

= v
(
epuz + epz

(
νq

∫
G(qz, u, v) dz + μG(qz, u, v)− μv

))
.

(10)

The generating function G(z, u, v) becomes simpler if we replace the fixed

number n of people present at the start of the algorithm by a Poisson number of

participants with mean z. For this reason, we replace G(z, u, v) by the Poissonized

exponential generating function

D(z, u, v) := G(z, u, v)e−z =
∞∑

n=0

Dn(u, v)
zn

n!
.

From (10), it follows that

D(z, u, v) = ve(pu−1)z + ve−qz
(
νq

∫
G(qz, u, v) dz + μG(qz, u, v)− μv

)
. (11)

We use a succinct notation for differentiation with respect to the first of three

variables:

D′(z, u, v) :=
d

dz
D(z, u, v)

and

G′(z, u, v) :=
d

dz
G(z, u, v).

Differentiating both sides of (11) with respect to z yields

D′(z, u, v)= (pu− 1)ve(pu−1)z − vqe−qz
(
νq

∫
G(qz, u, v)dz + μG(qz, u, v)− μv

)
+

+ ve−qz (νqG(qz, u, v) + μqG′(qz, u, v)) .

It follows that

D′(z, u, v) + qD(z, u, v) = μqvD′(qz, u, v) + qvD(qz, u, v) + e(pu−1)zpv(u− 1).

For n ≥ 1, extracting the coefficient of zn−1

(n−1)! from D(z, u, v) =
∑∞

n=0 Dn(u, v)
zn

n!

yields

Dn(u, v)+qDn−1(u, v)=μqvDn(u, v)q
n−1+qvDn−1(u, v)q

n−1+(pu−1)n−1pv(u−1),
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or equivalently,

Dn(u, v) = Dn−1(u, v)
vqn − q

1− μvqn
+

(pu− 1)n−1pv(u− 1)

1− μvqn
.

Iterating this recurrence yields

Dn(u, v)= v(−q)n
(v)n

(μvq)n
+

n−1∑

j=0

(pu− 1)jpv(u− 1)
∏n

k=j+2(vq
k − q)∏n

�=j+1(1− μvq�)

= v(−q)n
(v)n

(μvq)n
+ (−q)n−1 (vq)n−1

(μqv)n

n−1∑

j=0

(1− pu)jpv(u− 1)(μqv)j
qj(vq)j

.

Note that Fn(u, v) =
∑n

k=0

(
n
k

)
Dk(u, v), so Lemma 5.1 follows.

Proof of Lemma 5.3. Setting v = 1 in Lemma 5.1, it follows that

Fn(u)= Fn(u, 1)

=
n∑

k=0

(
n

k

)(
(−q)k

(1)k
(μq)k

+ (−q)k−1 (q)k−1

(μq)k

k−1∑

j=0

(1− pu)jp(u− 1)(μq)j
qj(q)j

)

= 1 +

n∑

k=1

(
n

k

)
(−q)k−1 (q)k−1

(μq)k

k−1∑

j=0

(1− pu)jp(u− 1)(μq)j
qj(q)j

.

(12)

It follows that, for s ≥ 1,

F (s)
n (1) =

n∑

k=1

(
n

k

)
(−1)k−1qk

(q)k−1

(μq)k
s(Qp)s(−1)s−1

k−1∑

j=0

(μq)j
(q)j

js−1. (13)

Dissecting the summation over j in (13), we obtain

k−1∑

j=0

(μq)j
(q)j

js−1

=
(μq)∞
(q)∞

k−1∑

j=0

js−1 +

k−1∑

j=0

[ (μq)j
(q)j

− (μq)∞
(q)∞

]
js−1

=
(μq)∞
(q)∞

ks

s
+

∑

j≥0

[ (μq)j
(q)j

− (μq)∞
(q)∞

]
js−1 −

∑

j≥k

[ (μq)j
(q)j

− (μq)∞
(q)∞

]
js−1

=
(μq)∞
(q)∞

ks

s
+

∑

j≥0

[ (μq)j
(q)j

− (μq)∞
(q)∞

]
js−1 −

∑

j≥0

[ (μq)j+k

(q)j+k
− (μq)∞

(q)∞

]
(j + k)s−1

=
(μq)∞
(q)∞

ks

s
+

∑

j≥0

[( (μq)j
(q)j

− (μq)∞
(q)∞

)
js−1 −

( (μq)j+k

(q)j+k
− (μq)∞

(q)∞

)
(j + k)s−1

]
.
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Finally, we observe that, since Fn(u) =
∑∞

m=0 π(n,m)um, then F
(s)
n (1) =∑∞

m=0 m
s π(n,m) = E[Xs

n]. Thus E[Xs
n] has the representation given in the state-

ment of Lemma 5.3.

Proof of Lemma 6.1. First of all,

P(Xn > r) =
∑

m>r

π(n,m) = 1−
r∑

m=0

π(n,m).

Note that
∑r

m=0 π(n,m) = [ur]Fn(u)
1−u , and of course 1 = [ur] 1

1−u , so

P(Xn > r) = [ur]
1− Fn(u)

1− u

= [ur]
Fn(u)− 1

u− 1

= [ur]

n∑

k=1

(
n

k

)
(−q)k−1 (q)k−1

(μq)k

k−1∑

j=0

(1− pu)jp(μq)j
qj(q)j

(by equation (12))

=

n∑

k=1

(
n

k

)
(−q)k−1 (q)k−1

(μq)k
pr+1(−1)r

k−1∑

j=0

(
j

r

)
(μq)j
qj(q)j

.

(14)

We focus on the second summation in (14). Recall that (x)z := (x)∞/(xqz)∞, so

(μq)j
(q)j

=
(μq)∞
(q)∞

(qj+1)∞
(μqj+1)∞

. (15)

Also, the q-binomial theorem states (az)∞
(z)∞

=
∑

m≥0
(a)m
(q)m

zm. Specifying z = μqj+1

and a = 1/μ,
(qj+1)∞
(μqj+1)∞

=
∑

m≥0

(1/μ)m
(q)m

(
μqj+1

)m

. (16)

Combining (15) and (16) yields

k−1∑

j=0

(
j

r

)
(μq)j
qj(q)j

=

k−1∑

j=0

(
j

r

)
q−j (μq)∞

(q)∞

∑

m≥0

(1/μ)m
(q)m

(
μqj+1

)m

=
(μq)∞
(q)∞

∑

m≥0

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

.

(17)

Thus

P(Xn > r)

=

n∑

k=1

(
n

k

)
(−q)k−1 (q)k−1

(μq)k
pr+1(−1)r

(μq)∞
(q)∞

∑

m≥0

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

,

as claimed in the lemma.
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Proof of Lemma 6.2. Let r ≥ 0. The probability that strictly more than r

out of n initial participants are selected at the end of the algorithm is

P(Xn > r)

=

n∑

k=1

(
n

k

)
(−q)k−1 (q)k−1

(μq)k
pr+1(−1)r

(μq)∞
(q)∞

∑

m≥0

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

.

(18)

We handle the sum over m in Lemma 6.1 in three parts, m = 0, m = 1, and m ≥ 2,

as follows:

∑

m≥0

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

=

k−1∑

j=0

(
j

r

)
q−j +

(1 − 1/μ)(μq)

(1− q)

k−1∑

j=0

(
j

r

)
+

∑

m≥2

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

=

k−1∑

j=0

(
j

r

)
q−j +

(μ− 1)q

p

kr+1

(r + 1)!
+

∑

m≥2

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

.

(19)

Now we focus our attention on the sums of the form
∑k−1

j=0

(
j
r

)
xj . Writing D = d

dx ,

we note

k−1∑

j=0

(
j

r

)
xj =

xr

r!

k−1∑

j=0

jrxj−r =
xr

r!

k−1∑

j=0

Drxj =
xr

r!
Dr

k−1∑

j=0

xj =
xr

r!
Dr 1− xk

1− x
. (20)

The remainder of the analysis does not depend on k being an integer. We have

xr

r!
Dr 1− xk

1− x
=

xr

r!

r∑

s=0

(
r

s

)
Ds(1− xk) ·Dr−s

( 1

1− x

)

=
xr

r!
(1− xk) · r!

(1− x)r+1
− xr

r!

r∑

s=1

(
r

s

)
ksxk−s · (r − s)!

(1 − x)r−s+1

=
xr

(1− x)r+1
− xrxk

(1− x)r+1
−

r∑

s=1

ks

s!

xk+r−s

(1− x)r−s+1

=
xr

(1− x)r+1
−

r∑

s=0

ks

s!

xk+r−s

(1− x)r−s+1
.

(21)

Thus, combining (20) and (21) with x = qm−1, we can simplify the “m ≥ 2” term

of (19) as follows:

k−1∑

j=0

(
j

r

)(
qj
)m−1

=
q(m−1)r

(1− qm−1)r+1
−

r∑

s=0

ks

s!

q(m−1)(k+r−s)

(1− qm−1)r−s+1
. (22)
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For m = 0, the analogous equation is

k−1∑

j=0

(
j

r

)
q−1 =

q−r

(1 − q−1)r+1
−

r∑

s=0

ks

s!

q−(k+r−s)

(1 − q−1)r−s+1

=
q

(−p)r+1

(
1−

r∑

s=0

ks

s!
q−k(−p)s

)
.

(23)

Plugging the results from (22) and (23) into (19), we get

∑

m≥0

(1/μ)m(μq)m

(q)m

k−1∑

j=0

(
j

r

)(
qj
)m−1

=
q

(−p)r+1

(
1−

r∑

s=0

ks

s!
q−k(−p)s

)
+

(μ− 1)q

p

kr+1

(r + 1)!
+

+
∑

m≥2

(1/μ)m(μq)m

(q)m

q(m−1)r

(1 − qm−1)r+1
−

r∑

s=0

ks

s!

q(m−1)(k+r−s)

(1 − qm−1)r−s+1
.

Finally, a substitution into the form of P(Xn > r) in Lemma 6.1 yields

Lemma 6.2.

8. Future problems

A key problem for future analysis involves a more robust demon, who might

be able to remove more than one participant at a time. Another problem to be

studied in the future might involve replacing the 2-outcome coins (heads versus

tails) with a coin that itself involves some uncertainty. Another interpretation of

this extension is that the parameters p and q are unknown before the coin is flipped.

Many other possibilities exist for generalizing the present algorithm.
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[Loè78] M. LOÈVE, Probability Theory (2 volumes), 4th edition, Springer, New York,

1977, 1978.

[LP08] G. LOUCHARD and H. PRODINGER, Advancing in the presence of a demon, Math.

Slovaca, 58 (2008), 263–276.

[Szp01] W. SZPANKOWSKI, Average Case Analysis of Algorithms on Sequences, Wiley,

New York, 2001.

18 Number of survivors in the presence of a demon 199

Stellenbosch University  https://scholar.sun.ac.za



200 18 Number of survivors in the presence of a demon

Stellenbosch University  https://scholar.sun.ac.za



SIAM J. COMPUT.
Vol. 23, No. 3, pp. 598-616, June 1994

() 1994 Society for Industrial and Applied Mathematics
009

DIGITAL SEARCH TREES AGAIN REVISITED:
THE INTERNAL PATH LENGTH PERSPECTIVE*

PETER KIRSCHENHOFER, HELMUT PRODINGER, ANO WOJCIECH SZPANKOWSKI

Abstract. This paper studies the asymptotics of the variance for the internal path length in a symmetric digital
search tree under the Bernoulli model. This problem has been open until now. It is proved that the variance is
asymptotically equal to N. 0.26600 + N. (log N), where N is the number of stored records and (x) is a periodic
function of mean zero and a very small amplitude. This result completes a series of studies devoted to the asymptotic
analysis of the variances of digital tree parameters in the symmetric case. In order to prove the previous result a
number of nontrivial problems concerning analytic continuations and some others of a numerical nature had to be
solved. In fact, some of these techniques are motivated by the methodology introduced in an influential paper by
Flajolet and Sedgewick.

Key words, digital search trees, algorithm analysis

AMS subject classifications. 68Q25, 05C80

1. Introduction. Digital trees [2], [9], [17] are experiencing a new wave of interest
due to a number of novel applications in computer science and telecommunications. For
example, recent developments in the context of large external files and ideas derived from the
dynamic hashing (virtual hashing, dynamic hashing, extendible hashing) led to the analysis
of digital trees [8], [10], [12], [14], [15], [25], [29], [30], [31]. In telecommunications,
recent developments in conflict resolution algorithms [22] and data compression [19] have
also brought a new interest in digital trees. Some other applications are radix exchange sort,
polynomial factorizations, simulation, Huffman’s algorithm, and so on [2], [9], [17].

The three primary digital tree search methods are digital search trees (DST), radix search
tries (shortly, tries), and Patricia tries [2], [7], [9], [17], [28], [31]. In the context of search
costs one is led to investigate the depth of a node (search time) and the (external or internal)
path length in digital trees. The average depth of a node for digital trees has been studied in
[8], [17], [29], [30], [31], the variance in [12], [29], [30], [31], and limiting distributions in
[10], [24], [25], [20]. The average value of the (external or internal) path length is closely
related to the average depth of a node but not the variance. In 14], 15] the authors obtained
the asymptotics of the variance for symmetric regular tries and Patricia tries, respectively (for
asymmetric extensions of these results see [10]).

In this paper, we propose to evaluate the variance for the digital search trees, which has
been an open problem until now. It has to be stressed that the variance of the internal path length
in a digital search tree is the most difficult to estimate. This was already seen in the paper
by Flajolet and Sedgewick [8], who establish an analytical methodology to analyze digital
search trees (e.g., the average depth of a node). In this paper in the process of establishing the
asymptotics of the internal path length we had to obtain some new analytic continuations of
functions, which are mainly based on the famous Euler product identities. As in 12] and 13],
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to derive the final results, namely, to show the cancellation of the higher order asymptotics, we
had to appeal to the theory of modular functions (cf. 3). In addition, this problem possesses
nontrivial numerical challenge. A very preliminary version of our results was presented at the
1989 IFIP Congress 16].

This paper is organized as follows. In the next section, we define our model, establish
the general methodology to attack the problem, and present our main results. In particular,
we show that the variance of the internal path length for the binary symmetric digital search
tree under the Bernoulli model is asymptotic to N 0.26600 + N 3(log2 N), where N is
the number of records and 3(x) is a periodic function with a very small amplitude. Section 3
contains proofs of our main results, followed by a few concluding remarks in 4.

2. Main results. Let DN be the family of digital search trees built from N records with
keys from a random stream ofbits. Under the Bernoulli model, a key consists of 0’s and l’s with
independent and equal probability of appearance. Let LN denote the random variable "internal
path length"of trees in DN and FN (z) the corresponding probability generating functions, i.e.,
the coefficient [zk]FN(z) of z’ in FN(Z) is the probability that a tree in DN has internal path
length equal to k. Then the following recursion, which is a direct consequence ofthe definition,
holds:

Z
N2-N(2.1) FN+ F.(z)FN_k(z), Fo(z)-- 1.

k=0

The expectation lx is given by lx F] (1) and fulfills for N >_ 0

(2.2) lN+ N + 2-N lk, lo O.
k=0

This recursion may be solved explicitly by using exponential generating functions. With
L(z) YN>_O INzN/N!, (2.2) translates into the functional differential equation

L (z) ze + 2ez/2L (z/2).

By the substitution/ (z) e L (-z) we have the easier equation

/ (z) -/’ (z) -z + 2(z/2).

With (z) X>_O UZN/N! we find for N > 2

’N ON-Z, ’0 1 0

with the finite product

(2.3)

so that finaliy

(2.4) IN (-- 1)/ Qk-2.
k=2

The reader should note that an asymptotic evaluation of (2.4) is nonelementary due to the fact
that terms ofalmost-equal magnitude occur with alternating signs. For this reason sophisticated
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methods from complex analysis are needed to find the correct order of growth. An essential
step is the application of the following lemma from the calculus of finite differences.

LEMMA (cf. [17, p. 38], [23]). Let C be a path surrounding the points j, j + N
and f(z) be analytic inside C. and continuous on C. Then

(2.5) (-1)’f(k) [N; z]f(z) dz
k>j

with

[N; z]
(--1)N-IN!

z(z 1)... (z N)

In our application f(z) is a meromorphic function that continues a sequence f(k), e.g.,
j 2 and f(k) Qk-2 in (2.4). Moving the contour of integration, one can obtain the
asymptotic expansion of the alternating sum by Cauchy’s residue theorem, that is, for any real
c (2.5) becomes Y’k>_j () (-1)k/(k) Yz7. Res([N; zi]f(zi)) +O(NC), where the sum
is taken over the set of poles Pc different from j, j + N with real part larger than c.

We note that the function f(k) Qk-2 possesses the analytic continuation Qz
Q/Q(2-z) where Q(t) 1--Ii>_1(1 -t/2i) [8]. Then, applying a refinement of the technique
of Flajolet and Sedgewick, we can easily prove the following theorem (cf. 3).

THEOREM 2. The expectation lN of the internal path length of digital search trees built

from N records fulfills

o=Nlog).N+N
log2 +-a+(lgN) +logan

(2.6)
2?,- 5

2 log 2
I- ot + 62(log2 N) -k- O(log N/N)

with ?, 0.57721 (Euler’s constant) and ot ’’,>_1 1/(2" 1) 1.60669 where

31 (x) and 32(x) are continuous periodicfunctions ofperiod 1, mean O, and very small ampli-
tude (< 10-6). For later use we mention the Fourier expansion of 31 (x)

0F(-1 2krri) 2krix(2.7) 31(x)
log 2 log 2

e

where F (x) is the gammafunction ].
We mention in passing that the O(l)-term in (2.6) is slightly incorrect in 17].
Now we turn to the analysis of the variance, which is given by Var L N SN -Jl- IN 12N

with SN F(1). From (2.1) we get the recurrence relation (for N > 0; so 0)

(2.8)

N22-N _,SN+l 1 + N(N- 1)
k=0

+21-N lklx-k - 21-O
k=0 k=0

In order to find an explicit solution to this recurrence, we split it into three parts: SN

UN + VN + WN, where

(2.9a) UN+l 2N(lN+l N) + 21-0 u, N > O, uo O,
k=0
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(2.9b) UN+ N(N 1) + 21-N vk, N > 0, v0 0,
k=0

(2.9c) WN+I 2- llN_ + 2- wt, N > O, wo O.
k=0 k=0

All of the above recurrences, as well as that for the average internal path length (2.2),
fall into the following general recurrence studied in [30]. Let (xn) be a sequence of numbers
satisfying

(2.10) xn+l --an+l+2’-n(nk)x, n >2,
k=0

where (a,,) is any sequence of numbers. The solution of (2.10) depends on the so-called
binomial inverse relations that are defined as

k=0 k=0

The second equation justifies the name binomial inverse relations. For more details, see
Riordan [26]. A similar treatment as in the case of (2.2) leads to the following explicit
solution (for details see [30]).

LEMMA 3. Let xo Xl O. Then the recurrence (2.10) possesses the solution

(2.11a)

where

(2.1 lb)
n+l

n On [li i+1- al]/Oi-1
i=1

and Q,, is defined in (2.3).
Using Lemma 3 we immediately solve our recurrences (2.9a)--(2.9c). In particular, one

proves

k-2 k-2 j 2k ]k--2Q-2 4+j2J-l.= j2J-l.= 2k-2-1

(2.12a) for k > 3, 0 fi =/2 0;

(2.12b) 3 -4Qk_2 for k > 3, 30 1 2 0;

and

tlc -Qk-2 j=4 Qj-1
Qi-2 Qj-i-2
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(2.12c) fork > 5, tb0 t4 "--0.

Of course, the "unhatted" solutions b/N, ON, and tON follow from the binomial relations, as
shown in (2.1 la). It is also worth mentioning that the recurrence for VN is easy, and after
simple algebra one proves

(2.12d) UN-’-4(/) 4/N,

SO the treatment of UN and tON remains to be done.
In principle, UN and tON may be analyzed by making use of Lemmas and 3. However,

it turns out to be a highly nontrivial problem to find an analytical continuation of tbk. After
lengthy and difficult computations the residue calculus leads us to the following main result
of this paper, which is proved in the next section.

THEOREM 4. The variance ofthe internal path length ofdigital search trees builtfrom N
records becomes

VarLN N. {C + 8(log2 N)} + O(log2 N/N)

where C is a constant that can be expressed as

(2.13)

28 39 2or zr 2 2

3L 4 2fl + -- + - L2
2 (- 1)k+ (k 5)
L (k + l)k(k-1)(2k-l)

2 (L(1 2-r+1)/2-+- br+l
\ 1-2

(-1)+ )k(k 1)(2r+ 1)k>2

+- (3) 2[12]0 --[31210

with L log2, ot Y,_>I 1/(2" 1), fll Y,_>1 n2n/(2" 1)2, and br+ (-1)r2-(r)-’).
Thefluctuatingfunction 3(x) is continuous with period 1, mean zero, and 16(x)l < 10-6, and
1[2]01 < 10-1, and 113162]01 _< 10-l. Finally, tb(z)is a function defined as

(2.14) (z+l)__2Qz+(z+2) (z+3) j>z((z+j+2)_(j+2))Qz-1 2 Qz + 2z+lQz+l + 2z+j Qz+j 2J Qj

with Qz Qo/Q(2-z), where Q(t) I-Ii>_(1 t/2i), Q Q(1), and

(2.15)

br+l Q
(z+ l)=

Qr Q(23-z-r)r>O

ol2z 2

I 21-z-r 22-z-r 2r+k-k>2

Numerical evaluation ofthe constant C reveals that C 0.26600... and allfive digits after
the decimal point are significant.

We should point out that in order to achieve the same accuracy in C one needs to run the
recurrence equations (2.9a)-(2.9c) for N 106.

In the following lemma we present an explicit formula for tb’(3) that is convenient for
numerical evaluations.
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LEMMA 5. Thefollowing identity holds:

(2.16)

21b’(3)

2r+k

2r+k-1

where

br+l 2 ("+’(2.17) ar+l (_1) 2)/Qr
Qr

and

(2.18) se(J + 2)
j+l

k=2
k

QI-2Qj-a.-1

with Q, defined in Theorem 4.
Before we proceed to the proof of our results, we first offer some remarks and extensions.
Theorem 4 and our previous results in [12] and [30] provide asymptotics for the average

-(i)covariance between two different nodes in a digital search tree (DST). Let 19N be the length
of the path from the root to the th node, i.e., the node corresponding to the th key of the N

--.(i) depends on forkeys. Observe that the distribution of the random variable defined by DN
DST, since, in contrast to tries and Patricia tries, the order of insertion of the keys is relevant

.--(i)in this instance. Note that the internal path length LN is expressed in terms of oN as

(2.19)
N

i=1

In [12] it has been shown that, besides a small fluctuation,

(2.20) E(D(j,2)(1N )2AN "i=1 " yi=I EDg) 2.844

(The quantity NAN was erroneously identified with the variance of the path length.) It is
easily checked that

(2.21) O (/10))2 ( )2Var NAN - U UOg
i=1 "= i=1
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The expectations ED EDff (for N > i) may now be computed in a straightforward
manner. Indeed,

(2.22)
k=l

and we find

(2.23) ED(NN)=logzN+-+-ot+r(log2N)+69

with a small fluctuation (x). Altogether we get, besides the fluctuating term,

(2.24)
N N.-(i) NAVar /AN N "’----i=1

and therefore, the average variance of the depth becomes

(2.25)
N

D- E Var 0.763
i=1

(Compare also [27].) Now

N

Var LN Var /AN -+- 2 Cov /-AN ’N
i=i iCj

Using Theorem 4 and the above we find that the average value of

Cov{D ’N is -0.50.../N.

-(i) and r(J)The last statement says that, on the average,/AN ’N are negatively correlated. Note that
the equivalent quantity for regular tries is approximately equal to +0.84.../N 14] and for
Patricia -0.63.../N [15].

In order to select the best digital tree one needs to compare different characteristics of
digital trees, namely regular tries, Patricia tries, and Digital Search Trees (DST). Table
contains four important parameters that are often used to predict a random shape of these trees

(cf. [8], [12], [14], [151, [17], [18], [29], [30], [31]).

TABLE

VarLN

N(log2 N + 0.33)

"average"
r(i)Vary,NELn

DST N(log2 N 1.71) N. 0.26 0.763 -0.50/N
TRIES N(log2 N + 1.33) N. 4.35 3.507 +0.84/N
PATRICIA N. 0.37 1.000

"average"
--(i) D))COV(/AN

-0.63/N

It can be seen from the table that the average external (internal) path length is approxi-
mately the same for all three digital trees. However, the variance of the depths and internal

(external) path lengths differ significantly. We also notice that the variance of the internal path
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length for DST as well as the variance of the depth are smaller than the respective quantities
for Patricia.

We point out that from Theorem 4 it follows that LN/ELN tends to one almost surely
(i.e., with probability one) as N -+ cx. This immediately follows from Theorem 4 and the
Borel-Cantelli lemma. (Compare, e.g., [21 for this standard argument.)

Finally, Theorem 4 provides the missing coefficient in the variance of the numbers of
phrases in the Lempel-Ziv parsing algorithm [3], [19] (cf. also [11]). More precisely, the
Lempel-Ziv parsing algorithm partitions a single string into variable phrases (blocks) such
that a new block is the shortest substring not seen in the past as a phrase. For example,
the string 110010100010001000 is parsed into (1) (10) (0) (101) (00) (01 (000) (100). Let MN
be the number of phrases produced by the algorithm for a string of length N. Aldous and
Shields [3] proved that for the symmetric alphabet (MN EMN)/Var MN converges weakly
to the standard normal distribution, where EMN N/log2 N and Var MN O(N/1og32 N),
however, the authors of [3] were not able to provide the coefficient at N! log N. It turns out
that this coefficient is the same as the coefficient at N in the variance of the internal path length
LN, that is, Var MN (C + (log2 N))N/log3z N. The details of the proof can be found in
11 ]. The main idea is that the number of phrases MN can be expressed as

r}(k) < NMu=max M" LM -’M
k=l

But this equation is known in the literature as the renewal equation. Billingsley (compare
[6], Chapter 17, Theorem 17.3) proved that (for any dependent positive random variables) if
(L ELN)//Var LN converges weakly to the standard normal distribution A/’(0, 1), then

MN- N/(ELN/N)
/Va? LN ELN/N)-3/2 -- At(o, ).

Hence, by the standard uniform integrability arguments and by Theorem 4, we conclude that
the variance of MN becomes

Var MN Var LN/10g32 N (C + 6(log2 N))N/10g32 N.

3. Analysis. As we already pointed out in 2, it is a nontrivial problem to find appropriate
analytic continuations for the sequences of values f(k) that occur in alternating sums (2.5).
In order to illustrate our approach, we start with the easiest case, namely, the evaluation of the
expectation IN. From (2.4) we know

lu (-- 1)k Qk-2.
k=2

As in [8] we may rewrite f(k) Qk-2 as

Q(22-k)
where

xFI (’-
i>l

Q Q(1).

Therefore, we have the analytic continuation

(3.2) f(z) Q(22-z)"
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The main contribution to IN is given by Res([N; z]f(z); z 1). We have with u z- --+ 0

[N; z] __N (1 + U(HN-1 1))

and

Q(2z-z) Lu

(remember L log 2), since

(3.3) a
Q(x) x=l

Therefore,

Res([W; z]f(z)" z 1) HN-I + L -ot

Using the well-known asymptotics for the harmonic numbers HN- we get the contribution
(from z 1)

(3.4) N log2 N + N ( ’ )L L +-ot -+O
Besides z we have with the same real part the simple poles z. + 2, k 6 Z, k - 0,
with

Res([N; z]f(z); z z,) [N; zx.].

so we get the contribution

Na
F(-zk)

(zk 1)z.Na-lF(-zk)
+ O(NZ._2)"(3.5)

L 2L

The reader should take notice of the fact that the first term in (3.5) gives the Fourier coefficients
of 6 (x) in Theorem 1.

The next relevant pole is z 0 and yields a contribution of

y 5
(3.6) log2 N + - -[- -u.

The poles z zk yield a periodic contribution of order No and so on.
Collecting all contributions gives the expansion (2.6) in Theorem 2.
Next we focus our attention on the asymptotics of UN. In order to find an appropriate

analytic continuation of fik we rewrite the sums appearing in (2.12a) as follows:

k-2

j=l 2J--1
t- j>l 2k-2+J- 1’

-2 j j k-2+j
-2j_ 1-j>l 2j_ j.>l 2k-2+j_j--1
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Thus we may continue 6k via the function

(3.7)

a(z)
Q(22-z)

2z 12z-2-

Now the main contribution to UN in Lemma originates from a second-order pole of [N; z](z)
in z 2. Further contributions that are necessary for the evaluation of the variance come from
first-order poles in z 2 + 2___2/, k - 0, a third-order pole in z 1, as well as second-order
poles in z + 2___2/, k 0. Collecting all the above-mentioned contributions we get the
following expansion of uX (in all the following formulas i (X) stands for a continuous periodic
function of period and mean zero).

LEMMA 6.

4N2 log2 N + N2 (4(?,-l)-6-4or + 63(1og2/AN
L

-Nlg N + 2Nlgz N (2 +8+e+34(lgzN))
( ?’2 47’ 127’ 2c?’ rr2 4 10 2c)+N - + U + -Z- +

133 )-or2 +/3 lot 21 + + 5(log2 N) + O(log2 N)

with/ k_> 1/(2’ 1)2, L, c, and fll as in Theorem 4.
As already mentioned in 2,

VN= 4(N2)-41N,
so the asymptotics of ON are given by

VN 2N2 4N log2 N

(3.8)
+4N -l+ot--+-6(log2N) +(.9(logN).

The most challenging task is to find an appropriate analytic continuation of b(z).
From (2.12c) we have

(3.9)
k

tk+l -Q,-
se(j + 1)

2J-IQj_

with

(j + 1) i Qi-2 Qj-2-i.

For the following the reader should note that " (j + 1) Qz2J. We start by rewriting (3.9)
in the following manner:
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With 0 (J + 1) (j + 1) Q22j we have

j>k+l

Therefore,

Since all involved series are now absolutely convergent, we may add them term-by-term and
get

tbk+ Qk_ [-2Qok + se(k + 2) (k + 3) j>z((k+j+2)_(j+2))]2 Q, + 2’+ Q-+ + 2k+J Qk+j 2J Qj

From this, the representation for tb(z + 1) as in (2.14) is immediate, provided we have an
appropriate interpretation for (z + 1). This will be our next goal. The following well-known
partition identities of Euler are our basic tool:

(3.12)
Q(t) (1 t2-") 2" Q,,

and

(3.13)

with

O(t)= H 1-- a+lt
n>l n>O

an+l (-1)"2-(")/Q,,.

Using (3.2) and (3.12) we have

(N + 1)=
Q(22_k Q(22+k_Nk=2

2i+J (Nk)a E Oi Qj
(2-i)k(2-J)N-k

i,j>_O k=2

where the innermost sum is now

(2-i + 2-J)N 2-iN 2-JN N2-i(N-I)-J N2-i-j(N-I)
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The last expression for (N + 1) is symmetric in and j. However, it turns out that for the
purpose of finding an analytic continuation i,j>_o should be rewritten as j=i +2 j>i>0.
Writing j + h in the second sum we get

(3.14)

(N + 1) -(2N 2- 2N) /2
2i(2-N)

i,h>O

Q2 2i(2-N)2h(1-N)--2 aiQi+’-----
i,h>O

-2N
OiOi+hi,h>O

2i(2-N)2h(2-N)

In expression (3.14) N can be replaced by z, yielding a meromorphic function, since all series
converge uniformly. However, we are able to simplify (z+ 1) in the following way. Consider,
for example, the last term in (3.14):

2z
Qi Qi+hi,h>O

2(i+h)(2-z) 2z
QQ(2-i-h)

2(i+h)(2-z)

i,h>O Qi

which is by Euler’s identity (3.13)

i>o
Q -r+2-z)i2z a,.+, -Q-7i(2 (2-r+2-z)h

r>0 "_ h>_O

and by Euler’s identity (3.12)

Q
2z 2_, ar+l tqro3-z-r’ 22-z-rr>O

Rewriting the other terms from (3.14) in a similar way, especially using

(1 + 2-)z z2- ()2-ak

k>2

for the second term, we finally get (2.15).
Our next task is to investigate the poles of [N; z]tb(z) different from z 5, 6

N.
From (3.11) we see that tb(4) tb(3) 0 (observe that (4) 0), so that the first poles

occur with real part 2. In order to determine the residues of [N; z]tb(z) in z 2 (respectively,
z 1) we need the local behavior of tb(z). Because of (2.14) this behavior will depend on
the behavior of cr (z) := (z)/2z-2 Qz-2 near z 2, 3 From (2.15) we see that (z) has
second-order poles for z 2 and z 3 and is analytic for z 4, 5 Since [N; z] Qz-2 has
already a second-order pole for z 1, it will be necessary to expand r (z) near z 2, 3
up to the linear terms. In particular, the reader should note that all the derivatives r’(z) for
z 4, 5 will occur in Res([N; z]tb(z); z 1). This is the main reason that the constant
C in the final result is rather a complicated one.
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We start with the expansion of or(z) about z 3. Let u z 3; then we find from (2.15)
after laborious computations"

or(3 + u)

br+lC2_2C3+2
1-2-"L r>2

where

(-1)
/2 2

(k + 1)k(k- 1)(2k- 1)’k>2

C 2hi(1 + 2-h)2 log(1 + 2-h) -2-t’],
h>0

C2 2h (1 + 2-h)2 log2 (1 + 2-),
h>_0

2[ 1 + +
h>0

Dr, 2h(1-r)[(1 -k- 2-h)2 log(1 + 2-h) 2-hi.
h>0

The constant in the//-term can be simplified according to the remarkable identity

(3.16)
b,.+ (1 2 )j>= 2J

r>__ 2 2 (2J 1)2
c +/.

For the proof of (3.16) we observe that the left-hand side equals

Qr--I

Using (3.12) and (3.13) this expression becomes

Q(2-i) (Q(2-i) 1) 2 Q(2-i) (Q(2-i-’) 1)
i>_o i,k>O

t(Q(2-i) -1) -’](2j + 1)(0(2-j) -1)
j>_o

-E 2E2 El,
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where

ar+l 2
E

r>l
2

and E2
r>_l

ar+ (1 2-r)2"

Now we observe

and

t2 Q(t) t/2 Q(t) t--1

,--,2 Q(t) (1 t/2)2 -- Q(t) ,=,-
and get the right-hand side of (3.1 6).

The expansion of cr (z) about z 2 reads with u z 2"

cr (2 + u)
L2U2

1- --U - "JI-"

+uO( 163 L6 L2 (C4 + C6) + 2E3)
C5 C7

’-ll
L 55

3C4 -I- C6--
6 6 - L

br+l
(3.17) +2

(1 2-r)(1 2-r)r>2

Dr,2 + 2L + L
2

i=1
21-r

r-2

+L
(1 2-")2 2 .= 2

)/t2-r 2

where

C4 2h [(1 + 2-h) log(1 + 2-h) 2-h],
h>0

C5 ’ 2 (1 + 2-h) log2 (1 + 2-h),
h>0

C6 Z [(1 -1-- Z-h) log(1 + 2-h) 2-h ],
h>_0

C7 (l --1-- 2-h) log2 + 2-h),
h>0

Dr.2 2h-r) [(1 + 2-h) log(1 + Z-h) Z-h],
h>0

E 1-
r_2 (1 21-r)(1 2-r) 2-r

2

(1 21-r)2
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For later simplifications we note that

2 3 2fl2(3.18)
L

(C4 + C6) -8 -t
L L

and

(3.19) E3 2 c -/3,

where (3.18) follows from the expansion of the logarithm and (3.19) by partial fraction de-
composition and rearrangements of the sums.

We finally note that

(3.20) C5 + C7 C2.

Next we discuss r (z) for z close to j 4, 5

(3.21) cr(j + u) o(j) +
’3J-2

t(j) L(j) + L(j)
2J-2

k>_l

From (3.2

(3.22a)

(cr(j + u)- o’(j))
j>4

’ (j) L(j)
u

2J-2 Qj-2 Z 2J-2 0,_2 2k+j-2+ L
j>4

From (2.14) we find that the last expression equals

(3.22b) u(2tb’(3) + 2Q),
where tb’(3) may be computed from (2.15) to get the constant from Lemma 5.

Regarding (3.15), (3.17), and (3.22a) we find that IN; z]tb(z) has third-order poles in
z 2 and z and second-order poles in zk 2 + 2____,, k 6 Z, z g= 0, as well as in zk 1.

Our local expansions allow (after some lengthy but straightforward computations) to find
the following asymptotic behavior of WN:

LEMMA 7.

1.0N N2 log N + N2 log2 N. (-3 2 2y
2or + 6(log2 N))

2c 3?’-+-N2 q-O2 q-- 3Or + L L L L

2 2 ?’2 7r2 2?’ )-+- q-- - -+- - q
6L2 L2

k-7(log2 N)

19 Digital search trees again revisited: The internal path length perspective 215

Stellenbosch University  https://scholar.sun.ac.za



INTERNAL PATH LENGTH IN DIGITAL SEARCH TREES 613

7
3 6

10y )+3N log N + N log2 N. - - + 88(log2 N)

41 f12 3y 7),, 7c 6c,+N -22- - + -- L-5 + 2ot -/3 + -- + 3c2

L

27/.2 6 2>3 (--1)k+l (k 5)
+ br+l+-5 -t

L2 L (k + 1)k(k- 1)(2k- 1) r>l

2 k( 1)(2r+k 1)

-I--- (3) + 9(log2N) + (.9
lo N

32

L2

with L, c,/3, br+l as in Theorem 4 (respectively, Lemma 6) and fl2 from (3.15).
It remains to combine the previous results to get an asymptotic expansion for

(3.23) Var L N tiN 31 UN 31- LON "31- IN lZu
We start with an important observation concerning leading terms formed by periodic

fluctuations of mean zero.
Let us assume that, at any stage, we are able to prove

(3.24) Var L N 610(log2 N) Nu loft N + RN,

where 60(x) is continuous and periodic with period and mean zero and RN o(Nu log N).
We claim that 30(x) must vanish identically under these conditions:

Let us assume 30(x) - 0. Then, since 30(x) is continuous with mean 0, there esists
an > 0 and an interval, say [a, b]

_
[0, 1], such that 30(x) < - for x 6 [a, b]. Since

log2 N is dense modulo 1, Var LN would be negative for an infinity of values, an obvious
contradiction.

In other words: From (3.24) we may deduce that

(3.25) Var LN RN, N --+ cx,

so, in order to prove that Var LN O(N) we need not collect explicitly the fluctuating
contributions of mean zero.

Observing these comments we easily find that all terms of order N2 log2 N, N2 log N,
N log2 N, and N log N in Vat L U cancel. The coefficient of N2 is of a more delicate nature.
The reader should note that the coefficient of N2 in lv will contain the square 2 of the periodic
fluctuation 3l from Theorem 2 and that the mean [2]0 of 2 will not be zero. Therefore, we
have to extract this term to end up with a fluctuation of mean zero and get for the coefficient
of N2 in Var LU the expression

+
2 j2 47

ti’l’&*’0(3.26)
L2 6L2 L L 12 + 311 (log2 N).

The following lemma is crucial now.
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LEMMA 8.

( 2krri) 12 rr 2 /32 47
F -1

log2
q

6L2 L L 12

Sketch ofProof The proof heavily relies on the following two series transformation results
due to Ramanujan (compare [5]). The first is

(3.27)

-N (2N + 1) +
e2ak

(__/)-N .(2N + 1) + E e2/k
k>l

N+I
_22N (_1)k Bzk Bzu+z-Zk otX+l_kfl k

,=0 (2k)! (2N + 2- 2k)!

Here and in the next identity, c and/3 have to be positive numbers with o03 7r 2, " (s) is the
Riemann C-function; N has to be a positive integer, and B,, indicates the nth Bernoulli number
defined by

Z Z
)/3,

e n!n>O

The second identity used in the proof is

log ot + log fl +(3.28) E k(e2k 1) k> k(e2pk 1) 4 12
kl

In fact, (3.28) is equivalent to a transformation result on Dedekind’s 0-function (compare [4])

(3.29) 0(r) errir/12 H (1 e2rrinr) (’g) > O,
n>_l

namely,

(3.30) 0 (--iz’) 1/2. r/(z’), G(’r) > 0.

(This is a special instance of Dedekind’s famous result on the behavior of rt under a transfor-
mation of the modular group.) lq

The consequences of Lemma 8 are twofold. On the one hand, we find from (3.26) that
the N2-term in Var LN cancels, so that Var LN O(N). On the other hand we may use the
identity to express/3z by the other terms occurring in Lemma 8, including [32]0, which yields
the final form of the constant C in Theorem 2. [332]0 is the mean of 3 (x)32(x), originating
from lv, which has to be extracted to get a fluctuation 3(x) of mean zero.

4. Concluding remarks. We would like to point out some final remarks concerning our
analysis.

(i) The occurrence of the finite products Q/, gives rise to use results from the theory of
partitions, especially the Euler product identities (3.12) and (3.13).

full proof of Lemma 8 is long and difficult and included in 13].
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(ii) A periodic fluctuation 3(x) that has mean zero and very small amplitude may be
safely neglected for practical purposes as long as we are only interested in the expectation.
In order to establish the correct order of the variance it is of vital importance to study the
behavior of 3 (x), especially the mean of 312(x).

(iii) The predicted value 0.26600.... N matches perfectly with the values obtained by
computer simulations.

(iv) As we mentioned in the introduction, with this paper we achieved our goal of obtaining
second-order properties for the three digital tree search structures, namely, Tries, Patricia Tries,
and Digital Search Trees in the symmetric case. In particular, we are now able to compare
the variances of the path lengths in such trees. Furthermore, we note that the analysis of the
variances is a key step toward getting the respective limiting distributions (compare [3] or
[10]).

(v) Our methodology does not easily extend to the asymmetric Bernoulli model. The
difficulty lies in the analytical continutation of WN. We conjecture that in the asymmetric case
the variance is of order n log n, but it might be difficult to obtain the coefficient at n log n.

Acknowledgment. The authors would like to thank R. F. Tichy for some helpful remarks.
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Abstract. A large number of results in analysis of algorithms con-
tain fluctuations. A typical result might read “The expected number
of . . . for large n behaves like log2 n + constant + δ(log2 n), where
δ(x) is a periodic function of period one and mean zero.” Examples
include various trie parameters, approximate counting, probabilistic
counting, radix exchange sort, leader election, skip lists, adaptive
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cially if one wants to compute variances. In order to see this, one
needs identities for the Fourier coefficients of the periodic functions
involved. There are several methods to derive such identities, which
belong to the realm of modular functions. The most flexible method
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forms help. Often, known identities can be employed. This survey
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1 Introduction

A surprisingly large number of results in analysis of algorithms con-
tain fluctuations. A typical result might read “The expected number
of . . . for large n behaves like log2 n + constant + δ(log2 n), where
δ(x) is a periodic function of period one and mean zero.” Examples
include various trie parameters, approximate counting, probabilis-
tic counting, radix exchange sort, leader election, skip lists, adap-
tive sampling; see the classic books by Flajolet, Knuth, Mahmoud,
Sedgewick, Szpankowki [23, 16, 17, 18, 25] for background.

We use the name δ(x) in a generic sense; in concrete situations
we call them δ0(x), δ1(x), etc. An important set of such functions is

δj(x) :=
1

L

∑

k 6=0

Γ(j − χk)

j!
e2πikx,

where we use the standard abbreviations L = log 2 and χk = 2πik
L .

Figure 1: δ0(x) and δ
2
0(x)

As one can see from the picture, δ0(x) has mean zero (the zeroth
Fourier coefficient is not there). On the other hand, δ20(x) is still
periodic with period 1, but its mean is not zero. Why should we
worry about a quantity apparently as small as ≈ 10−12?

The reason is the variance of such parameters, as it naturally
contains the term “−expectation2,” and as such also −δ2(x). That
might not be a sufficient motivation for a casual reader if it were
not the case that often substantial cancellations occur. In order to
identify them, one has to know more about δ2(x). If one ignores
these terms, one gets wrong results, and the results are not wrong by
≈ 10−12, but by an order of growth! Path length in tries, Patricia
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Figure 2: The functions δj(x) = 1
L

∑
k 6=0

Γ(j−χk)
j! e2πikx grow in am-

plitude

tries, and digital search trees [8, 15, 10] are such cases: the variance
is in reality of order n only, but ignoring the fluctuations would lead
to a (wrong) ≈ n2 result.

Questions like that occurred in several writings of this author
(together with various coauthors), as can be seen from the references.
The techniques are extremely interesting, as one has to dig deep into
classical analysis. So far, it seems that the calculus of residues is
the most versatile approach in this context. Another approach is to
use (modular) identities due to Dedekind, Ramanujan, Jacobi and
others (which can often be proved by Mellin transform techniques);
however, often they do not quite fit. The residue calculus approach
directly addresses the formula that is ultimately needed.

In this survey paper, we discuss all these methods by looking at
various examples. The paper has also a tutorial concern, as we want
to encourage the interested reader to prove his/her own identities
with the methods that are provided.

Oscillating functions are usually given as Fourier series f =∑
k 6=0 ake

2πikx, thus representing a periodic function of period 1, and
since the term a0 is missing, oscillating around zero. We often refer
to the coefficient ak by writing [f ]k.

Other cancellation phenomena concerning oscillations related to
Patricia tries and compositions (resp. words) were only discovered
recently and presented in [22], at analco04 (dedicated to Hosam
Mahmoud).

Here are some examples from the literature.
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Approximate counting [5, 11, 20, 21]

After n successive increments the average content Cn of the counter
satisfies:

Cn ∼ log2 n+
γ

L
− α+

1

2
− δ0(log2 n),

with

α =
∑

k≥1

1

2k − 1
and δ0(x) =

1

L

∑

k 6=0

Γ(−χk)e
2πikx,

with L = log 2 and χk = 2πik
L . The identity that one needs is

[δ20 ]0 =
1

L2

∑

k 6=0

Γ(χk)Γ(−χk) =
π2

6L2
− 11

12
− 2

L

∑

h≥1

(−1)h−1

h (2h − 1)
. (1)

We will present various proofs of this identity, which will be our
running example, in the next sections. The methods are residue
calculus (Section 2), Mellin transform (Section 3), and identities of
Ramanujan (Section 4).

Maximum of a sample of n geometric random variables
[26, 13]

Assume thatX is a geometric random variable such that P{X = k} =
2−k (for simplicity, we only discuss this case, not the slightly more
general P{X = k} = (1− q)qk−1). We consider n independent trials
and look for their maximum. This is a natural parameter which is
also useful in the analysis of various algorithms (e. g., skiplists [14]).

The expected value is given by

En ∼ log2 n+
γ

L
+

1

2
− δ0 (log2 n)

with the same periodic function as before.

Tries [12, 8, 7]

The expected number of internal nodes in a trie built from n random
data is

ln =
n

L
+ nσ(log2 n) +O(1),

with

σ(x) =
1

L

∑

k 6=0

χkΓ(1− χk)e
2πikx.
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The formula that one needs is

[σ2]0 = 3− 1

L
− 1

L2
+

2

L

∑

j≥2

(−1)jj

(j + 1)(j − 1)(2j − 1)
. (2)

Partial match queries in tries [9]

The average cost (defined in the paper [9]), for random tries con-
structed from n random data, is

ln =
√
n
(√

π
1 +

√
2

2L
+ τ

(
log2

√
n
))

+O(1),

where the fluctuating function τ(x) =
∑

k 6=0 τke
2kπix has the Fourier

coefficients

τk =
1

2L

(
1 +

√
2(−1)k

)
Γ
(−1− χk

2

)(−1 + χk

2

)
.

The formula one needs is

[τ2]0 =
3

4L
− π

4L2

(
3 + 2

√
2
)
+

3− 2
√
2

L
F (L) +

2
√
2

L
F
(L
2

)
(3)

with

F (x) =
∑

k≥1

e−kx

1 + e−2kx
.

2 Proofs by residue calculus

In this section we will show how to use residue calculus in order
to prove the relevant identities. As examples of the technique, we
concentrate on the identities (1), (2), and (4). However, after going
through these representative examples, the reader will surely be able
to prove his/her own identities, following the technique.

The following approach (“residue calculus”) to evaluate [δ2]0 seems
to be the easiest and most flexible. We start with the following ex-
ample:

δ0(x) =
1

L

∑

k 6=0

Γ(−χk)e
2πikx.
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Figure 3: Path of integration; poles at χk are indicated, the double
pole at 0 by a double circle

Find a function F (z) so that [δ20 ]0 is (apart from a few extra terms)
the sum of the residues along the imaginary axis. Here, take

F (z) =
L

eLz − 1
Γ(−z)Γ(z).

If we set

I1 =
1

2πi

∫ 1
2
+i∞

1
2
−i∞

F (z)dz,

then by shifting and collecting residues,

I1 =
1

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

F (z)dz +
∑

k 6=0

Γ(−χk)Γ(χk)−
π2

6
− L2

12
.

What happens here is often called closing the box, compare Fig-
ure 3, see e. g. [25, 18]. One integrates along a rectangle with corners
±1

2 ± iM . One can evaluate it by collecting the residues inside the
rectangle. And one can let the parameter M go to infinity. In this
type of problems, the integrals along the horizontal lines disappear,
and we can express one integral along a vertical line by an integral
along another vertical line, plus a few residues. The justification that
these integrals along the horizontal lines disappear comes from the
fact that the Gamma function (which is always present in our ex-
amples) becames small extremely fast for large imaginary parts, see
[27]. Since all our examples are of that nature, we will perform the
relevant operations without further comments.
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The emphasis of this survey is to prove identities, and this is to
some extent a more algebraic than analytic endeavour.—

Now one writes

1

ez − 1
= −1− 1

e−z − 1

and gets, by a simple change of variable z := −z,

I1 = − 1

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

Γ(−z)Γ(z)dz− I1+
∑

k 6=0

Γ(−χk)Γ(χk)−
π2

6
− L2

12
.

The integral

I2 = − 1

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

Γ(−z)Γ(z)dz

can be computed by collecting the negative residues right to the line
<z = −1

2 , viz.

I2 = − 1

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

Γ(−z)Γ(z)dz =
∑

l≥1

(−1)l

l!
(l − 1)! = −L.

Altogether we have

2I1 = −L+
∑

k 6=0

Γ(−χk)Γ(χk)−
π2

6
− L2

12
.

On the other hand, integral I1 is also the sum of the negative residues
right of the line <z = 1

2 , i. e.,

I1 = −L
∑

l≥1

(−1)l

l!(2l − 1)
(l − 1)! = −L

∑

l≥1

(−1)l

l(2l − 1)
.

Combining these results, we get

−2L
∑

l≥1

(−1)l

l(2l − 1)
= −L+

∑

k 6=0

Γ(−χk)Γ(χk)−
π2

6
− L2

12
.

This is the identity we wanted.
With not much more effort one can also compute the coefficients

[δ20 ]k, for k 6= 0. For this, one works with the function

F (z) =
L

eLz − 1
Γ(−z − χk)Γ(z).
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One obtains

[δ20 ]k =
1

L2

∑

j 6=0, 6=k

Γ(−χj)Γ(−χk + χj)

=
2

L

∑

l≥1

(−1)lΓ(−χk + l)

l!(2l − 1)
+

2

L2
Γ(−χk)

(
ψ(−χk) + γ

)
.

We omit the details.
Guy Louchard, who is interested in higher moments, asked to

compute the coefficients [δ30 ]k. Here is the instance k = 0, the general
case is very involved and not too attractive:

[δ30 ]0 = −1− 2ζ(3)

L3
− 1

L

∑

l≥1

(−1)l

l(2l − 1)
+

6

L2

∑

l≥1

(−1)lHl−1

l(2l − 1)
+

2 log 3

L

+
2

L

∑

l,j≥1

(−1)l+j

(l + j)(2l − 1)

[
1

2j − 1
+

1

2j+l − 1

](
l + j

j

)
.

(In this formula, the harmonic numbers Hn :=
∑

1≤k≤n
1
k appear.)

This has been tested numerically as well and gives
9.42817763095796606421903× 10−25.

Let us straight ahead do another example (identity (2)), which
also occurs often:

σ(x) =
1

L

∑

k 6=0

χkΓ(−1− χk)e
2πikx.

Here, we take

F (z) = − L

eLz − 1
z2Γ(−1− z)Γ(−1 + z).

Then

I1 =
1

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

F (z)dz +
∑

k 6=0

χk(−χk)Γ(−1− χk)Γ(−1 + χk) + 1

and
2I1 = LI2 +

∑

k 6=0

χk(−χk)Γ(−1− χk)Γ(−1 + χk) + 1

with

I2 =
1

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

z2Γ(−1− z)Γ(−1 + z)dz
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=
∑

l≥2

l2
(−1)l+1

(l + 1)!
(l − 2)! +

L

4

=
∑

l≥2

(−1)l+1l

(l + 1)(l − 1)
= −L+

1

4
+

1

4
= −L+

1

2
.

Therefore

2I1 = −L2 +
L

2
+
∑

k 6=0

χk(−χk)Γ(−1− χk)Γ(−1 + χk) + 1.

But I1 is also

I1 = −L
4
+ L2 + L

∑

l≥2

l2

2l − 1

(−1)l+1

(l + 1)!
(l − 2)!

= −L
4
+ L2 + L

∑

l≥2

(−1)l+1l

(2l − 1)(l + 1)(l − 1)
.

Putting things together, we find

2I1 = −L2 +
L

2
+
∑

k 6=0

χk(−χk)Γ(−1− χk)Γ(−1 + χk)

= −L
2
+ 2L2 + 2L

∑

l≥2

(−1)l+1l

(2l − 1)(l + 1)(l − 1)
+ 1,

or

∑

k 6=0

χk(−χk)Γ(−1− χk)Γ(−1 + χk)

= −1− L+ 3L2 + 2L
∑

l≥2

(−1)l+1l

(2l − 1)(l + 1)(l − 1)
,

which is the identity in question, as it expresses the quantity L2[σ2]0
in two different ways.

Here is a third example, dealing with the function

1

L

∑

k 6=0

Γ(j − χk)e
2πikx,
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for j ≥ 1, and the computation of the constant term of its square.
The technique should be familiar by now. Consider the function

L
Γ(j + z)Γ(j − z)

eLz − 1
.

Therefore we have

∑

k 6=0

Γ(j + χk)Γ(j − χk) =
L

2πi

∫ 1
2
+i∞

1
2
−i∞

Γ(j + z)Γ(j − z)

eLz − 1
dz

− L

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

Γ(j + z)Γ(j − z)

eLz − 1
dz − Γ(j)2.

(Γ(j)2 is the residue at z = 0.)
Now we use again the decomposition

1

eLz − 1
= −1− 1

e−Lz − 1

for the second integral and get

− L

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

Γ(j + z)Γ(j − z)

eLz − 1
dz

=
L

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

Γ(j + z)Γ(j − z)dz

+
L

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

Γ(j + z)Γ(j − z)

e−Lz − 1
dz

=
L

2πi

∫ i∞

−i∞
Γ(j + z)Γ(j − z)dz

+
L

2πi

∫ 1
2
+i∞

1
2
−i∞

Γ(j − z)Γ(j + z)

eLz − 1
dz.

Therefore
∑

k 6=0

∣∣Γ(j + χk)
∣∣2

=
2L

2πi

∫ 1
2
+i∞

1
2
−i∞

Γ(j + z)Γ(j − z)

eLz − 1
dz

+
L

2πi

∫ i∞

−i∞
Γ(j + z)Γ(j − z)dz − Γ(j)2
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= I1 + I2 − Γ(j)2.

Integral I1 is evaluated by shifting the contour to the right and col-
lecting the negative residues, which gives

I1 = −2L
∑

m≥j

Γ(j +m)

eLm − 1

(−1)j−m+1

(m− j)!

and with m = h+ j

= 2L
∑

h≥0

(h+ 2j − 1)!(−1)h

h!

1

2h+j − 1

= 2L(2j − 1)!
∑

h≥0

(−2j

h

)
1

2h+j − 1
.

Integral I2 is of interest for itself and appears already in early ref-
erences to the Mellin transform technique as by Nielsen [19, p. 224].
(It could, however, by computed as in the previous examples.)

We start with the function

f(x) =
xj

(1 + x)2j

and perform its Mellin transform (see, e.g., [6] for definitions)

f∗(s) =
∫ ∞

0
f(x)xs−1dx = B(j + s, j − s) =

Γ(j + s)Γ(j − s)

Γ(2j)

with the Beta function B(z, w) (compare [1]). The fundamental strip
is 〈−j, j〉. Therefore the inversion formula for the Mellin transform
gives

f(x) =
1

2πi

∫ i∞

−i∞

Γ(j + s)Γ(j − s)

Γ(2j)
x−sds.

Now we may evaluate at x = 1 and get the formula

1

2πi

∫ i∞

−i∞
Γ(j + s)Γ(j − s)ds = Γ(2j)2−2j .

This produces the formula

∑

k 6=0

Γ(j + χk)Γ(j − χk)
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= 2L(2j − 1)!
∑

h≥0

(−2j

h

)
1

2h+j − 1
+ L(2j − 1)!2−2j − (j − 1)!2.

(4)

This formula was essential in the paper [13].

Remark. The computation of the integral I2 (as in the examples
above) sometimes leads to series like

∑

l≥1

(−1)ll.

There is nothing wrong here. The correct interpretation is as an Abel
limit

lim
t→1−

∑

l≥1

(−1)lltl = lim
t→1−

−t
(1 + t)2

= −1

4
.

3 Using the Mellin transform to prove iden-
tities

Let us start with our running example (1) and show how this can
be proved using the Mellin transform. The Mellin transform is very
prominent in the analysis of algorithms, and we refer to [6] for a nice
survey.

We will treat again our identity (1) and might for instance start
with the series ∑

h≥1

(−1)h−1

h (2h − 1)

and interpret it as g(log 2) with

g(x) :=
∑

h≥1

(−1)h−1

h (ehx − 1)
=

∑

h,k≥1

(−1)h−1

h
e−hkx.

Now one computes the Mellin transform g∗(s):

g∗(s) =
∑

h,k≥1

(−1)h−1

h
e−hkx =

∑

h,k≥1

(−1)h−1

h
h−sk−sΓ(s)

= (1− 2−s)ζ(s+ 1)ζ(s)Γ(s).
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The Mellin transform exists in the fundamental strip 〈1,∞〉; whence
we can invoke the inversion formula for the Mellin transform. We
may choose e. g. the line <z = 3

2 since 3
2 lies in the fundamental

strip. So we get

g(x) =
1

2πi

∫ 3
2
+i∞

3
2
−i∞

(1− 2−s)ζ(s+ 1)ζ(s)Γ(s)x−sds

=
π2

12x
− L

2
+

x

24
+

1

2πi

∫ − 3
2
+i∞

− 3
2
−i∞

(1− 2−s)ζ(s+ 1)ζ(s)Γ(s)x−sds

=
π2

12x
− L

2
+

x

24

+
1

2πi

− 3
2
+i∞∫

− 3
2
−i∞

(2s − 1)ζ(s+ 1)ζ(s)
1

2
√
π
Γ
(s
2

)
Γ
(s+ 1

2

)
x−sds.

This form was obtained by taking 3 residues out and invoking the
duplication formula of the Γ-function. (Observe that the exponential
smallness of the Γ-function along vertical lines justifies the shifting
of the line integral.) We now use the functional equation for ζ(s),
namely

Γ
(s
2

)
ζ(s) = πs−

1
2Γ

(1− s

2

)
ζ(1− s), (5)

and continue:

g(x) =
π2

12x
− L

2
+

x

24

+
1

2πi

− 3
2
+i∞∫

− 3
2
−i∞

(2s − 1)
1

2
π2s−

1
2Γ

(1− s

2

)
ζ(1− s)Γ

(−s
2

)
ζ(−s)x−sds

=
π2

12x
− L

2
+

x

24

+
1

2πi

∫ 3
2
+i∞

3
2
−i∞

(2−s − 1)
1

2
π−2s− 1

2Γ
(1 + s

2

)
ζ(1 + s)Γ

(s
2

)
ζ(s)xsds

=
π2

12x
− L

2
+

x

24

− 1

2πi

∫ 3
2
+i∞

3
2
−i∞

(1− 2−s)π−2sζ(1 + s)ζ(s)Γ(s)xs2−sds,
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and so

g(x) =
π2

12x
− L

2
+

x

24
− g

(2π2
x

)
. (6)

This is the formula we need, since we can also rewrite the left side of
(1) in terms of this g(x) function:

[δ20 ]0 =
1

L2

∑

k 6=0

Γ(χk)Γ(−χk)

=
1

L

∑

k≥1

1

k sinh(2kπ2/L)
=

2

L

∑

k≥1

ekz

k(e2kz − 1)
,

with z = 2π2/L. But

∑

k≥1

ekz

k(e2kz − 1)
=

∑

k≥1, j≥0

1

k
e−k(2j+1)z

=
∑

k≥1, j≥1

1

k
e−kjz − 2

∑

k≥1, j≥1

1

2k
e−2kjz

=
∑

k≥1, j≥1

(−1)k−1

k
e−kjz =

∑

k≥1

(−1)k−1

k(ekz − 1)
= g(z),

and so

[δ20 ]0 =
2

L
g
(2π2
L

)
.

Let us do a more complicated example in the same style: We want
to rewrite [τ2]0, to get identity (3). Note that

[τ2]0 = 2
∑

k≥1

τkτ−k =
2

4L2

∑

k≥1

(
3 + 2

√
2(−1)k

)
Γ
(1− χk

2

)
Γ
(1 + χk

2

)
.

Now we use the formula (equivalent to the reflection formula for the
Gamma function, cf. [1]) Γ(z)Γ(1− z) = π/ sinπz and obtain

Γ
(1− χk

2

)
Γ
(1 + χk

2

)
=

π

sin(π/2 + ikπ2/L)
=

π

cos(ikπ2/L)

=
π

cosh(kπ2/L)
= 2π

e−kπ2/L

1 + e−2kπ2/L
,

so that

[τ2]0 =
π

L2

∑

k≥1

(
3 + 2

√
2(−1)k

) e−kπ2/L

1 + e−2kπ2/L
. (7)
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Let us define two new functions

F (x) =
∑

k≥1

e−kx

1 + e−2kx
and G(x) =

∑

k≥1

(−1)k−1e−kx

1 + e−2kx
.

Then, (7) in terms of F (x) and G(x) becomes

[τ2]0 =
3π

L2
F
(π2
L

)
− 2

√
2π

L2
G
(π2
L

)
. (8)

We use a series transformation for F (x) and G(x). We start with

F (x) =
∑

j≥0

(−1)j
∑

k≥1

e−k(2j+1)x =
∑

j≥0

χ(j)
1

ejx − 1

where

χ(j) =





0, for j even;

1, for j ≡ 1 mod 4;

−1, for j ≡ 3 mod 4.

Once we know that

F (x) =
π

4x
− 1

4
+
π

x
F
(π2
x

)
, (9)

for x > 0, as we shall show soon, then G(x) = F (x)− 2F (2x), hence

G(x) =
1

4
+
π

x
F
(π2
x

)
− π

x
F
(π2
2x

)
.

Applying the above to (8) we finally obtain

[τ2]0 =
3

4L
− π

4L2

(
3 + 2

√
2
)
+

3− 2
√
2

L
F (L) +

2
√
2

L
F
(L
2

)
.

To prove (9) we proceed as follows. Let

β(s) =
∑

j≥0

(−1)j
1

(2j + 1)s
.

We have

F (x) =
∑

k≥1

e−kx

1 + e−2kx
=

∑

j≥0

(−1)j
∑

k≥1

e−k(2j+1)x,

20 Periodic Oscillations in the Analysis of Algorithms and Their Cancellations 235

Stellenbosch University  https://scholar.sun.ac.za



266 Prodinger

so that the Mellin transform F ∗(s) =
∫∞
0 F (x)xs−1dx of F (x) be-

comes F ∗(s) = Γ(s)ζ(s)β(s). By the Mellin inversion formula this
yields

F (x) =
1

2πi

∫ 3
2
+i∞

3
2
−i∞

Γ(s)ζ(s)β(s)x−sds.

Now we take the two residues s = 1 and s = 0 out from the above
integral (observe that β(0) = 1/2 and β(1) = π/4, cf. [1]) and apply
the duplication formula for Γ(s) to obtain

F (x) =
π

4x
−1

4
+

1

2πi

∫ − 1
2
+i∞

− 1
2
−i∞

1√
π
2s−1Γ

(s
2

)
Γ
(s+ 1

2

)
x−sζ(s)β(s)ds.

We now use the functional equations for ζ(s) and β(s), namely

Γ
(s
2

)
ζ(s) = πs−

1
2Γ

(1− s

2

)
ζ(1− s)

and

β(1− s)Γ
(
1− s

2

)
= 22s−1π−s+ 1

2Γ
(s+ 1

2

)
β(s).

The first identity is Riemann’s functional equation for ζ(s), and the
second is an immediate consequence of the functional equation for
Hurwitz’s ζ-function ζ(s, a) (cf. [2]), and the fact that

β(s) = 4−s
[
ζ
(
s, 14

)
− ζ

(
s, 34

)]
.

Substituting 1− s = u, we get

F (x) =
π

4x
− 1

4
+

1

2πi

∫ 3
2
+i∞

3
2
−i∞

π1−2uΓ(u)xu−1ζ(u)β(u)du,

which proves (9).
Using the above scheme, several other identities which one needs

in the analysis of algorithms can be proved. We refer to Szpankowski’s
book [25].

4 Modular identities

Formulæ like (6) belong to the realm of modular functions. Many of
them can be found in the literature, and are due to Jacobi, Dedekind,
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Ramanujan and others. Berndt’s book [4] contains a wealth of infor-
mation about the subject, compare also [3].

Here is a little bit of background: Let H be the upper complex
halfplane {z ∈ C | =z > 0}. Then the Dedekind η function is defined
by

η(τ) = eπiτ/12
∏

n≥1

(
1− e2πinτ

)
, τ ∈ H;

there is a transformation formula:

η
(
−1

τ

)
= (−iτ)1/2η(τ).

C. L. Siegel [24] gave an elegant proof of this transformation for-
mula using residue calculus.

Ramanujan considered series

f(z) :=
∑

k≥1

km

e2kz − 1
, m an odd integer,

and could relate them to f(π2/z). For the reader’s convenience, we
give these formulæ here:

Set m = 2N + 1 and N ∈ N, α, β > 0, and αβ = π2, then

α−N

{
1

2
ζ(2N + 1) +

∑

k≥1

k−2N−1

e2αk − 1

}

= (−β)−N

{
1

2
ζ(2N + 1) +

∑

k≥1

k−2N−1

e2βk − 1

}

− 22N
N+1∑

k=0

(−1)k
B2k

(2k)!

B2N+2−2k

(2N + 2− 2k)!
αN+1−kβk

(this covers the exponents −3,−5, . . . ); the Bk’s are the Bernoulli
numbers. Then

∑

k≥1

1

k(e2αk − 1)
− 1

4
logα+

α

12
=

∑

k≥1

1

k(e2βk − 1)
− 1

4
log β +

β

12
,

which covers the exponent −1. Furthermore,

α
∑

k≥1

k

e2αk − 1
+ β

∑

k≥1

k

e2βk − 1
=
α+ β

24
− 1

4
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which covers the exponent 1, and finally for N ≥ 2,

αN
∑

k≥1

k2N−1

e2αk − 1
− (−β)N

∑

k≥1

k2N−1

e2βk − 1
=

(
αN − (−β)N

)B2N

4N
,

which covers the exponents 3, 5, . . . .

The instance m = −1 is equivalent to the functional equation for
Dedekind’s eta function.
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[43] G. Baron, F.T. Boesch, H. Prodinger, R.F. Tichy, and J.F.Wang. The number of spanning trees in the square
of a cycle. The Fibonacci Quarterly, 23:258–264, 1985.

[44] H. Prodinger. The average height of the d-th highest leaf of a planted plane tree. Networks, 16:67–75, 1985.

[45] W. Panny and H. Prodinger. The expected height of paths for several notions of height. Studia Scientiarum
Mathematicarum Hungarica, 20:119–132, 1985.

[46] P. Flajolet and H. Prodinger. Register allocation for unary–binary trees. SIAM Journal on Computing,
15:629–640, 1986.

[47] P. Kirschenhofer, H. Prodinger, and R.F. Tichy. Fibonacci numbers of graphs III. In Proceedings of the First
International Conference on Fibonacci Numbers and Applications, pages 105–120. D. Reidel, 1986.

[48] P. Kirschenhofer and H. Prodinger. Two selection problems revisited. Journal of Combinatorial Theory
Series, A 42:310–316, 1986.

[49] P. Kirschenhofer and H. Prodinger. Some further results on digital search trees. In Automata, Languages and
Programming, volume 229 of Lecture Notes in Computer Science, pages 177–185, 1986.

[50] F.T. Boesch and H. Prodinger. Spanning tree formulas and Chebyshev polynomials. Graphs and Combina-
torics, 2:191–200, 1986.

[51] H. Prodinger. Some recent results on the register function of a binary tree. Annals of Discrete Mathematics,
33:241– 260, 1987.

[52] P. Kirschenhofer, H. Prodinger, and R.F. Tichy. A contribution to the analysis of in situ permutation. Glasnik
Mathematicki, 22(42):269–278, 1987.

[53] P. Flajolet and H. Prodinger. Level number sequences for trees. Discrete Mathematics, 65:149–156, 1987.

[54] P. Kirschenhofer and H. Prodinger. On the recursion depth of special tree traversal algorithms. Information
and Computation, 74:15–32, 1987.
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