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ABSTRACT ii

Abstract

This thesis presents the design, implementation and verification of an autopilot system with strong
disturbance rejection characteristics, capable of landing a fixed-wing unmanned aircraft accurately
under crosswind conditions. All aspects of the autopilot design are considered, from first prin-
ciples to the final practically verified product. A mathematical aircraft model is derived, verified
and analysed in detail to ensure the design of a high-fidelity, high-bandwidth flight control sys-
tem. A synergistic controller architecture is proposed, where the approach is to design a structure
capable of executing one of three crosswind landing techniques, or a combination thereof, by stra-
tegically sequencing controllers throughout the landing procedure. Various landing techniques,
developed for manned aircraft, are investigated and emulated by the flight control system to ex-
ploit the advantages of each and to mitigate the risks associated with crosswind landings. A high-
bandwidth acceleration-based control architecture was augmented with Direct Lift Control to im-
prove gust alleviation performance in the aircraft’s longitudinal axis. A state machine was used
to facilitate effective controller sequencing and continuous hierarchical monitoring through stra-
tegically planned state transitions. Monte Carlo simulations were used to develop a landing ac-
curacy prediction system that provides statistical information regarding the expected touchdown
region given certain atmospheric conditions. Results from sixteen days of flight tests demonstrate
the autopilot’s success, and correspond exceptionally well with results obtained from high-fidelity
hardware-in-the-loop simulations. Verification of the autopilot through practical flight testing and
extensive simulations proved that the system is capable of performing crosswind landings accu-
rate to within 0.5 m of the intended touchdown point.
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OPSOMMING iii

Opsomming

Hierdie tesis stel bekend die ontwerp, implementering en verifikasie van ‘n selfvliegstelsel met
sterk versteuringsverwerpingseienskappe, wat ‘n vastevlerk-onbemande vliegtuig in staat stel
om akkuraat onder dwarswindtoestande te land. Alle aspekte van die selfvlieg-ontwerp word
in ag geneem, vanaf eerste beginsels tot by die finale, prakties geverifieerde produk. ’n Wiskun-
dig ontwikkelde vliegtuigmodel word afgelei, geverifieer en in fyn besonderhede ontleed om die
ontwerp van ’n hoëtrou-, hoëbandwydte-vlugbeheerstelsel te verseker. ’n Sinergistiese beheerder-
argitektuur word voorgestel, waar die benadering is om ‘n struktuur te ontwerp wat in staat is tot
die uitvoer van een van drie dwarswind-landingstegnieke, of ‘n kombinasie daarvan, deur opeen-
volgende beheerders strategies te gebruik regdeur die landingsproses. Verskeie landingstegnieke
wat vir bemande vliegtuie ontwikkel is, word ondersoek en deur die vlugbeheerstelsel nagemaak
om die voordele van elkeen te ontgin, en om die risiko’s wat met dwarswindlandings verband
hou, te verminder. ’n Hoëbandwydte-versnellingsgebaseerde beheerargitektuur is aangevul met
direkte stygbeheer om die rukwind-verligtingsprestasie van die vliegtuig se longitudinale-as te
verbeter. ’n Toestandsmasjien is gebruik vir effektiewe beheerder-opeenvolging en deurlopende
hiërargiese monitering deur middel van strategies beplande toestandsoorgange. Monte Carlo-
simulasies is gebruik om ’n akkurate landingsvoorspellingstelsel te ontwikkel, wat statistiese in-
ligting aangaande die verwagte landingstreek onder sekere gegewe atmosferiese toestande kon
bied. Die resultate van vlugtoetse wat oor ‘n periode van sestien dae versamel is, bewys die
sukses van die selfvliegstelsel, en stem besonder goed ooreen met die resultate verkry uit hoëtrou-
hardeware-in-die-lus-simulasies. Verifikasie van die selfvliegstelsel deur dit aan praktiese vlugto-
etse en uitgebreide simulasies te onderwerp, bewys dat die stelsel in staat is om onder dwarswind-
toestande akkuraat tot binne 0.5 m van die beplande landingspunt te land.
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DEDICATION v

Dedication

Aeronautics confers beauty and grandeur, combining art
and science for those who devote themselves to it...The
aeronaut, free in space, sailing in the infinite, loses
himself in the immense undulations of nature. He
climbs, he rises, he soars, he reigns, he hurtles the
proud vault of the azure sky...

Georges Besançon, founder of the first successful
aviation journal L’Aérophile, February 1902
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CHAPTER 1. INTRODUCTION AND OVERVIEW 1

CHAPTER 1

Introduction and Overview

1.1 Background

An Unmanned Aerial Vehicle (UAV) is a class of aircraft that is either piloted by remote control or
by means of an on-board computer. UAVs are used around the world for various surveillance, re-
connaissance, intelligence, and strike missions for both military and commercial applications. The
earliest recorded application of a UAV on the battlefield was in 1849 when the Austrians attacked
the city of Venice with lighter-than-air balloons loaded with explosives [1]. The application of
UAVs for a variety of missions in Operation Enduring Freedom (OEF) and Operation Iraqi Free-
dom (OIF) represents a culmination of over 60 years of technological development [2]. During
the Vietnam war, UAVs were used for gathering signals data, electronic warfare information, and
photo/video reconnaissance [2]. Recent UAV developments include the introduction of Tactical
Unmanned Aerial Vehicles (TUAVs) as well as Unmanned Combat Aerial Vehicles (UCAVs), of
which the General Atomics MQ-1 Predator is perhaps the best known. These aircraft are expected
to display high levels of autonomy and precision flight for accurate payload delivery. In South
Africa there are two large companies that develop UAVs for both the South African Air Force
(SAAF) and others abroad. Denel Dynamics’ Hungwe UAV is capable of both piloted and fully
autonomous flight, whilst their Seeker 400 system is capable of performing Autonomous Take-
Off and Landing (ATOL). Paramount Group’s Vulture Unmanned Aerial System (UAS) has an
operational range of up to 40 km and also features ATOL capabilities. Motivated by this rapidly
developing field of autonomous aircraft, the Electronic Systems Laboratory (ESL) at Stellenbosch
University started their own research group in 2001. The subject of autonomous flight has been
studied in the ESL ever since Peddle [3] successfully demonstrated autonomous waypoint nav-
igation of a Reliance 0.46 trainer aircraft, using low-cost commercial off-the-shelf components in
2005.
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1.2 Project History

Autonomous navigation of a UAV is an integral part of its operation. The ability of an aircraft to es-
sentially “fly itself” is what makes these systems an attractive alternative to conventional manned
flight. As mentioned above, Peddle [3] successfully demonstrated the successful autonomous
flight of a small aircraft using low-cost commercial off-the-shelf components. The resulting auto-
pilot system was able to conduct fully autonomous waypoint navigation once the aircraft was in
the air, but lacked the ability to take off and land autonomously. This meant that a safety pilot
would have to manually taxi the aircraft during the take-off phase, before engaging the autopilot
once the aircraft was in a straight and level flight configuration. A similar procedure was repeated
for the landing phase - a safety pilot would take control during the final approach and land the
aircraft manually before bringing it to a complete stop on the runway. This lack of autonomy mo-
tivated Roos [4] to further expand the project, which led to the development of a successful ATOL
system. Various projects have since been undertaken at the ESL with a focus on advanced flight
control, aerobatic manoeuvres, and ATOL systems. In particular, the latest work done at the ESL
includes the following research:

Autonomous Flight of a Model Aircraft: I. K. Peddle 2005 [3]. The outcome of this project showed
the successful autonomous navigation of a fixed-wing aircraft.

Autonomous Take-Off and Landing of a Fixed-wing UAV: J. C. Roos 2007 [4]. The controllers
designed in this project followed a classical control systems approach whereby successive loop
closure was the primary technique.

Precision Landing of an UAV: B. Visser 2008 [4]. The controllers designed in this project fol-
lowed an Acceleration-Based Controller (ABC) architecture that was developed internally (ESL)
by Peddle [1]. This UAS made use of visual guidance techniques for position and attitude determ-
ination.

Accurate Autonomous Landing of a Fixed-Wing Unmanned Aerial Vehicle: F. N. Alberts 2012 [5].
The controllers designed and developed in this project also made use of an ABC architecture, but
were extended to investigate the benefits of employing Direct Lift Control (DLC) during a landing
approach.

Autonomous Landing of a Fixed-Wing Unmanned Aerial Vehicle using Differential GPS: S. J.
Smit 2013 [6]. Smit made use of an ABC architecture, but focused more specifically on improving
landing accuracy by making use of a Differential Global Positioning System (DGPS).

Autonomous Landing of a Fixed-Wing Unmanned Aerial Vehicle on a Moving Platform Using
Energy Principles: C. T. Le Roux 2016 [7]. The controllers developed in this project make use of
the law of conservation of energy to design optimal controllers for landing a fixed-wing aircraft
on a moving platform.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 1. INTRODUCTION AND OVERVIEW 3

The aforementioned research highlights the recent developments of the studies undertaken
at the ESL. The research presented in this thesis is an extension of this work, and was commis-
sioned as one of the final implementations of accurate fixed-wing ATOL systems. Control system
techniques that were implemented in previous projects at the ESL were not explicitly designed to
land an aircraft in adverse atmospheric conditions; instead, practical landing tests were conducted
during ideal or close-to-ideal wind conditions.

1.3 Problem Statement

UAVs used for military applications in particular are required to operate in “dull, dirty and dan-
gerous conditions”, where they are exposed to a host of uncertainties and inherent complications
associated with the modern battlefield. They typically operate in dangerous environments and are
therefore at constant risk of being destroyed by enemy fire. Furthermore, due to the long-range
capabilities of modern UAVs, they are required to operate in various weather conditions, the most
challenging of which can be attributed to severe crosswind scenarios during a typical autonom-
ous landing approach. Landing any aircraft in crosswind conditions is not a trivial task, even
for experienced human pilots: the unpredictability of wind gusts and turbulence complicate the
final approach. Crosswind landings often result in severely degraded landing accuracy and may
cause damage to the undercarriage if touchdown occurs with excessive crab angles. The following
statistical data published by Airbus [8] motivates this problem statement:

• Adverse wind conditions (i.e. strong crosswinds, tailwinds and wind shear) are involved in
33% of approach and landing accidents

• Crosswind in association with runway conditions is a circumstantial factor in nearly 70% of
runway excursion events

• 85% of crosswind incidents and accidents occur at landing

In order to mitigate the aforementioned risks, pilots make use of various crosswind landing tech-
niques, each with their own advantages and disadvantages, that they will employ during the final
approach. This research is focused on the development of an Autoland System (ALS) capable of
landing a fixed-wing Unmanned Aircraft (UA) accurately under adverse weather conditions. The
ALS consists of a synergistic, high-bandwidth controller architecture designed to emulate one of
three crosswind landing techniques, or a combination thereof, by simply activating various con-
trollers at different stages of the final approach. A state machine governs the controller activation
times and monitors all system states to ensure a safe, successful, and accurate landing.

1.4 Research Objectives

Main objective: Design and develop an autoland system for a fixed-wing unmanned aircraft,
capable of executing accurate crosswind landings by emulating various techniques developed for
manned aircraft. The autoland system should be able to land the aircraft within a 1.5 m radius of
the intended touchdown point.
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Secondary objective: Minimise landing gear side-loads and the amount of lateral runway devi-
ation experienced after touchdown. The heading angle error (crab angle) should be less than 5◦ at
touchdown.

The following list provides a detailed description of the objectives to be achieved, which will be
referred to in the concluding chapter as a method of quantifying the extent to which the project
was successfully completed:

1. Modelling

a) Determine the stability and control derivatives

b) Obtain the non-linear aircraft dynamic equations

c) Linearise the equations of motion

d) Critically analyse the linear aircraft model

2. Control system design

a) Design the longitudinal flight controllers

b) Design the lateral flight controllers

c) Design the runway controllers

d) Analyse the controller interactions

3. Navigation and landing strategies

a) Design and implement the navigation logic

b) Investigate the landing constraints and limitations

c) Develop the controller sequencer logic

d) Design and implement the landing state machine

4. Verification

a) Design and establish a high-fidelity, non-linear simulation environment

b) Analyse the software-in-the-loop simulation results

c) Analyse the hardware-in-the-loop simulation results

d) Analyse and compare the practical flight test results

1.5 Thesis Layout

This thesis is partitioned into nine chapters, the structure of which is illustrated by the flow dia-
gram depicted in Figure 1.1. It is apparent from the diagram that this thesis covers all aspects of the
autopilot design, from first principles to the final, practically verified product. A literature study
is conducted in Chapter 2, where both internal and external research into the field of autonom-
ous UAVs is presented. Chapter 3 describes the definitions and dynamic equations required to
accurately model the aircraft and its environment. This chapter concludes with the development
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of a non-linear aircraft model required for stability analysis, control system design, and autopilot
verification through non-linear simulations. The non-linear model is then linearised in Chapter 4
using small disturbance theory. Chapter 4 concludes with a critical analysis of a linearised air-
craft model specific to the airframe used for practical verification. This analysis sets the scene for
the controller design detailed in Chapter 5, where a synergistic architecture is developed and the
design details are presented. Chapter 6 presents the final algorithms required for fully autonom-
ous navigation, and discusses the constraints and limitations associated with crosswind landings.
This chapter concludes with the development of a state machine responsible for continuous hier-
archical monitoring and controller sequencing. The development of a non-linear simulation en-
vironment is detailed in Chapter 7, before system performance is evaluated through high-fidelity
software-in-the-loop simulations. The avionics and ground station hardware and software design
are then considered in Chapter 8, before hardware-in-the-loop simulations and flight test results
are presented and analysed in detail. The concluding chapter, Chapter 9, presents a summary
of the research, discusses the results obtained and details the contributions made to the exist-
ing knowledge base of the ESL research group. Recommendations for further research are also
presented in the concluding chapter.

Introduction Literature Study Aircraft Dynamic
Equations

Development of a
Linear Aircraft

Model

Control System
Design

Navigation and

Landing Strategies

Non-linear
Simulations

HIL Simulations
and Flight Test

Results

Conclusion and
Recommendations

Chapter 1 Chapter 2 Chapter 3

Chapter 4Chapter 5Chapter 6

Chapter 7 Chapter 8 Chapter 9

Figure 1.1: Thesis layout flow diagram
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CHAPTER 2

Research and Associated Literature

The purpose of this chapter is to highlight similar work that has been conducted both internally
(ESL) and externally. Relevant works help to clarify the scope of the project, as they provide some
background information about the current state of the research as well as possible research gaps
to be filled. The chapter starts by firstly expanding on some internal work done at the ESL before
moving on to an explanation of similar external works.

2.1 Internal Projects (ESL)

In 2007 Roos [4] demonstrated the successful ATOL of a Reliance 0.46 model aircraft based on
the work done by Peddle [3]. Runway controllers, designed based on the dynamics of a simpli-
fied runway model, would guide the aircraft down the runway centreline during take-off and
landing. A landing state machine was also developed, which would switch between take-off,
nominal flight, and finally the landing state. An altitude and guidance controller would guide
the aircraft along a particular landing glideslope until the landing gear was in contact with the
runway surface. Runway controllers would then take over and bring the aircraft to a complete
stop on the runway. The controllers were designed based on a classical control architecture. Non-
linear aircraft dynamics were investigated in great detail before root locus design techniques were
employed to achieve predefined closed-loop specifications. Both software-in-the-loop (SIL) and
hardware-in-the-loop (HIL) simulations were conducted at various stages of the project to eval-
uate system performance. Practical flight tests showed that the system was capable of ATOL;
however, landing accuracy was not very high even in ideal weather conditions.

In 2008 Visser [9] investigated the possibility of designing an ATOL system using the ABC
architecture developed by Peddle [1]. This architecture has superior disturbance rejection cap-
abilities when compared to those of classical controller design techniques. This project differed
somewhat from the majority of the autonomous landing projects at the ESL in the way that the
outer-loop guidance controller determined the position of the aircraft. Computer vision tech-
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niques were employed on the information obtained from a pin-hole camera located on the front
end of the aircraft. The position of the aircraft relative to the runway was determined based on
visual references as opposed to GPS references, as used by Peddle [3] and Roos [4]. The guidance
controller used visual feedback techniques to guide the aircraft along the runway and glideslope.
A disaster occurred during one of the practical test flights when the aircraft became unresponsive
to any commands (both autopilot and manual), which resulted in the destruction of the airframe.
As a result, a practical landing test was never conducted, although simulations showed that it
would work in practice.

In 2012 Alberts [5] also made use of ABC techniques for accurate fixed-wing aircraft landing.
This work differed from the work done by Visser in that the longitudinal controllers were aug-
mented to include Direct Lift Control (DLC) capabilities. DLC is a method of actively using flaps
to generate lift [10] and has shown to significantly improve disturbance rejection capabilities in
the aircraft’s longitudinal axis. Research conducted by Gerrits [10] showed that employing DLC
on a full-sized Cessna Citation II aircraft improved longitudinal control characteristics, thereby
increasing landing accuracy. Alberts successfully augmented the ABC longitudinal controller to
use flaps as the primary DLC surface. The flaps of an aircraft have the advantage of instantan-
eously generating a lift force, whereas the conventional moment-based elevator control surface
has a delayed response due to Non-Minimum Phase (NMP) zero characteristics. A complement-
ary filter-type controller was designed, which would send the high-frequency commands to the
flaps-based portion of the Normal Specific Acceleration (NSA) controller, and the low-frequency
commands to the moment-based NSA controller. This type of complementary filtering exploited
the high bandwidth effect that flaps have on generating lift, and would therefore be used primarily
to negate the effects of high-frequency wind disturbances. The deflection of the flaps control sur-
face would inherently induce either a positive or negative pitching moment (aircraft-dependent),
which was minimised with the aid of what Alberts referred to as a “gearing term”. This was essen-
tially a proportional mixing parameter that uses the elevator to negate adverse pitching moments
resulting from flap perturbations. The project showed promise of improved longitudinal control
of an aircraft, especially during the glideslope tracking phase of the landing sequence. Non-linear
guidance logic developed by Park et al. [11] was used in the lateral guidance controller to min-
imise cross-track errors, and proved capable of guiding the aircraft along a particular trajectory
with high precision. One of the shortfalls encountered during this project was the fact that the
altitude controller was a type 1 system (no free integrators) and would therefore follow a ramp
input command (characteristic of a glideslope trajectory) with a steady-state error. This meant that
during the final stages of a landing approach, the aircraft would be slightly above or below the
intended glideslope trajectory. In an attempt to reduce the amount of overshoot/undershoot of
the desired landing point and improve the overall landing accuracy, Alberts would first make the
aircraft perform a fly-by to determine the amount of steady-state tracking error. He argued that
simply moving the origin of the glideslope in the Z-axis, by an amount equal to the steady-state
tracking error, would increase the accuracy of the landing. Practical flight tests in ideal weather
conditions showed that the aircraft was able to land within 5 m of the intended landing point after
the glideslope origin was adjusted by an amount proportional to the steady-state tracking error.

In 2013 Smit [6] made use of Peddle’s ABC architecture, but focused on improving the landing
accuracy by making use of a DGPS. Similar to the work done by Alberts [5], Smit also made
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use of flaps during the landing approach, although not for the purposes of DLC. Instead, Smit
used the flaps in a more passive configuration in the sense that the flaps would be deployed to a
predefined deflection angle at a certain altitude during the landing approach. Deploying flaps has
the advantage of simultaneously increasing the lift and drag forces on an aircraft, thereby lowering
the stall speed (due to increased lift) and allowing for greater descent angles during landing. The
aircraft landed within a 7.5 m radius of the intended touchdown point, with the heading aligned
with the runway centreline. The longitudinal position error contributed the most to the observed
landing inaccuracy, and was attributed to the combination of a shallow glideslope angle and a bias
on the estimated climb rate.

In 2016 an ATOL system was developed by Le Roux [7] where the concept of Total Energy Con-
trol (TEC) was used in the design of optimal feedback controllers. The inner-loop controllers still
made use of ABC techniques, whilst the outer-loop controllers used conservation of energy prin-
ciples to guide the aircraft along a certain trajectory. Le Roux made use of hybrid linear guidance
logic to minimise cross-track errors by commanding relevant roll angles. The goal of this project
was to land a fixed-wing aircraft on a moving platform (linear translation) under ideal weather
conditions.

2.2 External Projects

This section explains similar work done in the field of aeronautics outside of the ESL, and more
specifically, work done on autonomous landing systems for unmanned aircraft.

2.2.1 Autonomous Navigation and Landing

Cho et al. [12] developed a UAS capable of automatic taxiing, take-off, and landing of a UAV based
on a single-antenna GPS receiver. The controllers designed in the project specifically did not make
use of any inertial sensors, such as gyroscopes and accelerometers, in an attempt to show the full
potential of a single-antenna, GPS-receiver-based attitude determination system [12]. A DGPS is
used to give high-accuracy position information necessary during take-off and landing proced-
ures. They showed that for a fixed-wing aircraft in coordinated flight, attitude information can
be estimated from measurements from a single GPS receiver. A GPS does not have the ability
to determine airspeed, which is a vitally important measurement, especially during the take-off
and landing phases. A pitot-static tube was thus fitted to the aircraft and used to obtain accurate
airspeed measurements. Linear Quadratic Regulator (LQR) controllers were designed for take-off
and landing based on linearised equations of motion. Practical flight tests proved that the UAV
was able to taxi along the runway, follow a predefined waypoint path, and land fully autonom-
ously.

A paper by Liu et al. [13] adopted a different longitudinal controller design approach to that of
Alberts [5]. Instead of using a complementary filter pair and compensating for adverse pitching
moments with ”gearing”, altitude and pitch angle were quasi-decoupled by using flaps for alti-
tude control and elevator for pitch angle control - airspeed was thus controlled with throttle. A
fuzzy logic gain scheduled controller and adaptive neural network were introduced to improve
the trajectory trace performance in the presence of wind disturbances during the landing phase.
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Flight tests indicated that the aircraft was able to track a specified ground track robustly and was
capable of landing with high security against modelling errors and disturbances.

During a landing approach, it is essential that the controllers be robust against wind disturb-
ances and that the altitude controller can control height accurately enough to support an autoland
function. A study done by Lopez et al. [14] compared two different altitude tracking control-
lers: H∞ and Quantitative Feedback Theory (QFT). The design accomplished in this study was
performed using a sideslip technique (low-wing approach), where the heading of the aircraft is
aligned with the runway whilst the resulting side force due to sideslip angle is countered by bank-
ing in the direction of the crosswind. It was shown that both controllers (QFT and H∞) provide
robust stability and are able to attenuate high-frequency noise. Practical flight test results showed
that the QFT design gives a smoother performance and a control effort slightly less than the one
obtained with the H∞ controller. The H∞ design showed improved trajectory tracking in compar-
ison to the QFT controller, and proved to be less user-dependent.

A paper presented by Salfi et al. [15] proposed and implemented control laws for the autolan-
ding phase of a UAV up until the touchdown point (no runway controllers). Non-linear guidance
logic was used for lateral control, whilst glideslope control consisted of airspeed regulation and
off-glideslope distance controlled in the pitch axis. A new non-linear guidance logic in the pitch
axis was devised for accurate glideslope tracking, and its performance was compared with a lin-
ear PID controller. The controllers were designed for stability margins such that they showed
robustness against modelling inaccuracies and external atmospheric disturbances. The guidance
and control laws performed well in the complete 6DoF non-linear simulation environment, and
showed robustness against wind disturbances and aircraft asymmetry. It was shown that the
non-linear lateral guidance law gives nearly zero cross-track error, even in the presence of 20%
crosswind. The new non-linear guidance law in the longitudinal plane helped avoid noisy pitch
angle measurements and showed increased performance over the PID controller. Both controllers
exhibited good robustness against wind disturbance and it was said that the guidance and control
laws may be deployed in the actual autolanding of a UAV.

Singh and Padhi [16] presented a non-linear control approach using dynamic inversion for
automatic landing of UAVs. This technique relies on the philosophy of feedback linearisation,
where the feedback control structure cancels non-linearities in the plant, such that the closed-
loop plant behaves like a linear system [16]. The purpose of this linearisation is so that linear
control systems theory can be applied in the design of the feedback controllers. Some advantages
of using this type of feedback linearisation include simplicity in the control structure, ease of
implementation and global exponential stability of the tracking error. The underlying assumption
of dynamic inversion involves accurate knowledge of the dynamic model and a true estimate of
the states, both of which can be achieved by augmenting dynamic inversion with neuro-adaptive
techniques and using an Extended Kalman Filter (EKF) for non-linear state estimation. The control
laws were tested in a non-linear simulation environment and showed promising results; however,
the non-linear simulation was not conducted in the presence of wind shear and wind gusts.

Pouya and Saghafi [17] developed a controller for autonomous lateral alignment of a fixed-
wing UAV with the runway centreline during a landing approach. Fuzzy Logic Control (FLC)
is used in order to allow the vehicle to mimic the decision-making procedure that a human pi-
lot would follow in the same situation. The longitudinal controller that was used for glideslope
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tracking was designed using pole-placement techniques. The controller structure presented in this
paper was focused on vision-based flight control systems. A built-in vision system and associated
image processing unit provided the runway relative position and orientation for the outer-loop
controllers. The controller developed in this paper does not directly depend on aircraft-specific
dynamics (which is not the case with classical control) and therefore has the potential of being
a generic autonomous landing controller that only needs to be slightly tuned when controlling a
similar airframe. Non-linear simulations proved the FLC to have satisfactory performance and
robustness against modelling inaccuracies.

Hueschen [18] designed and developed an autoland system using full-state feedback modern
control theory techniques. Feedback gains were determined directly in the discrete domain from
linear aircraft, desired path, and wind models. Various control modes were then developed by
formulating appropriate desired path commands, changing a few gains for each mode, and by
augmenting the control structure (adding integrators) to achieve the desired performance char-
acteristics. Practical flight tests demonstrated that each of the six control modes of the Digital
Integrated Automatic Landing System (DIALS) successfully performed its intended function. The
system showed robustness against wind disturbances when subjected to a crosswind shear of
magnitude 8 knots/100 ft. Although the system performed well, it still had the disadvantage of
making use of full-state feedback, which meant that a Kalman filter had to be designed to provide
estimated states to the feedback law. This is not usually an issue when there are only a few states
to estimate; however, in the case of DIALS this resulted in 16 longitudinal and 13 lateral states that
had to be estimated at each sample period.

Rui et al. [19] adopted a mixed H2/H∞ robust control method in order to track a desired tra-
jectory even when the UAV is under the influence of uncertainties and disturbances. The H2

component of the controller was used to achieve an excellent dynamic response, whilst the H∞

component was used to minimise the effect of disturbances. A Linear Matrix Inequality (LMI)
approach was used for the derivation of the optimal feedback control gains. In another paper,
Wang et al. compared the performance of the robust H2/H∞ to that of a classical PID controller
under the same circumstances. A non-linear simulation showed that the robust H2/H∞ controller
provides excellent dynamic response and a smaller steady-state tracking error when compared to
the classical controller. The H2/H∞ proved more robust than the PID controller when exposed to
uncertainties such as ground effect and atmospheric disturbances.

2.2.2 Crosswind Landing Techniques

A pilot landing an aircraft in ideal weather conditions (in the absence of a crosswind) typically
aligns the aircraft’s longitudinal axis (heading) with the runway centreline, whilst descending at
a constant rate along a particular glideslope in a wings-level configuration. At larger airports,
pilots make use of the Visual Approach Slope Indicator (VASI) to determine whether they are on
the correct glideslope or not. These approach lights may be visible from up to 8 km during the
day and up to 32 km or more at night [20]. Just before touchdown, a flare manoeuvre is executed,
which effectively slows down the rate of descent and ultimately allows for a more graceful touch-
down. The aircraft enters a roll-out phase once the landing gear has made contact with the runway
surface, and continues to reduce its ground speed until it comes to a complete stop.
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In adverse weather conditions, and more specifically in the presence of a crosswind, the land-
ing approach needs to be altered somewhat to ensure a safe and successful landing. Due to the
natural directional stability of most aircraft, aerodynamic effects produce yawing moments that
force an alignment between the longitudinal body axis and the resultant velocity vector. The angle
between an aircraft’s longitudinal axis and its velocity vector is commonly referred to as the angle
of sideslip and denoted by β. During final approach in the presence of a crosswind, an aircraft will
therefore naturally transition into a zero sideslip configuration, where its nose is pointing in the
direction of the oncoming airflow. However, a crosswind means that the direction of the oncoming
airflow in the inertial frame, with which the aircraft has now aligned itself, is not aligned with the
runway on which the aircraft needs to land. The angle between the aircraft’s longitudinal axis and
the runway heading is commonly referred to as the crab angle and denoted by Ψcrab. Figure 2.1
shows an aircraft approaching the runway and landing in a crabbed configuration. It is intuitive
that larger crab angles will result in more violent lateral deviations from the point of touchdown
and cause excessive side forces on the aircraft’s landing gear. Touchdown in a crab-only configu-
ration is therefore not recommended when landing on a dry runway [14]. On wet runways, which
are inherently more slippery, the drift towards the upwind side of a touchdown is significantly
reduced, and is therefore used as a viable landing configuration in certain scenarios [14].

Crosswind
ComponentThrust Vector

Runway
Component

TouchdownCrosswind

Figure 2.1: Crabbed landing technique

There are three main techniques that pilots will adopt when landing during typical crosswind
conditions. One of these techniques has already been discussed (crabbed landing), and the two
remaining techniques are discussed below:

De-crab:
The idea of this technique is to maintain a wings-level configuration throughout the entire land-
ing phase [14]. The aircraft will approach the runway in a crabbed configuration, tracking the
glideslope and maintaining flight path using appropriate longitudinal control. The crabbed and
de-crab crosswind landing techniques are identical for most of the landing procedure; however,
the difference between them is apparent during the final phase of landing. When a pilot executes
a flare manoeuvre moments before touchdown, downwind rudder is applied to de-crab the air-
craft and essentially minimise the angle between the aircraft’s longitudinal axis and the runway
centreline. In order to ensure a wings-level configuration upon touchdown, immediate opposite
aileron is required to oppose the rolling moment caused by differential lift as the aircraft experi-
ences a yaw rate perturbation. Figure 2.2a illustrates the de-crab landing technique.
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Crosswind
ComponentThrust Vector

Runway
Component

TouchdownCrosswind

(a) De-crab landing technique

TouchdownCrosswind

Crosswind
ComponentLift Vector

Runway
Component

(b) Low-wing landing technique

Figure 2.2: Crosswind landing techniques

Low-wing 1:
The goal of this technique is to maintain the aircraft’s heading aligned with the runway centreline
throughout the approach and landing phase [14]. In this configuration, the aircraft’s longitudinal
axis is no longer aligned with the oncoming airflow, and thus there exists a non-zero sideslip angle
(β 6= 0). The dihedral action of the wings has a tendency to cause the aircraft to roll, therefore
sufficient rudder and aileron must be applied simultaneously to maintain the sideslip angle at
a constant value [14]. In order to maintain a constant flight path by ensuring that the aircraft
travels in the direction of the runway whilst flying in a sideslip configuration, it is necessary to
coordinate a component of the lift vector to counter the side force by banking in the direction
of the crosswind. Figure 2.2b illustrates the sideslip landing technique, and shows the aircraft
approaching in a crabbed configuration before transitioning into a sideslip configuration during
the final phase of landing. At the top left corner of the figure is an illustration of the residual
bank angle necessary to maintain a constant flight path. Touchdown typically occurs with the
upwind main wheel first, and it is therefore important to monitor the amount of bank angle so as
to mitigate the risk of possible wingstrike2.

2.2.3 Effect of Wind on Flight Characteristics

The unpredictability of wind effects often complicates the final approach and landing procedure of
any aircraft. It is therefore necessary to examine the effects of non-uniform and unsteady motion of
the atmosphere on the aircraft [21]. There are various forms of atmospheric effects that an aircraft
will experience throughout the duration of a flight, namely wind gusts, turbulence effects, wind
shear, and downbursts to name a few.

Wind gusts refer to the irregular wind velocity experienced at a single point in the atmosphere.
An aircraft flying in gusty conditions will experience large variations in measured wind speed,
and as a consequence, aerodynamic forces will accelerate the aircraft and vary its inertial speed.
Wind gusts are usually modelled as having a build-up phase, a quasi-constant phase, and a decay
phase. These encapsulate the principal effects of the gust. Turbulence refers to the random, chaotic
and often violent movement of air as a result of varying wind currents. Turbulence effects are
often modelled using either the von Kármán or the Dryden form of the spectra, where band-
limited white noise is passed through shaping filters to generate turbulence velocities and angular

1Sometimes referred to as a sideslip landing.
2Collision of the upwind wing with the runway.
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rates. The principal wind effects are those associated with atmospheric turbulence [21]; however,
wind may have a mean structure which is not uniform in space. Etkin and Reid [21] describe this
non-uniformity as spatial gradients in the time-averaged velocity, of which downbursts and the
boundary layer next to the ground are of most concern. Downbursts result from vertical outflows
from low-level clouds that impinge on the ground, usually in the form of a circular jet [21]. This
results in strong vertical and horizontal wind gradients, which have led to many aircraft accidents.

Schänzer describes wind shear as an alteration of horizontal wind with time, height, and dis-
tance. Spatial gradients resulting from wind shear may crucially restrict flight safety during take-
off and landing, and in some situations, hazards may be caused by limited flight performance [22].
It is apparent that the wind shear phenomenon is not well understood by most pilots, which often
leads to incorrect decisions being made at crucial points in the flight. Wind shear is not only ap-
parent in stormy, windy weather as one might expect. It is also related to misty summer mornings
and bright sunshine in periods of fair weather [23]. According to Schänzer [22] flight safety may
be reduced by wake turbulence caused by large buildings and mountains. He also states that the
influence of wind shear on flight safety, during take-off and go-around, differs very much from
the situation during approach and landing.

Schänzer claims that the majority of wind shear accidents, during approach and landing, can
be avoided if the pilot or automatic control system reacts in the correct manner. He writes that
the total energy of an uncontrolled aircraft in a wind shear situation is nearly constant - airspeed
deviations are negligibly small and the aircraft will be accelerated without significant time delay
with the time-varying wind [22]. This makes it difficult for the pilot or the control system to
indicate a wind shear situation based on airspeed deviation, or even from criteria based on total
energy deviation. A powerful wind shear indication is deviation from flight path [22]. Some
control structures separate autopilot from autothrottle, and tend to avoid high-throttle activity as
a response to high-frequency gusts by means of complementary filtering. The disadvantage of
this is a delayed counteraction against the low-frequency wind shear disturbances, which leads to
relatively great offsets in airspeed and flight path [22]. Schänzer [24] shows that the employment
of a stronger cross-coupled control system, no longer separated into autopilot and autothrottle,
leads to a considerable reduction in total energy expenditure.

Brockhaus and Wüst [25] show that offsets in airspeed and flight path, caused by wind shear,
can be eliminated almost entirely by means of open-loop compensation. This method of compens-
ation is based on the on-board measurement of the wind vector components, their time derivatives
and a corresponding thrust command signal. This results in ideal thrust generation for given wind
shear conditions, without changing the stability of the controlled aircraft [22]. In order to determ-
ine the individual wind components, this method of compensation requires that complete air data
and inertial data be available. They conclude that this method cannot be successfully employed
until the problem of separating the wind shear and gust signals has been solved.

A pilot should keep angle of attack, airspeed, and flight path angle constant during downdraft
or downburst situations [22]. In the case of a downdraft, a pilot should pull back on the control
column to increase the aircraft’s pitch angle [24]. The idea of pitching nose-up in a situation
where airspeed is decreasing seems counter-intuitive and goes against a pilot’s training and gut
feeling. In most cases, a pilot will try to keep the pitch angle constant, which will result in an
undesirable glideslope deviation. Ground-based wind shear warning systems are worthwhile but
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not sufficient. Some aircraft are equipped with wind shear warning display systems that inform
the pilot about the current atmospheric conditions, and ultimately help to improve safety during
wind shear landing situations.

One of the most important tasks that semi-automatic and automatic flight control systems
should perform is damping the vibrations caused by atmospheric turbulence. Borowski and
Wieslaw [26] show that atmospheric turbulence brings about substantial changes in the aircraft’s
angle of attack, which the control system should regulate by deflecting the elevator control surface.
Most modern aircraft come equipped with anti-turbulence systems, which are designed to allevi-
ate the effect of vibrations due to turbulent air. Birds are able to sense disturbances in airflow
through their feathers, allowing them to fly gracefully through the air. Inspired by this natural
phenomenon, one specific anti-turbulence system makes use of the concept of phase-advanced
sensing to sense flow disturbances before they result in aircraft movement. They conclude that
the correct choice of control law invalidates the need for a complex, specialised, and very expens-
ive anti-turbulence system.

2.3 Summary

The findings documented in this chapter provide possible solutions to the host of challenges as-
sociated with landing a fixed-wing aircraft in crosswind conditions. Previous work conducted
in the ESL provides a fundamental framework that can be adapted as required to maximise ef-
ficiency and system fidelity. Practical verification of non-linear simulation models by previous
internal research will aid in the design of a high-performance control system capable of meeting
strict specifications. It is clear from the findings presented in this chapter that there is no lack of
knowledge in the field of autonomous unmanned aircraft. Particular aspects of these works will
be incorporated in the design of the autopilot system presented in this thesis. Research into cross-
wind landing techniques for manned aircraft provides some insight as to how the control system
should be structured for successful emulation of these techniques. The effect of wind on flying
characteristics and handling qualities will influence various design decisions made throughout
the development of a flight control system in this thesis.
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CHAPTER 3

Aircraft Dynamic Equations

This chapter starts by defining the various reference systems used extensively throughout the air-
craft modelling and control system design chapters. Thereafter, translational and rotational equa-
tions of motion are derived from Newton’s laws and expressed in terms of forces and moments
acting on the aircraft in the body axis. An attitude system is then defined, followed by a deriva-
tion of kinematic equations, which are added to the equations of motion to provide a complete set
of non-linear aircraft dynamic equations. A short description of the aircraft reference geometry
is provided, after which the chapter concludes with the derivation of the forces and moments
responsible for driving the equations of motion.

3.1 Axis System Definition

Reference will be made to four axis systems in particular throughout this thesis. These axis sys-
tems will now be discussed in detail.

3.1.1 Inertial Axis System

Before Newton’s equations of motion can be used to develop a dynamic aircraft model, an inertial
axis system must be defined. The standard North-East-Down (NED) axis system, FE(OEXEYEZE)

shown in Figure 3.1, adequately approximates an inertial axis system for localised flight [27]. The
origin of the NED axis system is conveniently chosen to coincide with a point on the earth’s sur-
face, usually chosen as the starting point on the runway. The XE-axis will then point in the north
direction, the YE-axis will point in the east direction, and the ZE-axis will point vertically down-
ward perpendicular to the horizontal plane to complete the right-handed orthogonal axis system.

It is important to note that for the purposes of this thesis, the earth is considered flat and non-
rotating - two essential properties of an inertial axis system [3]. These are reasonable assumptions
given the short ranges of flight involved (only a few hundred metres), and the fact that the typical
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Figure 3.1: Inertial axis system

aircraft angular rates are far greater than the earth’s rate of rotation. The north, east, and down
position of the aircraft in inertial space is summarised in the following vector array form:

PI =
[

N E D
]

(3.1)

3.1.2 Body Axis System and Standard Aircraft Notation

The body axis system, FB(OBXBYBZB) shown in Figure 3.2, is fixed to the aircraft with the ori-
gin chosen to coincide with its centre of mass. The XB-axis lies in the plane of symmetry and
is conveniently chosen to point towards the nose of the aircraft. The YB-axis is perpendicular to
the plane of symmetry and points in the direction of the starboard (right) wing. The ZB-axis also
lies in the plane of symmetry and points vertically downwards relative to the aircraft’s cockpit to
complete the right-handed orthogonal axis system. An aircraft is said to pitch about the YB-axis,
roll about the XB-axis, and yaw about the ZB-axis.

XB-axis

YB-axis

ZB-axis

L : Rolling Moment
P : Roll Rate

N : Yawing Moment
R : Yaw RateM : Pitching Moment

Q : Pitch Rate

Y : Force
V : Velocity

X : Force
U : Velocity

Z : Force
W : Velocity

−δA

−δE

−δR

CM

−δF

Figure 3.2: Body axis system with standard notation

Table 3.1 gives a detailed description of the symbols used in Figure 3.2.
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Table 3.1: Standard aircraft notation

Symbol Label Description

X, Y, Z Axial, lateral, and normal force Coordinates of the force vector

L, M, N Rolling, pitching, and yawing
moment

Coordinates of the moment vector

U, V, W Axial, lateral, and normal velocity Coordinates of the linear velocity

P, Q, R Roll, pitch, and yaw rate Coordinates of the angular velocity

δE, δF, δA, δR Elevator, flaps, aileron, and rud-
der deflection angles

A positive deflection is defined as one
that produces a negative moment

Although not depicted in Figure 3.2, it is important to include the thrust command, denoted
by Tc, which is proportional to the thrust vector magnitude. The aerodynamic control array can
thus be extended to include the thrust command,

c =
[
δE δF δA δR Tc

]
(3.2)

3.1.3 Stability and Wind Axis System

It is often convenient to define a fixed aircraft axis system such that the X-axis coincides with the
total velocity vector VB. The stability axis FS(OSXSYSZS) is obtained by rotating the body axis
through the angle of attack (α) about the centre of mass, as seen in Figure 3.3a. The origin of
the stability axis system coincides with that of the body axis system, and follows a right-handed
orthogonal axis convention. Aerodynamic stability and control derivatives are often specified
in the stability axis, as it has the advantage of simplifying the aerodynamic model to maximise
visibility of the physical phenomena involved. The wind axis FW(OW XWYW ZW) is obtained by
rotating the stability axis FS through the sideslip angle (β), as seen in Figure 3.3b.

XB-axis

α

XS-axis

α

ZS-axisZB-axis

(a) Rotation through α

XW -axis

XS-axis

XW -axis YS-axis

β

β

(b) Rotation through β

Figure 3.3: Stability and wind axis definitions
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A vector VB coordinated in the body axis can be transformed to the stability axis using the follow-
ing rotation through angle of attack,

VS = RαVB (3.3)

=


cos α 0 sin α

0 1 0

− sin α 0 cos α

VB (3.4)

Furthermore, rotating the stability reference frame through the angle of sideslip, as shown in Fig-
ure 3.3b, yields the following rotation matrix,

VW = RβRαVB (3.5)

=


cos β sin β 0

− sin β cos β 0

0 0 1

RαVB (3.6)

The aforementioned rotation matrices can then be multiplied to obtain a Direction Cosine Matrix
(DCM), which relates a vector coordinated in the body axis to a vector coordinated in the wind
axis,

RβRα = DCMB→W (3.7)

=


cos α cos β sin β sin α cos β

− cos α sin β cos β − sin α sin β

− sin α 0 cos α

 (3.8)

It is intuitive that the inverse of Equation (3.7) transforms a vector coordinated in the wind axis to
a vector coordinated in the body axis through,

DCMW→B = (DCMB→W)−1 (3.9)

Similarly, inverting the rotation matrix of Equation (3.3) relates a vector coordinated in the stability
axis to a vector coordinated in the body axis. Section 3.3.1 details a more thorough investigation
into the development of rotation matrices between corresponding frames of reference.

Now that the aforementioned rotation matrices have been defined, the translational and ro-
tational velocity vectors, as well as the external forces and moments acting on the aircraft, are
defined in Cartesian coordinates below,

VB = iBU + jBV + kBW (3.10)

ωB = iBP + jBQ + kBR (3.11)

FB = iBX + jBY + kBZ (3.12)

MB = iBL + jB M + kBN (3.13)
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where iB, jB, and kB represent unit vectors in the XB-, YB-, and ZB-axis respectively. Although
these vectors are measured with respect to inertial space, they are all coordinated in the body
axis frame, as denoted by the subscript B. It is often convenient to express the velocity vector
VB in terms of spherical coordinates, represented by a magnitude and two angles, as shown in
Figure 3.4.

U

V̄
W

V

α

β

XB-axis

ZB-axis

YB-axis

Figure 3.4: Spherical velocity coordinates

The velocity magnitude V̄, angle of attack α, and sideslip angle β are expressed as, 1

V̄ =

√
U2 + V2 + W2 (3.14)

α = tan−1(W/U) (3.15)

β = sin−1(V/V̄) (3.16)

with their inverse relationships given by,

U = V̄ cos α cos β (3.17)

V = V̄ sin β (3.18)

W = V̄ sin α cos β (3.19)

3.2 Development of the Equations of Motion

The equations of motion acting on an aircraft can be derived from Newton’s second law of motion.
This law of motion states that the sum of all external forces acting on a body must be equal to
the time rate of change of its momentum, and that the sum of all external moments acting on a

1The velocity magnitude V̄ should not be confused with the lateral velocity component denoted by V.
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body must be equal to the time rate of change of its angular momentum [28]. The time rates of
change are with respect to inertial space, where it is assumed that the mass of the aircraft remains
constant. Choosing the earth as an inertial reference, the time rates of change can be expressed by
the following vector equations,

FB =
d
dt
(mVB)

∣∣∣∣
E

(3.20)

MB =
d
dt
(HB)

∣∣∣∣
E

(3.21)

where
∣∣

E indicates the time rate of change of the vector with respect to inertial space, m represents
the aircraft’s mass, VB its translational velocity, and HB its angular momentum.

It would be convenient if the derivatives in Equations (3.20) and (3.21) were with respect to the
body axis. Since the body axis system rotates with angular velocity ωB with respect to the inertial
frame, the Coriolis Equation [28] can be used to relate the inertial time derivative to the body time
derivative with the following relationship,

d
dt
(S)
∣∣∣∣

E
=

d
dt
(S)
∣∣∣∣

B
+ ωB × S (3.22)

where S is an arbitrary vector. Applying Equation (3.22) to Equations (3.20) and (3.21) yields,

FB =
d
dt
(mVB)

∣∣∣∣
B
+ ωB ×mVB (3.23)

MB =
d
dt
(HB)

∣∣∣∣
B
+ ωB × HB (3.24)

Evaluating the first term in Equation (3.23) if,

VB = iBU + jBV + kBW

then,

d
dt
(mVB)

∣∣∣∣
B
= m(iBU̇ + jBV̇ + kBẆ) (3.25)

Now, evaluating the second term if,

ωB = iBP + jBQ + kBR

then,

ωB ×mVB = m

∣∣∣∣∣∣∣∣∣
iB jB kB

P Q R

U V W

∣∣∣∣∣∣∣∣∣ (3.26)

Expanding,

ωB ×mVB = m [iB(WQ−VR) + jB(UR−WP) + kB(VP−UQ)] (3.27)
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Combining Equations (3.25) and (3.27) yields,

FB = m
[
iB(U̇ + WQ−VR) + jB(V̇ + UR−WP) + kB(Ẇ + VP−UQ)

]
(3.28)

From Equation (3.12), FB can be written in terms of its components as follows,

FB = iBFx + jBFy + kBFz

Equating the components of Equations (3.28) and (3.12), the equations of linear translational mo-
tion are obtained:

Fx = m(U̇ + WQ−VR) (3.29)

Fy = m(V̇ + UR−WP) (3.30)

Fz = m(Ẇ + VP−UQ) (3.31)

To obtain the equations of rotational motion, it is necessary to return to Equation (3.24), repeated
below for convenience:

MB =
d
dt
(HB)

∣∣∣∣
B
+ ωB × HB (3.32)

It is necessary to obtain an expression for HB before proceeding with the derivation. H is defined
as the angular momentum, or moment of momentum, of a revolving body [28]. The momentum
of the element of mass dm, shown in Figure 3.5, due to the angular velocity ω is equal to the
tangential velocity of the element of mass about the instantaneous centre of rotation, multiplied
by dm. The incremental momentum resulting from the tangential velocity of the element of mass

r

dm

ω× rcg ω

Figure 3.5: Fictitious body with an angular velocity ω about its centre of gravity

can be expressed as,

dM = (ω× r)dm (3.33)

Since the moment of momentum is the momentum multiplied by the lever arm [28], and taking
the integral over the entire mass of the aircraft yields,

HB =
∫

rB × (ωB × rB)dm (3.34)

Evaluating the triple cross product using Equation (3.11) and,

rB = iBx + jBy + kBz (3.35)
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yields,

ωB × rB =

∣∣∣∣∣∣∣∣∣
iB jB kB

P Q R

x y z

∣∣∣∣∣∣∣∣∣ (3.36)

Expanding,

ωB × rB = iB(zQ− yR) + jB(xR− zP) + kB(yP− xQ) (3.37)

Then,

rB × (ωB × rB) =

∣∣∣∣∣∣∣∣∣
iB jB kB

x y z

zQ− yR xR− zP yP− xQ

∣∣∣∣∣∣∣∣∣ (3.38)

Expanding and substituting into (3.34) becomes,

HB =
∫

iB

[
(y2 + z2)P− xyQ− xzR

]
dm

+
∫

jB

[
(z2 + x2)Q− yzR− xyP

]
dm

+
∫

kB

[
(x2 + y2)R− xzP− yzQ

]
dm (3.39)

Since
∫
(y2 + z2)dm is defined as the moment of inertia Ixx, and

∫
(xy)dm is defined as the cross

product of inertia Ixy, Equation (3.39) can be rewritten in component form as,

Hx = PIxx −QIxy − RIxz

Hy = QIyy − RIyz − PIxy

Hz = RIzz − PIxz −QIyz (3.40)

It can be seen that HB = IBωB where,

IB =


Ixx Ixy Ixz

Ixy Iyy Iyz

Ixz Iyz Izz

 (3.41)

Assuming that Ixy = Iyz = 0 for the case of a symmetric aircraft about the XBZB-plane, Equa-
tion (3.40) reduces to,

Hx = PIxx − RIxz

Hy = QIyy

Hz = RIzz − PIxz (3.42)
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Now that we have an expression for the moment of momentum HB, the derivation can continue.
Looking at the first term in Equation (3.32), the components of d

dt (HB) are,

dHx
dt

= ṖIxx − ṘIxz

dHy

dt
= Q̇Iyy

dHz
dt

= ṘIzz − ṖIxz (3.43)

The time rates of change of the moments and products of inertia are zero, since the aircraft is
assumed to be a rigid body of constant mass. Evaluating the second term in Equation (3.32) yields,

ωB × HB =

∣∣∣∣∣∣∣∣∣
iB jB kB

P Q R

Hx Hy Hz

∣∣∣∣∣∣∣∣∣ (3.44)

Expanding,

ωB × HB = iB(QHz − RHy) + jB(RHx − PHz) + kB(PHy −QHx) (3.45)

From Equation (3.13), MB can be written in terms of its components as follows,

MB = iBL + jB M + kBN

Combing Equations (3.43) and (3.45) and equating the components of Equation (3.13) yields the
following angular Equations of motion in component form,

L = ṖIxx − ṘIxz + QR(Izz − Iyy)− PQIxz (3.46)

M = Q̇Iyy + PR(Ixx − Izz) + (P2 − R2)Ixz (3.47)

N = ṘIzz − ṖIxz + PQ(Iyy − Ixx) + QRIxz (3.48)

3.3 Attitude Definition

The equations of motion developed in Section 3.2 describe how the forces and moments coordin-
ated in the body axis cause rates of change in the linear and rotational velocities. It is therefore
necessary to specify the orientation of the body axis with respect to the inertial frame so that the
aircraft’s motion in the inertial space can be described. The Euler 3-2-1 angles are one of the most
widely used attitude parametrisation methods because they are simple and easy to work with.

3.3.1 Euler Angles and the Transformation Matrix

The transformation from the body axis to the inertial frame using the Euler 3-2-1 parametrisation
method consists of a three-stage rotation through yaw (Ψ), pitch (Θ), and roll (Φ). The Euler angles
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Θ

Φ

Ψ

Horizon

Horizon

North

Figure 3.6: Basic illustration of attitude angles

used in the parametrisation are depicted in Figure 3.6 and summarised in the following vector
array form:

e =
[
Φ Θ Ψ

]
(3.49)

Consider an axis system F0(O0X0Y0Z0) that coincides with the inertial frame FE. Now consider a
vector V coordinated in F0 such that,

V0 =


x0

y0

z0

 (3.50)

Ψ

Y0

X0

Z1

Y1

X1

Z0

Ψ

(a) Rotation through Ψ

Y0

X0

Z0Z2

X2

Y2
Θ

Θ

(b) Rotation through Θ

Y0

X0

Z0

Y3

Z3

X3

Φ

Φ Y2

(c) Rotation through Φ

Figure 3.7: Euler 3-2-1 rotation

Rotating F0 about the Z0-axis through the yaw angle Ψ, as in Figure 3.7a, to create a new coordinate
system F1(O1X1Y1Z1) such that a vector V coordinated in F1 becomes,

V1 = RΨV0
x1

y1

z1

 =


cos Ψ sin Ψ 0

− sin Ψ cos Ψ 0

0 0 1




x0

y0

z0

 (3.51)
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Rotating F1 about the Y1-axis through the pitch angle Θ, as in Figure 3.7b, to create a new coordin-
ate system F2(O2X2Y2Z2) such that a vector V coordinated in F2 becomes,

V2 = RΘV1
x2

y2

z2

 =


cos Θ 0 − sin Θ

0 1 0

sin Θ 0 cos Θ




x1

y1

z1

 (3.52)

Finally, rotating F2 about the X2-axis through the roll angle Φ, as in Figure 3.7c, to create a new
coordinate system F3(O3X3Y3Z3) such that a vector V coordinated in F3 becomes,

V3 = RΦV2
x3

y3

z3

 =


1 0 0

0 cos Φ sin Φ

0 − sin Φ cos Φ




x2

y2

z2

 (3.53)

The coordinate system F3 coincides with the body axis system FB. Equations (3.51) to (3.53) can
be multiplied together to relate the coordinates of a vector V0 coordinated in F0 to a vector V3

coordinated in F3. Combining Equations (3.51), (3.52), and (3.53) yields,

V3 = [RΦRΘRΨ]V0 (3.54)

but since V0 coincides with a vector VE in the inertial frame and V3 coincides with a vector VB in
the body axis, Equation (3.54) converts inertially coordinated vectors to the body axis through the
DCM shown below,

xB

yB

zB

 =


1 0 0

0 cos Φ sin Φ

0 − sin Φ cos Φ




cos Θ 0 − sin Θ

0 1 0

sin Θ 0 cos Θ




cos Ψ sin Ψ 0

− sin Ψ cos Ψ 0

0 0 1




xE

yE

zE

 (3.55)

Expanding,
xB

yB

zB

 =


cos Ψ cos Θ sin Ψ cos Θ − sin Θ

cos Ψ sin Θ sin Φ− sin Ψ cos Φ sin Ψ sin Θ sin Φ + cos Ψ cos Φ cos Θ sin Φ

cos Ψ sin Θ cos Φ + sin Ψ sin Φ sin Ψ sin Θ cos Φ− cos Ψ sin Φ cos Θ cos Φ




xE

yE

zE


(3.56)

and rewriting so that,

VB = (DCME→B)VE (3.57)

It is intuitive that the inverse transform, [RΦRΘRΨ]
−1, is required to convert vectors coordinated

in the body axis to inertial space. It can be shown through simple algebraic manipulation that the
transformation matrix is orthogonal, therefore its inverse exists and is merely its transpose,

VE =
[

RT
ΦRT

ΘRT
Ψ

]
VB (3.58)
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and rewriting so that,

VE = (DCMB→E)VB (3.59)

where,

DCMB→E = (DCME→B)
−1 (3.60)

= (DCME→B)
T

3.3.2 Kinematic Equations

Kinematic equations are responsible for translating linear and angular velocities to position and
attitude over time. The transformation matrix, derived in the previous section, readily transforms
linear velocities coordinated in the body axis to inertial space. The inertially coordinated velocity
vector can then be used to determine the aircraft’s position in the inertial frame by integrating
the time rate of change of position. The transformation matrix requires knowledge of the Euler
angles, and it is therefore necessary to derive a set of differential equations that allow the dynamic
calculation of these angles. The angular velocity of the aircraft can also be expressed as a vector
sum of the Euler angular velocities [29],

ω = iΦΦ̇ + jΘΘ̇ + kΨΨ̇ (3.61)

where iΦ is the unit vector along the X2-axis, jΘ the unit vector along the Y1-axis and kΨ the unit
vector along the Z0-axis. The transformations discussed in Section 3.3.1 can be used to relate
the body axis angular velocity components in Equation (3.11) to the Euler components. The unit
vectors associated with the Euler components are resolved into the body axis frame FB as follows,

iΦB
= RΦiΦ =


1

0

0

 (3.62)

jΘB
= RΦRΘ jΘ =


0

cos Φ

− sin Φ

 (3.63)

kΨB
= RΦRΘRΨkΨ =


− sin Θ

cos Θ sin Φ

cos Θ cos Φ

 (3.64)

Equating the components of Equation (3.11) with the vector sum of Equations (3.62), (3.63) and (3.64),
and scaling by their respective Euler angular rates, gives the following transformation,

P

Q

R

 =


1 0 − sin Θ

0 cos Φ cos Θ sin Φ

0 − sin Φ cos Θ cos Φ




Φ̇

Θ̇

Ψ̇

 (3.65)
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Unlike the DCM matrix, the transformation matrix given in Equation (3.65) is not orthogonal.
However, its inverse does exist and is given by,

Φ̇

Θ̇

Ψ̇

 =


1 sin Φ tan Θ cos Φ tan Θ

0 cos Φ − sin Φ

0 sin Φ sec Θ cos Φ sec Θ




P

Q

R

 (3.66)

and rewriting so that,

ė = ReωB (3.67)

which is subject to the constraint that |Θ| 6= π/2, at which point there exists a mathematical
singularity. Alternative parametrisation methods, such as quaternions and DCM parameters do
exist, but they are less intuitive and more mathematically complex to work with. Euler angles are,
however, well suited for conventional, non-aerobatic flight since |Θ| � π/2, thus allowing the
singularity to be ignored. It is for this particular reason that Euler angles are used throughout this
thesis. Equations (3.67) and (3.68) summarise the two kinematic equations that relate angular and
linear velocities to attitude and position in the inertial frame.

ṖI = (DCMB→E)VB (3.68)

The Six Degrees of Freedom (6DoF) equations of motion are depicted graphically in Figure 3.8.
The force and moment terms on the left side of the diagram act as driving inputs to the equations
of motion. Kinetic equations then relate the forces and moments to linear and angular velocities
respectively through Equations (3.29), (3.30), (3.31), (3.46), (3.47), and (3.48). The kinematic Equa-
tions of (3.68) and (3.67) in turn relate the linear and angular velocities to the time rates of change
of position and attitude in inertial space.

m IB

PI =
[

N E D
]

MB =
[

L M N
]

ωB =
[

P Q R
]

VB =
[
U V W

]

e =
[
Φ Θ Ψ

]Kinetic
Equations

Kinematic
Equations

FB =
[

X Y Z
]

Figure 3.8: Block diagram overview of 6DoF equations of motion

3.4 Forces and Moments

This section will focus on the development of equations used to describe the various forces and
moments acting on an aircraft as a function of its current state. Up until this point the dynamic
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equations developed in the previous sections were applicable to any rigid body, and therefore no
aircraft-specific dynamics have yet been modelled. Since this thesis is focused on the automatic
control of an unmanned aircraft, application-specific forces and moments are now introduced into
the model. There are three categories of forces and moments acting on most aircraft:

• Aerodynamic

• Thrust

• Gravitational

The contributions of individual forces and moments are summed together in order to determine
their combined effect on the aircraft in the body axis. The individual contributions are summed
according to,

∑ FB = FA + FT + FG
{

F i =
[

Xi Yi Zi
]T
→ i = A, T, G

}
(3.69)

∑ MB = MA + MT + MG
{

M i =
[

Li Mi Ni
]T
→ i = A, T, G

}
(3.70)

where A, T, and G denote aerodynamic, thrust, and gravitational components respectively.

3.4.1 Aircraft Reference Geometry

It is first necessary to discuss the geometric layout of the aircraft, as this is an essential part of
the mathematical modelling process. It is often convenient for the purposes of flight dynamics
analysis to describe the aircraft reference geometry by a small number of dimensional reference
parameters, which are defined and illustrated in Figure 3.9 [27].

b
s = b

2

¯̄c

ACF

lF

NP
ACT

lT

Figure 3.9: Aircraft reference geometry

The gross plan area of the wing, including the part within the fuselage, is given by, 1

S = bc̄ (3.71)

where b is the wing span and c̄ is the Standard Mean Chord (SMC). The wing’s SMC is given by,

c̄ =

∫ s
−s cydy∫ s
−s dy

(3.72)

1Wing area (S) should not be confused with wing semi-span (s).
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for a wing of symmetric planform, where s = b/2 is the semi-span and cy is the local chord at
spanwise coordinate y. For a straight, tapered wing, Equation (3.72) simplifies to,

c̄ =
S
b

(3.73)

The Mean Aerodynamic Chord (MAC) of the wing is denoted by ¯̄c and is defined as,

¯̄c =

∫ s
−s c2

ydy∫ s
−s cydy

(3.74)

This important parameter represents the location of the root chord of a rectangular wing, which
has the same aerodynamic influence on the aircraft as the actual wing [27]. For most aircraft, the
SMC and MAC are sufficiently similar in length and location that they are practically interchange-
able [27]. Another important dimensional reference parameter is the aspect ratio of an aircraft’s
wing, defined as,

A =
b2

S
(3.75)

=
b
c̄

This parameter is a measure of spanwise slenderness and is an important indicator of the lift-
induced drag created by the wing. The neutral point, denoted as NP in Figure 3.9, is the aerody-
namic centre of the whole aircraft and is used to determine the static stability margin. This margin
is defined as the distance between the centre of gravity (Xcg) and the neutral point (Xnp) along the
XB-axis so that,

SM = (Xcg − Xnp) (3.76)

An aircraft is said to be longitudinally statically stable when its neutral point lies behind its centre
of gravity. This ensures that any perturbation in angle of attack produces a restoring moment that
brings the aircraft back to a stable flight configuration. With reference to Figure 3.9, ACF and ACT

represent the aerodynamic centres of the horizontal and vertical stabilisers respectively, whilst lF

and lT represent the effective lengths from the aerodynamic centres to the aircraft’s centre of mass.
Now that important reference geometries have been defined, the aforementioned dimensional ref-
erence parameters can be used in the development of a non-linear aircraft model in the subsections
to follow.

3.4.2 Aerodynamic

The aerodynamic forces and moments acting on an aircraft are by far the most complex to model,
and introduce the majority of the uncertainty into the model. Aerodynamic coefficients are usually
defined in the stability axis (assuming zero sideslip angle β), and are described in terms of stability
and control derivatives in the form,

CAB
=

∂CA

∂B′
(3.77)
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with,

B′ = nB (3.78)

where n is the appropriate normalising coefficient of B. The appropriate normalising coefficient
for incidence angles and control deflection angles is unity, whilst for the pitch rate it is ¯̄c/2V̄
and b/2V̄ for the roll and yaw rates. These derivatives are non-dimensional and describe the
forces and moments acting on the aircraft as functions of the current aircraft state and the control
surface deflection angles. For instance, the non-dimensional derivative CLα

describes the lift force
produced by the aircraft due to angle of attack. The fact that these derivatives are non-dimensional
allows for the formulation of airframe-specific parameters by simply normalising the coefficients
according to particular aircraft geometric properties. Aerodynamic coefficients for a large aircraft
can thus be obtained by conducting wind tunnel tests on a scale replica of the larger airframe, and
then rescaling according to the geometric properties of the full-sized aircraft.

To formulate the force and moment equations acting on the aircraft, it is imperative that the
derivatives and the aircraft states be coordinated in the same reference frame. This means that the
angular rate vectors coordinated in the body axis should be transformed to the stability axis using
Equation (3.3) as follows,

PS = PB cos α + RB sin α (3.79)

QS = QB (3.80)

RS = −PB sin α + RB cos α (3.81)

The aerodynamic coefficients associated with typical subsonic, pre-stall flight coordinated in the
stability axis are defined by Koen [30] as,

CD = CD0
+

C2
L

πAe
(3.82)

Cy = Cyβ
β + CyP

(
b

2V̄

)
PS + CyR

(
b

2V̄

)
RS + CyδA

δA + CyδR
δR (3.83)

CL = CL0
+ CLα

α + CLQ

( ¯̄c
2V̄

)
QS + CLδE

δE + CLδF
δF (3.84)

Cl = Clβ
β + ClP

(
b

2V̄

)
PS + ClR

(
b

2V̄

)
RS + ClδA

δA + ClδR
δR (3.85)

Cm = Cm0
+ Cmα

α + CmQ

( ¯̄c
2V̄

)
QS + CmδE

δE + CmδF
δF (3.86)

Cn = Cnβ
β + CnP

(
b

2V̄

)
PS + CnR

(
b

2V̄

)
RS + CnδA

δA + CnδR
δR (3.87)

where D is the drag force, y is the side force, L is the lift force, l is the rolling moment, m is the
pitching moment, n is the yawing moment, CD0

is the parasitic drag coefficient, Cm0
is the static

pitching moment coefficient, and e is the Oswald efficiency factor. The Oswald efficiency factor
is used most often as a parameter to account for induced drag and consists of two components:
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an inviscid part which is caused by induced velocities from the wake, and a viscous part which
is caused by increases in skin friction and pressure drag due to changes in angle of attack [31]. It
can be shown through simple algebraic manipulation that the inverse of Equation (3.3) does exist.
The result allows for aerodynamic coefficients coordinated in the stability axis to be transformed
to the body axis as follows,

CxB
= −CD cos α + CL sin α (3.88)

CyB
= Cy (3.89)

CzB
= −CL cos α− CD sin α (3.90)

ClB
= Cl cos α− Cn sin α (3.91)

CmB
= Cm (3.92)

CnB
= Cn cos α + Cl sin α (3.93)

Note that the main component of drag (CD) acts in the negative XB-axis direction, and that the
main component of lift (CL) acts in the negative ZB-axis direction. Shevell [32] uses Bernoulli’s
equation and the continuity principle for incompressible fluids to show that the forces and mo-
ments acting on an aircraft are proportional to the dynamic pressure experienced by the aircraft.
Dynamic pressure is given by,

q̄ =
1
2

ρV̄2 (3.94)

where ρ is the air density and V̄ is the true airspeed. For altitudes below 11 km, ρ can be calculated
using [30],

ρ = 1.225
(

1− 2.2558× 10−5h
)4.2559

(3.95)

where h is the aircraft’s altitude above Mean Sea Level (MSL). To this end, aerodynamic forces and
moments coordinated in the body axis are calculated as follows:

FA =
[

XA YA ZA
]T

(3.96)

=
[
q̄SCxB

q̄SCyB
q̄SCzB

]T

MA =
[

LA MA NA
]T

(3.97)

=
[
q̄SbClB

q̄S ¯̄cCmB
q̄SbCnB

]T

It is clear from the preceding discussion that stability and control derivatives describe the aero-
dynamic properties of a particular airframe. In order to derive an aircraft-specific model, it is ne-
cessary to first obtain the stability and control derivatives associated with a particular airframe.
There are a number of methods which can be used to obtain these non-dimensional derivatives,
each with their own advantages and disadvantages. It is not uncommon for engineers to make use
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of a combination of the various techniques in an attempt to obtain the most accurate results. Due
to the strict time constraints associated with this project, Athena Vortex Lattice (AVL) was used
to determine the necessary stability and control derivatives.1 This technique has been shown to
produce adequate results when compared to first principle methods, and has been validated ex-
tensively through work done in [5, 6, 9, 33], in which successful autopilot systems were developed.

3.4.3 Gravitational

The gravitational acceleration vector is modelled as providing a force proportional to the aircraft’s
mass in the down direction (in the NED axis system.). The inertially coordinated force due to
gravity is expressed in the following vector array form:

FG
I =

[
0 0 mg

]T
(3.98)

Transforming to the body axis using the DCM of Equation (3.56) yields,

FG =
[

XG YG ZG
]T

(3.99)

= (DCME→B)FG
I

=


− sin Θ

cos Θ sin Φ

cos Θ cos Φ

mg

For the case of a rigid body in a uniform gravitational field, it is safe to assume that gravity only
acts at the centre of mass and thus no moments (torques) exist. Thus,

MG =
[

LG MG NG
]T

(3.100)

=
[
0 0 0

]T

3.4.4 Thrust

In order to fully describe the thrust model, it is necessary to encapsulate various complex interac-
tions associated with the particular propulsion system. For the sake of simplicity, a first-order lag
model tends to suffice for most UAV applications, as it adequately captures the significantly band-
limited nature of most propulsion systems [34]. The simplified thrust model can be described by,

Ṫ = − 1
τe

T +
1
τe

Tc (3.101)

where T is the output thrust magnitude, Tc is the commanded thrust, and τe is the engine lag
time constant. It is assumed that for the case of an aircraft with a tractor configuration propulsion
system, the thrust line coincides with the XB-axis and passes through the centre of mass. Ignoring

1AVL makes use of vortex lattice codes to determine stability and control derivatives.
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all torques produced by aerodynamic phenomena and gyroscopic effects, the forces and moments
associated with the thrust model are expressed as follows:

FT =
[

XT YT ZT
]T

(3.102)

=
[

T 0 0
]T

MT =
[

LT MT NT
]T

(3.103)

=
[
0 0 0

]T

3.5 Summary

Reference frames and aircraft-specific notation were defined at the start of the chapter in order to
establish convention early on in the thesis. Dynamic equations that govern aircraft motion were
then developed from first principles in order to obtain an in-depth understanding of the mechan-
ics involved. Various transformation matrices were created for the purpose of elegantly convert-
ing between the aforementioned reference frames. Furthermore, kinematic equations responsible
for translating linear and angular velocities to position and attitude over time were developed. Fi-
nally, forces and moments acting on the aircraft were identified, modelled, and described in detail.
Figure 3.10 summarises the aircraft model in block diagram form.

Aerodynamic Model

Gravitational Model

Thrust Model

Forces

Moments

FA

MA

FG

MG

FT

MT

States

Control Surface Inputs
δE, δF, Tc
δA, δR, δS

Force and Moment Model 6DoF Motion Model

Figure 3.10: Aircraft model block diagram

The six degrees of freedom (6DoF) equations of motion developed in this chapter are respons-
ible for modelling the dynamics of any rigid body given the forces and moments that act on it.
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These equations are driven by the combined force and moment models shown on the left-hand
side of Figure 3.10. Aircraft states are then fed back to the force and moment block, which in
turn determines the future of the states as the system propagates forward in time. The thrust
command and control surface inputs are fed into the thrust and aerodynamic force and moment
models to manipulate the system as desired. Now that the core fundamentals of a non-linear air-
craft model have been established, the next chapter will focus on the development of a linearised
aircraft model.
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CHAPTER 4

Development of a Linear Aircraft Model

In this chapter, the dynamic model discussed in Chapter 3 is linearised about a steady, level
flight trim condition in order to develop a linear aircraft model for analysis and control system
design purposes. Trim condition variables are first defined and then calculated using the Newton-
Raphson method for non-linear simultaneous equations. The non-linear aircraft dynamic equa-
tions are then linearised about the trim condition using small disturbance theory, the details of
which are discussed in Section 4.2. A linear aircraft model is required so that well-developed,
linear systems analysis techniques can be used to gain insight into the aircraft’s natural modes of
motion, which will assist in the design of an effective flight control system.

4.1 Defining and Calculating Trim State Variables

A full-sized manned aircraft is said to be in a trimmed state when it continues to fly at a chosen
flight condition after the controls have been released. It can thus be said that all the forces and
moments acting on the aircraft are in a state of equilibrium. Intuitively, this force balance can be
approximated as the requirement for lift to equal weight and for thrust to equal drag. The aircraft
dynamics could theoretically be linearised about any equilibrium trajectory; however, the most
common and useful of these is straight and level flight [34]. The following should hold true for a
straight and level flight condition:

∑ Fi = FA
i + FG

i + FT
i = 0 where i = x, y, z (4.1)

∑ Mi = MA
i + MG

i + MT
i = 0 where i = x, y, z (4.2)

Substituting the individual force and moment equations of Sections 3.4.2 through 3.4.4 into Equa-
tions (4.1) and (4.2) yields six non-linear dynamic equations. Solving this set of equations will
allow for the calculation of the trim state variables represented in the following vector array form:

RT =
[
αT βT ΦT δET

δFT
δAT

δRT
TT

]
(4.3)
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where subscript T denotes trim. Substituting these variables back into the force and moment
equations of (3.69) and (3.70) should then satisfy the equilibrium requirement,

∑ FB = ∑ MB = 0 (4.4)

It is clear from Equations (4.1) and (4.2) that there are six equations to be solved, and from Equa-
tion (4.3) that there are eight unknowns. One of the unknowns can be eliminated by trimming
the aircraft for a specific flap configuration by setting the value of δFT

to the desired trim value.
A second unknown can be eliminated by trimming the aircraft for a specific flight configuration;
trim for zero bank angle by setting ΦT = 0 or trim for zero sideslip angle by setting βT = 0. It
makes little difference which trim configuration the designer chooses, since both ΦT and βT will
equal zero for a symmetric aircraft. The problem now reduces to solving six non-linear equations
to obtain the six unknowns contained in the trim state vector of Equation (4.3). Consider the Taylor
series expansion of the function f (x) about a point x = x0,

f (x) = f (x0) + f ′(x0)(x− x0) +
f ′′(x0)

2!
(x− x0)

2 + ... +
f n(x0)

n!
(x− x0)

n (4.5)

A first approximation to the root of the equation,

f (x) = 0 (4.6)

is obtained by only using the first two terms of the expansion,

f (x) = 0 ≈ f (x0) + f ′(x0)(x1 − x0) (4.7)

Rewriting so that,

x1 = x0 −
f (x0)

f ′(x0)
(4.8)

The Newton-Raphson method obtains improved values of the approximate root through recurrent
application of Equation (4.8) [35]. Generalising this iterative procedure yields,

xi+1 = xi −
f (xi)

f ′(xi)
(4.9)

where i represents the iteration number. It is important to note that the convergence condition,

| f (xi+1)| < ε (4.10)

should be satisfied on each iteration of Equation (4.9). The Newton-Raphson method is able to
hone in on the roots of the non-linear equations with exceptional efficiency, and allows for the
calculation of the trim state variables contained in vector RT of Equation (4.3).

4.2 Small Disturbance Theory

With the trim condition defined and the trim state vector obtainable through use of the Newton-
Raphson method, the process of linearising the aircraft dynamics can begin. A linear aircraft
model is required so that linear systems analysis and control design techniques can be used to
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gain insight into the aircraft’s flying characteristics. This will supplement the design of an effective
control system, capable of landing a fixed-wing aircraft accurately under adverse weather condi-
tions. The dynamic aircraft equations will be linearised about a straight and level flight condition
using the concept of small disturbance theory. Small disturbance theory is centred around the
assumption that aircraft motion consists of small deviations from a reference condition of steady
flight. The success of this method can be attributed to [21]:

1. its ability to encapsulate the major aerodynamic effects which are nearly linear functions of
the disturbances

2. the fact that disturbances of considerable violence can occur with relatively small values of
linear and angular velocities

The following assumptions are made during the linearisation of the equations of motion [3]:

1. Products of small perturbations are insignificantly small and can be ignored

2. The sine of a small angle is merely the angle itself (in radians)

3. The cosine of a small angle is unity

4.3 Linearising the Equations of Motion

To this end, Equations (3.29) through (3.31) and (3.46) through (3.48) are rewritten so that the state
derivatives (U̇, V̇, Ẇ, Ṗ, Q̇, Ṙ) are the subject of the formula. The roll and pitch angle dynamics of
Equation (3.67) are included into the state vector so that,

ẋ = f (x, u) (4.11)

where,

x =
[
U V W P Q R Φ Θ

]
(4.12)

u =
[
δE δF δA δR T

]
(4.13)

and f is the vector function representing the respective dynamic equations. The dynamic states Ψ,
N, E, and D are omitted from the state vector, since they do not form part of the fundamental air-
craft dynamics. They are simply kinematic results of the primary aircraft dynamics [34]. Rewriting
each state and control as the sum of a trim value and a perturbation about trim yields,

x = xT + ∆x (4.14)

u = uT + ∆u (4.15)

where,

∆x =
[
u v w p q r φ θ

]
(4.16)

∆u =
[
δe δ f δa δr ∆T

]
(4.17)
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Taking the Taylor series expansion of Equation (4.11) about the trim condition yields,

ẋ + ∆ẋ = f (xT + ∆x, uT + ∆u) (4.18)

= f (xT, uT) +
∂ f
∂x

∣∣∣∣
T

∆x +
∂ f
∂u

∣∣∣∣
T

∆u + HOT

The higher-order terms (HOT) can be ignored under the assumption that the deviations from trim
are relatively small. The dynamics can thus be approximated by the linearised sensitivities about
trim,

∆ẋ ≈ ∂ f
∂x

∣∣∣∣
T

∆x +
∂ f
∂u

∣∣∣∣
T

∆u (4.19)

where it has been noted that at the trim condition,

ẋ = f (xT, uT) (4.20)

= 0

The linearisation problem is now reduced to determining the partial derivatives that form the state
and control matrices of the coupled system. Grouping the longitudinal and lateral dynamics of
Equations (4.16) and (4.17) yields,

∆x =
[
u w q θ v p r φ

]
(4.21)

∆u =
[
δe δ f ∆T δa δr

]
(4.22)

Now evaluating Equation (4.19) and expanding yields,

u̇

ẇ

q̇

θ̇

v̇

ṗ

ṙ

φ̇



=



∂U̇
∂U

∂U̇
∂W

∂U̇
∂Q

∂U̇
∂Θ

∂U̇
∂V

∂U̇
∂P

∂U̇
∂R

∂U̇
∂Φ

∂Ẇ
∂U

∂Ẇ
∂W

∂Ẇ
∂Q

∂Ẇ
∂Θ

∂Ẇ
∂V

∂Ẇ
∂P

∂Ẇ
∂R

∂Ẇ
∂Φ

∂Q̇
∂U

∂Q̇
∂W

∂Q̇
∂Q

∂Q̇
∂Θ

∂Q̇
∂V

∂Q̇
∂P

∂Q̇
∂R

∂Q̇
∂Φ

∂Θ̇
∂U

∂Θ̇
∂W

∂Θ̇
∂Q

∂Θ̇
∂Θ

∂Θ̇
∂V

∂Θ̇
∂P

∂Θ̇
∂R

∂Θ̇
∂Φ

∂V̇
∂U

∂V̇
∂W

∂V̇
∂Q

∂V̇
∂Θ

∂V̇
∂V

∂V̇
∂P

∂V̇
∂R

∂V̇
∂Φ

∂Ṗ
∂U

∂Ṗ
∂W

∂Ṗ
∂Q

∂Ṗ
∂Θ

∂Ṗ
∂V

∂Ṗ
∂P

∂Ṗ
∂R

∂Ṗ
∂Φ

∂Ṙ
∂U

∂Ṙ
∂W

∂Ṙ
∂Q

∂Ṙ
∂Θ

∂Ṙ
∂V

∂Ṙ
∂P

∂Ṙ
∂R

∂Ṙ
∂Φ

∂Φ̇
∂U

∂Φ̇
∂W

∂Φ̇
∂Q

∂Φ̇
∂Θ

∂Φ̇
∂V

∂Φ̇
∂P

∂Φ̇
∂R

∂Φ̇
∂Φ





u

w

q

θ

v

p

r

φ



+



∂U̇
∂δE

∂U̇
∂δF

∂U̇
∂T

∂U̇
∂δA

∂U̇
∂δR

∂Ẇ
∂δE

∂Ẇ
∂δF

∂Ẇ
∂T

∂Ẇ
∂δA

∂Ẇ
∂δR

∂Q̇
∂δE

∂Q̇
∂δF

∂Q̇
∂T

∂Q̇
∂δA

∂Q̇
∂δR

∂Θ̇
∂δE

∂Θ̇
∂δF

∂Θ̇
∂T

∂Θ̇
∂δA

∂Θ̇
∂δR

∂V̇
∂δE

∂V̇
∂δF

∂V̇
∂T

∂V̇
∂δA

∂V̇
∂δR

∂Ṗ
∂δE

∂Ṗ
∂δF

∂Ṗ
∂T

∂Ṗ
∂δA

∂Ṗ
∂δR

∂Ṙ
∂δE

∂Ṙ
∂δF

∂Ṙ
∂T

∂Ṙ
∂δA

∂Ṙ
∂δR

∂Φ̇
∂δE

∂Φ̇
∂δF

∂Φ̇
∂T

∂Φ̇
∂δA

∂Φ̇
∂δR





δe

δ f

∆T

δa

δr


(4.23)

which represents the full 8x8 coupled system, including lateral and longitudinal cross-coupling
terms. It is more common, however, to work with velocity magnitude, angle of attack, and sideslip
angle perturbations (v̄, α, β) in the state vector instead of axial, normal, and lateral velocity perturb-
ations (u, v, w) as are currently used. Considering Equations (3.17) through (3.19), the following
approximations can be made for a straight and level flight condition, assuming that the angle of
attack and sideslip angles are small:

U = V̄T cos α cos β ≈ V̄T (4.24)

V = V̄T sin β ≈ V̄T β (4.25)

W = V̄T sin α cos β ≈ V̄Tα (4.26)
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where V̄T represents the velocity magnitude at the trim condition. For the case of a symmetric air-
craft, longitudinal and lateral dynamics are often decoupled to simplify the linear aircraft model.
The coupled system in Equation (4.23) can be represented as follows:∆ẋlong

∆ẋlat

 =

AT11
AT12

AT21
AT22

∆xlong
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+

BT11
BT12
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∆ulong

∆ulat

 (4.27)

where T12 and T21 represent the longitudinal and lateral cross-coupling terms. Since the aircraft
is symmetrical about the XZ-plane, AT21

and BT21
in the above dynamics will be exactly zero [34].

Furthermore, it is required by the linearisation assumption that the deviations from trim be small;
then, to a good approximation, AT12

and BT12
also fall away. With this in mind, and considering

the approximations given by Equations (4.24) through (4.26), the system can then be decoupled,
with the longitudinal dynamics given as,

˙̄v
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∂Ẇ
∂W

1
V̄T

∂Ẇ
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∂Ẇ
∂δE

1
V̄T

∂Ẇ
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and the lateral dynamics given as,
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ṗ

ṙ
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Evaluating the system of partial differential equations, with respect to the force and moment
models of Section 3.4, is a lengthy process that is prone to mistakes when evaluated by hand. For
the sake of simplicity, accuracy, and speed, MATLAB’s Symbolic Toolbox was used to solve the
system of partial differentials. For the sake of completeness, the MATLAB script was designed to
solve the full 8x8 system, and as expected, the cross-coupling terms in the solution were negligibly
small for the symmetric aircraft approximations. The outcome of the linearisation was verified
through work done by Etkin and Reid [21], which gives an approximated, decoupled linear model
for symmetric aircraft. This linear model was extended to include the flaps control surface, as
shown in Appendix B, so that the MATLAB linearisation script could be validated, as shown in
Sections 4.5.1 and 4.5.2.

4.4 Overview of the Practical Test Vehicle

Up until this point, the axis system definitions, the development of the equations of motion, as
well as the derivation of force and moment equations have not been specific to one particular
airframe. The focus now shifts towards the analysis of an airframe specific to this project - the
Phoenix 0.60 size trainer aircraft shown in Figure 4.1a. This particular aircraft was purpose-built
from scratch, which allowed for the optimisation of sensor placement and freedom of customisa-
tion. Table C.1 in Appendix C gives an indication of the hardware on board this aircraft. Trainer
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aircraft have the advantage of being more statically stable than aerobatic aircraft due to the di-
hedral configuration of the top wing design. They are also quite robustly built and are able to
accommodate a considerable payload of sensors and avionics.

(a) Test Vehicle - ESL Vulture (b) 3D rendered model

Figure 4.1: ESL Vulture test vehicle - realistic and 3D rendered view

4.5 Analysis of the Aircraft Model

This section focuses on the investigation of the mathematical model pertaining to the aforemen-
tioned airframe. The aerodynamic, gravitational as well as the thrust forces and moments are
characteristic of a particular airframe, since they are determined by physical and measurable fa-
cets of the aircraft. A detailed discussion of how the parameters were obtained is provided in
Appendix B. To this end, it is now possible to analyse a linearised model of this specific airframe
so that an in-depth understanding of the flying characteristics can be used in the design of an
effective Flight Control System (FCS). The following procedure was adhered to in the process of
obtaining a linear aircraft model:

1. Obtain the aircraft-specific parameters

2. Determine the trim conditions

3. Calculate the trim state variables using the Newton-Raphson method

4. Linearise the dynamic equations about the trim state using small disturbance theory

The trim airspeed was chosen intuitively by investigating an upper and lower bound based on
certain criteria. The lower bound was determined as the recommended landing airspeed given by
most aircraft flight manuals and was calculated to be 1.3×(Stall Speed). An aircraft will stall when
the critical angle of attack is surpassed, at which point flow separation starts to occur and the lift
due to angle of attack decreases. The stall point is largely dependent on the airfoil section of the
main lifting surface, its aspect ratio, its planform as well as several other factors which contribute
to the non-linear effects of flow separation. Figure 4.2 shows the relationship between total lift
and angle of attack for the Clark-Y airfoil specific to the test vehicle used in this project.
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Figure 4.2: Clark-Y airfoil lift curve used to determine stall characteristics

Work done by Cavcar [36] reveals that stall speed is dependent on the following parameters:
air density (ρ), wing area (S), coefficient of lift at the critical angle of attack (CLmax

), aircraft mass
(m), and gravitational acceleration (g). Stall speed can be calculated using the following relation-
ship:

Vstall =

√
2mg

ρSCLmax

(4.30)

Evaluating Equation (4.30) with CLmax
= 1.25 from Figure 4.2 yields,

Vstall = 10.8 m/s (4.31)

and therefore,

Vland = 1.3(Vstall) (4.32)

= 14 m/s

The upper bound was determined to be the maximum attainable airspeed for straight and level
flight, measured as Vmax = 25 m/s following a series of practical flight tests under safety pilot con-
trol. With the upper and lower bounds defined, it was decided to trim the aircraft at a conservative
airspeed of,

V̄T = 18 m/s (4.33)

Now that the trim airspeed has been defined, it is possible to obtain the trim state variables of
Equation (4.3) using the Newton-Raphson method. Table B.4 in Appendix B provides the val-
ues of the trim state variables for this particular aircraft when trimming for zero sideslip at an
airspeed of 18 m/s and with ρ = 1.225 kg/m3. To this end, a linear model for the longitudinal
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and lateral aircraft dynamics can be obtained by evaluating Equations (4.28) and (4.29) (with a
MATLAB script) using the trim state variables and other aircraft-specific parameters described in
Appendix B. The result of the MATLAB linearisation script was validated via the linear aircraft
model developed by Etkin and Reid [21].

4.5.1 Longitudinal Dynamics

Evaluating Equation (4.28) yields the following longitudinal aircraft model:
˙̄v

α̇

q̇

θ̇

 =
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−0.0551 9.1299 −1.0133 −9.7948
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
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
−0.0657 −0.1468 0.1575
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0 0 0




δe

δ f

∆T

 (4.34)

which agrees well with Equation (B.20) in Appendix B. Figure 4.3 shows the open-loop pole loca-
tions of the linearised longitudinal aircraft model. The figure illustrates that there are two complex
pole pairs that govern the longitudinal modes of motion. The high-frequency complex pole pair
is known as the short period mode whilst the lower-frequency pair is known as the phugoid mode.
These two modes of motion are analysed in the subsections to follow.
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Figure 4.3: Longitudinal aircraft model pole-zero map
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4.5.1.1 Phugoid Mode

The phugoid mode poles are summarised below.

λ = −0.0327± 0.6494i (4.35)

ζ = 0.05 (4.36)

ωn = 0.65 rad/s (4.37)

These poles form a stable, lightly damped oscillatory mode which manifests as a low-frequency os-
cillation in speed that couples into pitch and altitude. The period of oscillation is nearly independ-
ent of vehicle parameters and has an inverse relationship with airspeed, whilst the damping ratio
of the phugoid mode is proportional to the ratio CD/CL, which is small for efficient airframes [37].
This dynamic mode can be described as an exchange between the kinetic and potential energy
of the aircraft, damped by aerodynamic drag [3]. Consider an aircraft trimmed for straight and
level flight that experiences a sudden velocity perturbation. The increased airspeed results in ad-
ditional lift, which will cause the aircraft to pitch its nose up and start to climb. During the climb,
the aircraft will start to lose kinetic energy in exchange for the increased potential energy, and will
experience a reduction in airspeed. This, in turn, reduces the amount of lift, and the aircraft will
start to pitch nose-down and lose potential energy in exchange for kinetic energy. The cycle will
repeat itself, with the motion typically damped by energy removed through aerodynamic drag.

4.5.1.2 Short Period Mode

The short period mode poles are summarised below.

λ = −6.1521± 8.3046i (4.38)

ζ = 0.6 (4.39)

ωn = 10.3 rad/s (4.40)

These poles form a stable, well-damped, high-frequency oscillatory mode that describes the air-
craft’s tendency to realign itself with the incident airflow when disturbed. The period of oscilla-
tion is largely determined by the aircraft’s pitch stiffness, quantified by the derivative Cmα

. This
derivative is called the static longitudinal stability derivative and is of major importance to air-
craft stability and control. Short period mode damping is determined by pitch and angle of attack
damping, quantified by the derivatives CmQ

and Cmα̇
respectively [37]. This dynamic mode is best

described as a torsional mass-spring-damper system, where the aircraft can be thought of as con-
strained to move only about its YB-axis, as depicted in Figure 4.4. A pitch disturbance from trim
causes the spring to produce a restoring moment, quantified by Cmα

, which gives rise to an oscilla-
tion in pitch. Damping is induced from the pitch rate motion, quantified by CmQ

, which removes
energy from the system, resulting in stable oscillatory behaviour. Spring stiffness arises from the
natural “weathercock” tendency of the tailplane to align itself with the incident flow, whilst the
damping is due to the induced angle of incidence on the tailplane as it oscillates through the on-
coming airflow [27]. The large tailplane of the test vehicle behaves like a sort of viscous paddle
damper, which would explain its favourable natural damping characteristics.
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Figure 4.4: Short period mode spring damper illustration

4.5.2 Lateral Dynamics

Evaluating Equation (4.29) yields,
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ṙ

φ̇

 =


−0.2555 0.0621 −0.9899 0.5442

−21.5627 −8.2361 2.1241 0

10.0452 −0.7823 −0.9740 0
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+
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0 0


δa

δr

 (4.42)

which agrees well with Equation (B.21) in Appendix B. Figure 4.5 shows the open-loop pole loc-
ations of the linearised lateral aircraft model. The figure illustrates that there are two real poles
and one complex pole pair that govern the lateral modes of motion. The set of complex poles is
known as the Dutch roll mode, whilst the low-frequency real pole is known as the spiral mode, and
the high-frequency real pole is commonly referred to as the roll mode. These three modes of motion
are analysed in the subsections to follow.

4.5.2.1 Roll Mode

The roll mode pole is located at

λ = −8.29 (4.43)

which corresponds to a fast, first-order exponential response with a time constant τ = 0.121 s.
This non-oscillatory pole manifests itself as an exponential lag characteristic in rolling motion, and
is usually substantially decoupled from the spiral and Dutch roll modes [27]. With reference to
Figure 4.6, consider an aircraft that is trimmed for straight and level flight, constrained to the single
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Figure 4.5: Lateral aircraft model pole-zero map

degree of freedom motion in roll about the XB-axis. If the aircraft experiences a rolling-moment
disturbance, it will begin to roll with an angular acceleration in accordance with Newton’s second
law of motion. This will result in an increased angle of incidence on the down-going wing, and a
subsequent decrease in angle of incidence on the up-going wing. This differential lift will result
in a restoring rolling moment, as indicated in Figure 4.6, which balances the disturbing moment
until a steady roll rate is established. The damping in roll is quantified by the stability derivative
ClP

, as indicated in the figure.

Restoring rolling moment

Disturbing rolling moment

Roll rate
p

ClP

Figure 4.6: Roll mode illustration
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4.5.2.2 Dutch Roll Mode

The Dutch roll mode poles are summarised below.

λ = −0.595± 3.64i (4.44)

ζ = 0.16 (4.45)

ωn = 3.69 rad/s (4.46)

These poles manifest as a classical damped oscillation in yaw which couples into roll, and to a
lesser extent, into sideslip. The Dutch roll mode is therefore a complex interaction between all
three lateral degrees of freedom of the aircraft’s motion. Fundamentally, the Dutch roll mode
is considered the lateral equivalent of the short period mode, with the vertical stabiliser acting
as a sort of paddle damper that produces an opposing yawing moment. Although these modes
are considered fundamentally equivalent, the Dutch roll mode is typically less damped than the
short period mode, since the vertical stabiliser is usually less aerodynamically efficient than the
horizontal stabiliser.

With reference to Figure 4.7, consider an aircraft trimmed for straight and level flight, re-
strained in yaw and roll by a torsional spring damper system acting about the ZB- and YB-axis.
If the aircraft is disturbed in yaw, the aerodynamic damping effect of the tail fin, quantified by
CnR

, will produce an opposing yawing moment, which results in classical damped oscillatory mo-
tion. As the aircraft yaws, the forward-moving wing will experience more lift than the aft-moving
wing, which results in differential lift. The differential lift then causes a rolling moment, which is
approximately 90◦ out of phase with the yawing oscillation. The oscillations in yaw and roll cause
the wingtips to have an elliptical orbit as the aircraft moves forward through the air. The perturb-
ations in roll are further constrained by their own torsional spring damper system, as depicted in
Figure 4.7.

Cnβ
CnR

Clβ
ClP

ZB-axis

YB-axis

p

β, r

Figure 4.7: Dutch roll mode illustration

The natural “weathercock” tendency of an aircraft to re-align itself with the incident airflow
is commonly referred to as natural directional stability, and is quantified by the Cnβ

derivative.
The aerodynamic stiffness and damping in yaw are largely determined by the aerodynamic prop-
erties of the vertical stabiliser - a large fin is desirable for a well-damped and stable Dutch roll
mode. Unfortunately, this contradicts the requirements for a stable spiral mode, which leads to
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the aerodynamic design compromise of a mildly unstable spiral mode and a poorly damped Dutch
roll mode [27]. It should be noted that an aircraft’s natural directional stability can be improved
through additional aerodynamic design considerations, such as wing dihedral and swept-back
wings [38].

4.5.2.3 Spiral Mode

The spiral mode pole is located at

λ = 0.028 (4.47)

which corresponds to a very slow, unstable real pole. The spiral mode describes the aircraft’s
ability to return to wings-level flight after a disturbance in sideslip, which typically follows a
perturbation in roll. With reference to Figure 4.8, consider an aircraft trimmed for straight and
level flight that experiences a disturbance in sideslip. The sideslip creates an angle of incidence
β, which produces a positive yawing moment, quantified by Cnβ

, which will turn the aircraft
into the direction of the sideslip. The yawing motion produces differential lift, which induces a
positive rolling moment, quantified by ClR

, which further exacerbates the situation, as it causes the
starboard wing to drop even more. This effect is divergent and therefore unstable if the restoring
moment, largely dependent on wing dihedral and quantified by Clβ

, is not sufficient to return
the aircraft to wings-level flight. When the dihedral effect is greater, the spiral mode is stable, and
when the fin effect is greater, the spiral mode is unstable [27]. The following relationship describes
the requirement for a stable spiral mode:

Clβ
CnR

> Cnβ
ClR

(4.48)

ClR

Clβ

CnR

Cnβ

Aircraft trajectory for a
divergent spiral mode

Figure 4.8: Spiral mode illustration

The pole-zero locations pertaining to the aforementioned state-space representation of the air-
craft dynamics provide some insight regarding particular flight characteristics. A general descrip-
tion of the modes of motion for small to medium-sized UAVs by Peddle [1] and Cook [27] valid-
ates the pole locations discussed in the preceding sections. This specific aircraft model is further
validated through work done in [3, 5, 6, 9], in which successful autopilot systems for fixed-wing
unmanned aircraft were developed.
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4.5.3 Effect of AoA and AoSS on Stability

In the preceding section, special mention was made of some important stability derivatives that
characterise natural aircraft stability, and contribute to the various dynamic modes of motion
which govern particular flying qualities. Figures 4.9 and 4.10 show how some of these derivatives
change as a function of Angle of Attack (AoA) α and Angle of Sideslip (AoSS) β. It is important
to note that the derivatives have been scaled according to their corresponding geometric contri-
butions and maximum expected values in order to obtain results that are more easily comparable.
The scaled derivatives are denoted as ĆAB

.

Figure 4.9a shows how some of the steady-state coefficients change as a function of AoA when
β = 0. It is apparent that the longitudinal static stability derivative Ćmα

remains negative through-
out the AoA range, which ensures that the aircraft always experiences a restoring moment for
angle of attack perturbations. This derivative is proportional to the distance between the aerody-
namic centre (neutral point) of the aircraft and its CG. The dihedral effect, quantified by Ćlβ

, is seen
to become more negative over the range of positive α, thereby increasing spiral mode stability in
accordance with Equation (4.48). It does, however, cross the zero line and become a positive value
around α = −3◦, which results in spiral mode instability as the dihedral effect no longer produces
a restoring rolling moment for sideslip perturbations. The directional static derivative, quantified
by Ćnβ

, is seen to become increasingly positive over the range of α, which simultaneously improves
weathercock stability whilst decreasing spiral mode stability in accordance with Equation (4.48).
At high angles of attack, Cnβ

will be affected significantly as the fin becomes submerged in the
wing-body wake [39].
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Ćnβ

(a) Steady-state coefficients

−5 0 5 10
−8

−6

−4

−2

0

2
·10−2

α

M
ag

ni
tu

de
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Figure 4.9: Coefficients for changing AoA scaled according to their individual geometric contribu-
tions and maximum expected values. Shaded area represents typical AoA range for conventional
flight. Note β = 0 in each case.

Figure 4.9b shows how some of the perturbed-state coefficients change as a function of AoA
when β = 0. The pitch-damping derivative, quantified by ĆmQ

, is seen to become slightly less
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negative throughout the range of α. Usually more negative values of CmQ
signify increased damp-

ing; however, the sign is generally negative for both stable and unstable configurations [39]. On
observation of Figure 4.9b, there is a clear reduction in the damping-in-roll derivative, quantified
by ĆlP

, for increased angles of attack, which is consistent with work done by Raol et al. [39]. This
derivative does, however, remain negative throughout the range of α, which means that the air-
craft will still experience a restoring moment for roll rate perturbations, even for negative angles
of attack. The perturbed-state derivative ĆlR

quantifies the rolling moment produced through yaw
rate perturbations and is seen to increase with AoA, resulting in decreased spiral mode stability in
accordance with Equation (4.48). Furthermore, it can be seen that this derivative crosses the zero
line and becomes a negative value for α < −4◦. The damping-in-yaw derivative ĆnR

quantifies
the yawing moment produced by the aircraft due to yaw rate perturbations, and is seen to become
slightly more negative with increasing angles of attack. Larger negative values of CnR

signify in-
creased yaw rate damping and improved spiral mode stability in accordance with Equation (4.48).

Figures 4.10a and 4.10b show how some of the steady-state and perturbed-state coefficients
change as a function of AoSS when α = 3.5◦. It is clear to see that the coefficients remain fairly
constant for varying AoSS and that each remains within their stable region as β → 15◦. It is also
clear that the aforementioned stability analysis resulted in the finding of two potential regions of
concern, where stability coefficients crossed the zero line and changed their sign for certain angles
of attack. Yet these findings should not result in any unexpected behaviour, since the typical
range of AoA for this particular aircraft lies between −1◦ < α < 5◦, depicted as the shaded area
in Figures 4.9a and 4.9b. In conclusion, it can be said that the aforementioned stability derivatives
vary more with increased AoA than with AoSS, although in both cases they remain within their
stable region, and there seem to be no obvious anomalies that may cause unexpected instabilities
for the AoA range specified above.
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Figure 4.10: Coefficients for changing AoSS scaled according to their individual geometric contri-
butions and maximum expected values. Shaded area represents typical AoSS range for conven-
tional flight. Note α = 3.5◦ in each case.
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4.5.4 Effect of Wind on Stability

In the preceding analysis of the longitudinal modes of motion, the atmosphere has been assumed
to be at rest, with a uniform velocity and constant in time. Since this thesis is focused on land-
ing an unmanned aircraft under adverse weather conditions, it is necessary to examine the effects
of non-uniform and unsteady motion of the atmosphere on flight characteristics. Random gusts
and atmospheric turbulence effects are important to consider for structural analysis and passenger
comfort; however, it was found that wind shear was the primary cause of touchdown inaccuracies
and large variations in sink rate during automatic landings [40]. In order to introduce wind into
the model, additions to the non-linear force and moment equations are required. A model would
have to be introduced which describes the aerodynamic forces and moments for a whole range of
speeds and attitudes experienced by an aircraft throughout the transient during take-off and land-
ing. Such an analysis is considered outside of the scope of this thesis. Etkin and Reid [21] discuss a
relevant steady-state condition which can be investigated with the linear model developed in the
preceding sections. Horizontal flight in the boundary layer (wind shear) is one flight condition
that is readily introduced into the linearised dynamics and can be used to analyse the effects on
stability in the aircraft’s longitudinal axis. The vertical extent of the boundary layer is largely de-
termined by the roughness of the underlying terrain, but is usually apparent for hundreds of feet
above the surface [21]. Etkin and Reid [21] provide a graph of the power-law profiles associated
with different terrain roughnesses in the form of a generic exponential function,

W = khn (4.49)

so that the vertical gradient is then given by,

dW
dh

= nkhn−1 (4.50)

where h is height above the ground, k is the appropriate function gain parameter, and n is the
terrain roughness characterisation factor. For example, for a smooth terrain (n = 0.16) and for a
wind of 15 m/s at the reference altitude of 15 m,

15 = k(15)0.16 → k = 9.7256 (4.51)

Now evaluating Equation (4.50) yields,

dW
dh

= 0.16 (4.52)

so that every metre of altitude gained would result in a 0.16 m/s increase in wind speed. The
effect of wind shear will be introduced into the following simplified longitudinal aircraft model,
linearised for small perturbations around a reference state of horizontal flight at speed u0 and
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pitch angle θ0 = 0 [21],

∆X = m(u̇E + gθ) (4.53)

∆Z = m(ẇE − uE
0 q) (4.54)

∆M = Iyyq̇ (4.55)

θ̇ = q (4.56)

żE = −uE
0 θ + wE (4.57)

with,

V E = V + W (4.58)

where ∆X and ∆Z denote force perturbations in the XB- and ZB-axis respectively, ∆M denotes
pitching moment perturbations about the YB-axis, θ̇ denotes pitch rate, and żE represents the air-
craft’s velocity coordinated in the inertial frame. Equation 4.58 describes True Airspeed (TAS) as
a function of the inertially coordinated wind velocity vector (W) and the aircraft’s CG relative to
the air (V ). Wind speed is specified parallel to the XZ-plane and to vary linearly with altitude and
with spatial gradient,

ξ =
dW
dzE

(4.59)

where,

dzE = −dh (4.60)

The wind vector is prescribed in the inertial frame FE(OEXEYEZE) as,

WE =


1

0

0

 (W0 + ξzE) (4.61)

where W0 represents a tailwind at the reference altitude zE. The wind vector coordinated in the
inertial frame is transformed to the body axis frame using the DCM of Equation (3.56) with φ =

ψ = 0. Using small-angle approximations, the wind vector coordinated in the body axis is given
by,

WB =


W0 + ξzE

0

(W0 + ξzE)θ

 ≈


W0 + ξzE

0

W0θ

 (4.62)

where the second-order product zEθ is assumed to be negligibly small and has therefore been
eliminated from the vector. The wind vector, now coordinated in the body axis, is introduced into
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the system of equations using Equation (4.62) together with (4.58) to eliminate uE and wE from
Equations (4.53), (4.54), and (4.57) which yields,

∆X = m(u̇ + ξ żE + gθ) (4.63)

∆Z = m(ẇ + W0θ̇ − uE
0 q) (4.64)

żE = −uE
0 θ + w + W0θ (4.65)

Noting once again that uE
0 = u0 + W0 and eliminating θ̇ and żE by substituting Equations (4.56)

and (4.65) into (4.63) and (4.64) yields,

∆X = m(u̇ + ξ[−u0θ + w] + gθ) (4.66)

∆Z = m(ẇ− u0q) (4.67)

żE = −u0θ + w (4.68)

It is apparent that the only explicit effect of wind on the system of equations is the term containing
ξ in Equation (4.66). Since a uniform wind with spatial gradient ξ = 0 should not influence the
aircraft dynamics, the system should then also be independent of the term W0, which is indeed
the case. Rewriting Equation (4.66) so that u̇ is the subject of the formula,

u̇ =
∆X
m
− ξw− (g + ξu0)θ (4.69)

and noting that ∆X = ∆Xuu + ∆Xww + ∆Xcc yields,

u̇ =
∆Xu

m
u + (

∆Xw
m
− ξ)w− (g + ξu0)θ +

∆Xc
m

c (4.70)

where c is the control input vector. It is apparent that Equation (4.70) is of the same form as the
linearised aircraft model given in (4.23). The terms containing ξ can therefore be introduced into
the longitudinal model as follows:

A =

Xu
m (Xw

m − ξ) 0 (−g + ξu0)

A′

 (4.71)

where A′ is a 3x4 matrix consisting of the last three rows of Equation (4.28). Figure 4.11 shows the
effect of the wind shear gradient on the longitudinal aircraft modes of motion for ξ ranging from
-0.36 (the headwind case) to +0.36 (the tailwind case).

It is apparent that the wind shear gradient has negligible effects on the short period mode,
whilst the frequency and damping ratio of the phugoid motion vary considerably. This finding
corresponds well with work published by NASA’s Langley Research Centre [40], where it was
found that in the situation of an increasing headwind or decreasing tailwind with altitude, the
phugoid mode became unstable for sufficiently large spatial gradients. On observation of Fig-
ure 4.11 it can be seen that for the particular airframe modelled in this thesis, the phugoid mode
moves from a set of complex poles to a set of stable real poles when ξ = 0.24 s−1. One of the real
poles is seen to become unstable at the unlikely value of ξ = 0.3 s−1 at an airspeed of 40 m/s,
indicating diverging, aperiodic motion.
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Figure 4.11: The effect of wind shear on the longitudinal modes of motion with spatial gradient
ranging from -0.36 (the headwind case) to +0.36 (the tailwind case)

The root locus of the phugoid mode poles is best described in terms of the distorting effect
that the wind spatial gradient has on the kinetic and potential energy exchange. For the case of an
increasing headwind with altitude, it is intuitive that an aircraft will climb higher in comparison to
flight in still air at the same airspeed, angle of attack, and throttle setting. This additional climb rate
manifests as an additional amount of potential energy added to the system as the aircraft attains
a higher altitude. The additional energy added to the system ultimately decreases the frequency
of the phugoid motion and reduces the damping ratio considerably. The time required for the
phugoid to damp to half of its original amplitude increases in a climb and decreases in a dive as
expected [40]. It can be seen that this effect is amplified for the case of an increasing headwind,
even to the extent of instability in extreme cases. For the case of a decreasing headwind with
altitude, the phugoid motion is seen to have an increase in frequency and a simultaneous decrease
in damping ratio. An aircraft will experience a higher sink rate in comparison to flight in still
air, which manifests as an additional amount of kinetic energy, thereby increasing the natural
frequency of the oscillatory poles.

In addition to the effects seen in Equation (4.70), there exist some implicit effects of the wind
gradient on the aerodynamic derivatives. It is intuitive that the pressure distribution over the aero-
dynamic surfaces of the aircraft are not the same at each point, and hence the basic aerodynamic
derivatives will be different when the incident flow has a gradient ξ in comparison to flight in
spatially uniform atmospheric conditions. Consider an aircraft flying straight and level in a non-
uniform atmosphere with gradient ξ. If the aircraft experiences a perturbation in angle of attack
(α), the tail moves downward into a region of lower air velocity, which results in a reduction of
pitch stiffness as Cmα

will be smaller than normal - this reduction in restoring moment could lead
to further instabilities. Now consider a similar scenario with an aircraft that experiences a per-
turbation in roll angle (Φ). The down-going wingtip enters a region of low air velocity whilst the
up-going wingtip experiences a region of high air velocity. The differential air velocity across the
span generates derivatives of ClΦ and CnΦ

(where none existed before), resulting in unstable roll
stiffness for upwind flight and further exacerbating the adverse yaw experienced by the aircraft.
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4.6 Summary

In this chapter, the concept of small disturbance theory was used to linearise the dynamic equa-
tions developed in the preceding chapter. This led to the development of a linearised aircraft
model that can be applied to any conventional fixed-wing airframe. The aerodynamic and geo-
metric properties of the airframe specific to this project were then incorporated into the model
so that a detailed analysis could be conducted. The analysis involved a thorough investigation
of the longitudinal and lateral modes of motion, as well as the effects of AoA, AoSS, and wind
on static and dynamic aircraft stability. It is imperative that the autopilot system designed in the
next chapter encapsulate these model uncertainties and ensure that the aircraft remains stable
throughout the entire flight envelope. Now that a linearised aircraft model has been developed
and evaluated, the next chapter will focus on the design and implementation of a synergistic flight
control system.
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CHAPTER 5

Control System Design

Now that a mathematical model of the test vehicle has been derived and its flight characteristics
analysed in detail, it is possible to proceed with a detailed design of the autopilot system. This
chapter presents the design and development of a synergistic controller architecture with strong
disturbance rejection characteristics, capable of landing a fixed-wing UAV accurately under cross-
wind conditions. An overview of the controller architecture is first discussed in Section 5.1, where
details of the controller interactions are provided so as to create an understanding of the flight
control system. Section 5.2 deals with the design of longitudinal flight controllers that are respons-
ible for regulating airspeed and altitude, whilst Section 5.3 deals with the lateral flight controller
design, responsible for waypoint navigation and heading alignment. The runway controllers, re-
sponsible for guiding the aircraft after touchdown, are not the primary focus of this thesis and
thus a detailed design thereof is provided in Appendix D for further perusal.

5.1 Controller Architecture

Figure 5.1 shows a detailed layout of the controller architecture. It is apparent that the structure
features a three-tiered approach that includes a series of inner-loop and outer-loop controllers
driven by navigation algorithms and state machine logic. The inner-loop controllers drive the
aircraft’s control inputs and are primarily responsible for stability augmentation. A successive
loop closure technique or cascade control structure is then employed, with each loop abstracting
further from the inner loop. This type of control strategy tends to work well in practice and
often yields simple, easy-to-tune controllers, with each outer layer inheriting the stability of the
corresponding inner-loop controller [34]. The outer-loop controllers are responsible for regulating
the aircraft’s attitude and position in three-dimensional space.

Due to the inherently high-bandwidth requirements associated with the objectives stated in
this thesis, an Acceleration-Based Controller (ABC) architecture is adopted for the design of the
inner-loop controllers. Acceleration controllers are commonly used in missile applications; how-
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ever, Peddle [1] extended the attitude independence of this type of controller and its application
to aircraft manoeuvre flight control. The following list describes the advantages associated with
ABC that contributed to the decision of using acceleration control in this thesis:

• Attitude-independent

• Can be used throughout the entire 3D flight envelope

• Model uncertainties remain encapsulated behind the typically high-bandwidth acceleration
controllers

• Ability to reject disturbances at the acceleration level before they manifest as deviations in
position, velocity, and attitude

• Practical feasibility and computational efficiency

With reference to Figure 5.1, it is apparent that the longitudinal flight control structure is com-
prised of an airspeed, altitude, climb rate, and Normal Specific Acceleration Direct Lift Controller
(NSADLC). The airspeed controller regulates Indicated Airspeed (IAS) by commanding thrust
generated by an electric motor. The NSADLC controller forms part of the longitudinal inner-loop
controllers and regulates normal specific acceleration by commanding both the elevator and flap
aerodynamic control surfaces. Following a successive loop closure design technique, the climb
rate controller generates a normal specific acceleration command that the inner-loop NSADLC
controller should regulate. Closing the loop once more allowed for the design of an altitude con-
troller which receives reference information from the state machine before generating a climb rate
command that the climb rate controller should regulate via the NSADLC controller. It is import-
ant to note that the normal specific acceleration command is initially parsed through a conversion
block to compensate for the lift deficiency as the aircraft banks to turn. Additional normal specific
acceleration is introduced by transforming Cn to Cw though the measured roll angle Φ, as shown
in Figure 5.1. This conversion essentially aids the altitude controller in maintaining a constant
altitude as the aircraft manoeuvres between various waypoints throughout the mission.

The lateral flight control structure is comprised of a guidance, roll angle, roll rate, heading,
and Lateral Specific Acceleration (LSA) controller. The roll rate controller forms part of the lateral
inner-loop controllers and is designed to regulate roll rate by deflecting the ailerons. Employing
a successive loop closure technique, the roll angle controller is designed to command a roll rate
which the inner-loop roll rate controller should regulate. Closing the loop once more allowed
for the design of a guidance controller which generates a commanded roll angle according to
the measured cross-track error between the current aircraft position and the waypoint track. The
algorithm used to determine the cross-track and in-track distances forms part of the navigator and
is further discussed in Chapter 6.

The LSA controller is responsible for controlling the aircraft’s directional dynamics and works
in tandem with the heading controller when executing either a de-crab or low-wing manoeuvre.
The heading controller generates a lateral specific acceleration command, which the inner-loop
LSA controller should regulate using the rudder. The proposed heading/LSA combination is not
one typically used when controlling aircraft heading; however, the inclusion of the LSA control-
ler proved invaluable as this allowed for a seamless integration of the acceleration-based LSA,
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NSADLC, and roll rate controllers. Furthermore, the inclusion of a controller designed to regu-
late lateral specific acceleration introduced additional functionality by enabling the Flight Control
System (FCS) to conduct coordinated turns.

Due to the natural weathercock tendency of the aircraft to align itself with the incident airflow,
it is necessary to introduce a conversion block that generates an additional bank angle command
relative to the commanded heading angle to aid the guidance controller in maintaining a con-
stant flight path. Consider an aircraft flying straight and level in still air (no wind) between two
corresponding waypoints with its longitudinal axis aligned with the destination waypoint, as in
Figure 5.2a. If a heading command is given that results in a misalignment between the aircraft’s
body axis and its velocity vector, the new alignment of the thrust vector will eventually cause the
aircraft to change its direction of travel and deviate from the original flight path - this is known
as skid-to-turn. In order to maintain a constant flight path during heading perturbations, the FCS
should make use of cross-control between the ailerons and rudder to maintain the sideslip angle
by banking in the opposite direction to the heading perturbation, as seen in Figure 5.2b.

The conversion block is essentially a feed-forward term from the heading controller to the
roll angle controller, which aids the guidance controller in regulating a constant flight path by
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making use of aileron/rudder cross-control. Cross-control of the lateral-directional actuators is
an essential part of any crosswind landing, and it is therefore important to include in FCS design
considerations. Controlling cross-track error with the ailerons and heading with the rudder allows
the FCS to autonomously fly an aircraft in a straight line even if there is a misalignment between
the body axis and the velocity vector. This is typical of a low-wing landing approach and will be
discussed further in Chapter 6.

Destination Waypoint

Rear View

Flight Path, V̄

Heading

(a) Heading aligned with flight path

Destination Waypoint

β

Flight Path, V̄

Heading

Rear View

(b) Heading and flight path not aligned

Figure 5.2: Adding roll compensation to maintain flight path

The design strategy for the FCS is to ensure high-bandwidth inner-loop controllers capable of
rejecting disturbances at the acceleration level. Controllers are therefore designed according to
an optimal balance between disturbance rejection capabilities and robustness to ensure optimal
performance whilst operating under various model uncertainties.

All of the above-mentioned controllers play a crucial role in controlling the aircraft under ad-
verse weather conditions. However, two of these are worth special mention, as they have been
designed specifically to mitigate risks associated with crosswind landings. The NSADLC control-
ler is responsible for the high-bandwidth disturbance rejection characteristics required to track the
glideslope accurately during turbulent and gusty wind conditions. The heading controller is re-
sponsible for aligning the aircraft’s longitudinal axis with the runway during final approach, and
is therefore primarily used when executing a de-crab or low-wing manoeuvre.

The aforementioned controllers are all responsible for controlling the aircraft during conven-
tional flight and will therefore be referred to as the flight controllers. Another set of controllers,
which is responsible for controlling the aircraft after touchdown, will be referred to as runway
controllers. It is apparent from Figure 5.1 that the runway controller structure is comprised of a
guidance, heading, and yaw rate controller. The yaw rate controller directly commands both the
rudder and nose wheel in a 2:1 ratio, as recommended by Roos [4]. Cascading the controllers once
again allows for the design of both the heading and guidance controllers responsible for guiding
the aircraft down the runway centreline after touchdown. A state machine is responsible for ac-
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tivating the switch, seen in Figure 5.1, which alters the source of the rudder command from the
LSA flight controller to the runway yaw rate controller. This transition occurs when an observed
acceleration spike exceeds a predetermined threshold at the point of touchdown.

Once the aircraft has landed, it may be referred to as a ground craft, although it is important
to note that the laws of aerodynamics still apply. For this particular reason, it is necessary to
ensure that the roll angle controller remains active until the aircraft comes to a complete stop on
the runway. Runway controllers are not the primary focus of this thesis and thus a detailed design
thereof is provided in Appendix D for further perusal.

The detailed controller designs that follow are based on the linear, decoupled rigid body rota-
tional dynamics models derived and analysed in the preceding chapter. Pole placement is used in
the design of the inner-loop controllers to ensure stability, performance and an invariant dynamic
response of the closed-loop system, in accordance with work done by Peddle [1]. Guidelines
for pole placement, formulated by Peddle, are investigated and followed closely when selecting
closed-loop pole locations. It is possible to use Time Scale Separation (TSS) in the design of the
outer-loop controllers by approximating inner-loop dynamics as simple first-order time delays.
Albeit simple, this method of successive loop closure fails to encapsulate the full dynamics of the
plant, and usually results in the design of inherently slower controllers, which might not exhibit
adequate disturbance rejection characteristics. It was thus decided that each control law would
be augmented to the full aircraft model in order to improve controller design fidelity and max-
imise disturbance rejection capabilities. Now that an overview of the controller architecture has
been provided, it is possible to continue with a detailed design and verification of the individual
controllers that constitute this synergistic FCS architecture.

5.2 Longitudinal Controllers

The design and verification of the aircraft’s longitudinal controllers are discussed in this section.
Each subsection begins with a discussion of the design approach before the details of the control-
ler are considered and the results verified by linear simulation. The cascaded design approach
starts with the augmentation of an airspeed controller by closing the first control loop around the
decoupled longitudinal aircraft dynamics of Equation (4.28). This is then followed by the design
and verification of an inner-loop NSADLC controller, a middle-loop climb rate controller, and fi-
nally the implementation of an outer-loop altitude controller. It is important to note that active
anti-windup protection was added to all of the integrators.

5.2.1 Airspeed Controller

This section presents the design and verification of an airspeed controller that regulates IAS by
means of the commanded thrust. With reference to Figure 5.1, it is apparent that the airspeed ref-
erence input comes directly from the FCS state machine as the aircraft navigates a particular set
of waypoints. The IAS reading on the practical test vehicle comes from a pitot-static tube moun-
ted on the left wingtip to avoid prop-wash disturbances contaminating the airspeed reading. It
should be noted that the airspeed controller is designed independently of the climb rate dynam-
ics, despite the obvious coupling that exists. These coupling effects are typically addressed by
designing a Multi-Input, Multi-Output (MIMO) controller that regulates airspeed and climb rate
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simultaneously in an optimal way, using a combination of the elevator and thrust command. To
illustrate this optimal control method, consider a negative airspeed step; the thrust command will
decrease and allow drag to slow the aircraft down, whilst the elevator simultaneously generates
a positive climb rate to allow gravitational forces to further reduce airspeed. Albeit optimal, this
type of control strategy could result in oscillatory behaviour when the aircraft transitions from a
straight and level flight trajectory to a glideslope reference during final approach. In light of the
previous argument, if a negative step is commanded to bring the airspeed down from nominal to a
reasonable approach airspeed, an optimal controller would reduce thrust and command a positive
climb rate. This is the exact opposite of what is required when tracking the glideslope. The ini-
tial conflict between climb rate and airspeed could result in longitudinal oscillations, which pilots
often refer to as porpoising on final approach. Furthermore, MIMO controllers are inherently more
complex and therefore more difficult to implement and fine-tune for practical applications. To this
end, it was decided that the airspeed and climb rate controllers would be designed independently
under the assumption that airspeed is sufficiently maintained.

5.2.1.1 Design

Equation (3.101) describes the relationship between commanded and observed thrust as a function
of the engine lag dynamics and is restated below for convenience.

Ṫ =
[
− 1

τe

]
T +

[
− 1

τe

]
Tc (5.1)

Following a simplification by Peddle [1], the wind axis system axial acceleration can be written as
follows:

Aw =
[

1
m

]
T +

[
− qSCD

m

]
(5.2)

Noting that Aw = ˙̄V for flight in a spatially uniform and still atmosphere, a linearised model of
the simplified velocity dynamics can be written as,∆Ṫ

˙̄v

 =

− 1
τe

0
1
m 0

∆T

v̄

+

 1
τe

0

∆Tc (5.3)

where the states are represented as perturbations from trim. The aerodynamic drag term above
is treated as an unmodelled disturbance, and is therefore mitigated by augmenting an integrator
to the system. This integrator is essential for robustness towards uncertain steady-state drag and
thrust actuator offsets [1]. A diagram of the airspeed controller structure is shown in Figure 5.3.
With reference to this figure, a PI control law is defined as,

∆Tc = −Kp ėa − Kiea (5.4)

with,

ėa = v̄− v̄re f (5.5)

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 5. CONTROL SYSTEM DESIGN 61

Σ1
s

Kp

KiΣ
v̄re f v̄ėa ea ∆Tc
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Figure 5.3: Airspeed controller block diagram

where v̄ denotes airspeed and v̄re f denotes the corresponding reference command. Augmenting
the integrator state to the dynamics of Equation (5.3) yields,

∆Ṫ

˙̄v

ėa

 =


− 1

τe
0 0

1
m 0 0

0 1 0




∆T

v̄

ea

+


1
τe

0

0

∆Tc +


0

0

−1

 v̄re f (5.6)

Substituting the control law of Equation (5.4) yields,
∆Ṫ

˙̄v

ėa

 =


− 1

τe
−Kp

τe
−Ki

τe

1
m 0 0

0 1 0




∆T

v̄

ea

+


Kp
τe

0

−1

 v̄re f (5.7)

Calculating the closed-loop characteristic equation gives,

p(s) = s3 +
1
τe

s2 +
Kp

mτe
s +

Ki
mτe

(5.8)

The following characteristic equation is defined to place the desired closed-loop poles:

αc(s) = (s2 + 2ζωns + ω2
n)(s + a) (5.9)

The closed-form solution feedback gains can then be calculated by matching the coefficients of
Equations (5.8) and (5.9) to yield,

Kp = mτe(2ζωna + ω2
n) (5.10)

Ki = mτeω
2
na (5.11)

and the resulting natural frequency,

ωn =

1
τe
− a

2ζ
(5.12)

It was found that the commanded thrust is prone to integral windup especially in the event
of steep climbs and descents. Active integral anti-windup was thus implemented to stop the in-
tegrator from building up whenever the controller commands a thrust that is outside the physical
range of the electric motor. It should also be noted that several assumptions were made regarding
motor thrust on the test vehicle. Firstly, it was assumed that the motor’s thrust is commanded
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directly, when in reality it is voltage from the Electronic Speed Controller (ESC) that commands
motor thrust. The FCS sends a Pulse-Width-Modulated (PWM) signal to the ESC as a function
of the maximum available thrust - this was measured during a static thrust test, where the motor
and prop combination was mounted to a load cell. This means that there will be a discrepancy
between the commanded and true thrust produced by the motor, although the integrator should
be able to compensate for the error. Secondly, it was assumed that the maximum available thrust
remains constant, when in reality it decreases as the Li-Po battery is depleted. Lastly, it was also
assumed that the amount of thrust generated does not vary with airspeed. As airspeed increases,
the angle of attack on a fixed-pitch propeller blade starts to decrease, which limits its efficiency.
Again, the integrator should be able to compensate for any discrepancies.

5.2.1.2 Closed-loop System

The design conducted in the preceding section was based on simplified axial dynamics and there-
fore does not encapsulate the full longitudinal aircraft dynamics. To improve the design fidelity
of the remaining longitudinal controllers, the dynamics of Equation (4.28) are augmented with
the airspeed control law of Equation (5.4). Before augmenting the airspeed controller, it is first
necessary to augment an additional state to the open-loop longitudinal aircraft model of Equa-
tion (4.28) to incorporate engine lag dynamics in the production of axial thrust. The open-loop
model is augmented as follows:

˙̄v

α̇

q̇

θ̇

∆Ṫ
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∂Ẇ
∂Θ

1
V̄T

∂Ẇ
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It is convenient to write Equation (5.13) in a more compact form as,

ẋlong = Alongxlong + Blongulong (5.14)

where Along is the longitudinal system matrix, and Blong is the longitudinal input matrix. Aug-
menting the integrator state of Equation (5.5) yields,ẋlong

ėa

 =

Along 05×1

1 01×5

xlong

ea

+

Blong

01×3

 ulong +

05×1

−1

 v̄re f (5.15)

Writing the augmented A matrix above in a more compact form as Aėa
and substituting the air-

speed control law of Equation (5.4) yields,

ẋlong

ėa

 =

Aėa
+

B∆Tc

0

 [−Kp 01×4 −Ki

]xlong

ea

+

Bδe
Bδ f

KpB∆Tc

0 0 −1




δe

δ f

v̄re f

 (5.16)

where,

Bδe
= Blong

[
1 0 0

]T
; Bδ f

= Blong

[
0 1 0

]T
; B∆Tc

= Blong

[
0 0 1

]T
(5.17)
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The closed-loop model of Equation (5.16) will be augmented further as more control laws are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋas = Aasxas + Basuas (5.18)

with,

v̄ = Casxas (5.19)

so that the closed-loop transfer function from airspeed reference to true airspeed is given by,

Gv̄cl
(s) =

v̄(s)
v̄re f (s)

(5.20)

= Cas(sI − Aas)
−1Bv̄re f

where,

Cas =
[
1 0 0 0 0 0

]
; Bv̄re f

= Bas

[
0 0 1

]T
(5.21)

5.2.1.3 Placing the Closed-loop Poles

Placement of the closed-loop poles involves selecting the damping ratio (ζ) and the location of
the closed-loop integrator pole (a). The proportional and integral feedback gains (Kp and Ki) can
then be calculated from Equations (5.10) and (5.11) respectively. The specific pole locations shown
below are for the aircraft parameters and standard flight conditions outlined in Appendix B. It is
apparent from Figure 5.4a that the PI control law introduces a zero near the dominant closed-loop
pole. This results in unexpected overshoot from a design perspective, and it was thus necessary
to vary the damping ratio and closed-loop integrator pole location until an adequate response
was observed. Figures 5.4a and 5.4b depict the pole-zero map and step response of the airspeed
controller when,

ζcl = 0.9 (5.22)

a = 0.5 rad/s (5.23)

which yields the following closed-form solution feedback gains:

Kp = 8.7803 (5.24)

Ki = 3.0011 (5.25)

It is apparent that the closed-loop pole locations agree with the design specifications and that
the airspeed step exhibits more overshoot than expected. The step response is seen to have ap-
proximately 20% overshoot and a 2% settling time of 7 s, which is considered acceptable for this
application.
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Figure 5.4: Pole-zero map and step response of the airspeed controller on simplified velocity dy-
namics

5.2.2 Normal Specific Acceleration Direct Lift Controller

This section presents the design and verification of an augmented normal specific acceleration con-
troller that exploits the high-bandwidth characteristics of Direct Lift Control (DLC). A three-axis
accelerometer included in the avionics stack on board the practical test vehicle provided accel-
eration measurements for the purpose of feedback control. Conventional aircraft control systems
that use the elevator to generate a pitching moment, the ailerons to generate a rolling moment, and
the rudder to generate a yawing moment, are considered Moment Control Techniques (MCT) [10].
These techniques indirectly produce forces for controlling the motion of the aircraft via a change
in the moment equilibrium. The pitching moment produced by an elevator deflection changes
the angle of attack on the main lifting surface, and consequently results in a variation of the lift
force experienced by the aircraft. It can therefore be said that conventional elevator-based lon-
gitudinal control is accomplished by α-generated lift produced by the wing of the aircraft. This
type of lift generation will be referred to as pitch-moment-based longitudinal control throughout the
remainder of this thesis. The DLC technique provides a direct means of producing forces with
little influence on the moment equilibrium. According to Gerrits [10], such a capability removes
the limitations caused by the coupling of attitude and flight path control, and offers novel and
unique modes of aircraft motion. Conventional flight path control with the elevator results in two
potentially adverse effects. Firstly, an elevator deflection produces some change in lift from the
tailplane, quantified by CLδE

. While this lift force is relatively small, it is in the opposite direction
to what is ultimately intended. Consequently, the aircraft initially moves in the wrong direction.
Secondly, there is a delay between the initiation of the control action and the flight path response.
As mentioned above, this is because a change in moment equilibrium is necessary for producing
a force when using MCT to control aircraft motion. Furthermore, rotational pitch dynamics cause
a delay in the change of lift, which in turn results in a delay in altitude change [10].

DLC provides the capability of producing lift instantaneously for vertical flight path control.
This cannot be achieved by conventional elevator control, due to the NMP nature of the associ-
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ated dynamics and the inherent delay between control action and flight path response. A previous
investigation by Gerrits [10] concluded that the NMP response of the elevator is less appropriate
for gust alleviation, and that a solution would be to use the principles of DLC to directly control
normal acceleration. Gerrits showed that using DLC surfaces on a Cessna Citation (II) aircraft sep-
arated pitch/altitude control, which led to further improvements in gust alleviation characteristics
in the aircraft’s longitudinal axis.

Atmospheric gusts are inherently unpredictable and can therefore only be rejected by the FCS
after their effects have been sensed. It is therefore imperative that the controllers be able to reject
disturbances fast enough to ensure that the landing accuracy requirements stated in Section 1.4
are met. Pinsker [41] describes a tailgust as the most damaging gust disturbance for an aircraft in
final flare before touchdown. Consider an aircraft trimmed for straight and level flight at an air-
speed V̄T. A tailgust with velocity ugust results in a simultaneous reduction in lift or an equivalent
reduction in normal acceleration ∆n according to [41],

∆n = 2
(ugust

V̄T

)
(5.26)

A vertical wind gust will change the direction of incident flow, and its effects are soon removed
by the aircraft weathercocking into the new flow direction in accordance with the short period
mode of motion. A tailgust, however, does not change the incidence angle and its effect can only
be equalised after it has increased airspeed to compensate for the deficiency. This process is gov-
erned by the phugoid mode and is often too slow to restore the deficiency and minimise the res-
ulting altitude deviations before touchdown. Pinsker [41] describes the possibility of obtaining an
adequate representation of the initial response to a fore and aft gust by integrating Equation (5.26),

∆Ḣ =
∫

ng dt (5.27)

= 2gt
(ugust

V̄T

)
and integrating Equation (5.27) to yield,

∆H =
∫

Ḣ dt (5.28)

= gt2
(ugust

V̄T

)
where these increments represent deviations from the glideslope trajectory the aircraft would have
followed in the absence of a gust disturbance. A tailgust equivalent of 5% of the aircraft’s ap-
proach speed generates 0.1 g downwards acceleration and will therefore increase vertical velocity
by 0.981 m every second. With reference to Equation (5.28), it is apparent that a delay of just 2 s
would result in an altitude deviation of almost 2 m, which could be catastrophic if the incident
occurred in the final flare phase. In light of this, it can be concluded that an FCS equipped with
high-bandwidth DLC would be able to instantaneously compensate for the sudden lift deficiency
and regulate altitude more precisely during final approach. The following properties are recom-
mended by Gerrits [10] for DLC control surfaces:

1. Changes in lift (and drag) in positive and negative direction

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 5. CONTROL SYSTEM DESIGN 66

2. Quick operation for high-frequency control

3. Only small adverse pitching moments

The flaps are an example of an actuator with inherent direct-lift generation properties. Deploying
the flaps causes an increase in wing camber, which increases the maximum lift coefficient and
results in an instantaneous change in lift produced by the wing. Since the flaps are located on
the trailing edge of the main wing, the moment arm to the CG location is relatively short and
results in small pitching moments due to flap perturbations, quantified by CmδF

. Although small,
these adverse pitching moments can be mitigated through effective elevator mixing for an optimal
response. The prospect of controlling the aircraft’s altitude independent of its pitch attitude holds
great promise for improvements in landing accuracy under adverse weather conditions. It should
be noted that the DLC technique is not specific to the use of flaps as the direct-lift actuator. In
general, any actuator or combination of actuators that satisfies the aforementioned requirements
can be used. Flaperons are a type of hybrid actuator that combines aspects of both flaps and
ailerons. In addition to generating a rolling moment when deployed differentially, flaperons can
be deployed in tandem to function as a dedicated set of flaps.

In light of the preceding discussion, the focus now shifts towards implementing the proposed
hybrid NSADLC controller. Several approaches to direct lift control implementation are discussed
by Pinsker [41], the most promising of which involves a DLC system with relatively restricted au-
thority. This method involves combining the pitch-moment-based control method with the direct-
lift-based method to form a hybrid system that makes use of both the elevator and flaps for longit-
udinal aircraft control. In this hybrid configuration, the direct-lift portion is limited in controller
authority whilst the pitch-moment portion can respond to commands beyond the point where the
direct lift control authority is exhausted [5]. Pinsker suggests that the most efficient use of the
limited direct-lift authority would be to superimpose it in transientised form upon conventional
pitch-moment-based control. This essentially involves filtering the normal specific acceleration er-
ror signal so that the direct-lift portion only responds to higher-frequency disturbances, whilst the
pitch-moment-based portion responds to lower-frequency signals simultaneously. This approach
ensures that the long-term response characteristics of the aircraft remain entirely conventional,
and the addition of DLC does not materially interfere with the usable CL regime [41]. The DLC
component should only affect the initial transient response, which allows it to be optimised solely
for bandwidth improvement. A diagram of the filter structure implemented in the NSADLC con-
troller architecture is illustrated in Figure 5.5.

An additional strategy proposed by Pinsker [41] for a DLC system with relatively restricted
authority is to make use of the pitch-moment-based control actuator (elevator) to mitigate any
adverse pitching moments produced by the DLC actuator (flaps) - this allows the flaps to be
approximated as a pure direct-lift actuator [5]. The gain Km in Figure 5.5 represents the mixing
required for the elevator to cancel adverse pitching moments produced by flap perturbations. It
should be noted that making use of two different control actuators to regulate the same state vari-
able often leads to issues regarding proper control allocation. This is overcome through successful
frequency separation of the two control strategies by means of the complementary filter depicted
in Figure 5.5. The filter centre frequency ωc can be thought of as being constrained to an upper
and lower bound. The lower bound is the point at which the DLC controller starts to saturate
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Figure 5.5: Hybrid NSADLC architecture

prematurely (due to its relatively restricted authority), whilst the upper bound is governed by the
closed-loop bandwidth of the NSA controller. Since the primary objective of the DLC augmenta-
tion is to improve controller bandwidth, choosing ωc at the upper bound yields the following:

1. maximum bandwidth improvement

2. invalidates the LPF portion of the complementary filter, which dramatically simplifies con-
troller design

3. effectively separates the controllers in frequency, which allows for independent design and
better control allocation

The focus now shifts towards the independent design of a direct lift controller, followed by the
design of a pitch-moment-based NSA controller, and concluding with the augmentation of a high-
performance hybrid controller.

5.2.2.1 Designing the direct-lift portion

This section presents the design of a direct-lift-based controller which makes use of the flaps as a
DLC surface. Based on the work of Peddle [1], Alberts [5] describes the following unsimplified
normal dynamics for a flaps input:α̇

q̇

 =

− Lα

mV̄T
1− LQ

mV̄T
Mα
Iyy

MQ
Iyy

α

q

+

− LδF
mV̄T

MδF
Iyy

 δ f (5.29)

Cd f
w =

[
− Lα

m − LQ
m

] α

q

+
[
−

LδF
m

]
δ f (5.30)

where Cd f
w represents the resultant normal specific acceleration generated by the direct-lift por-

tion coordinated in the wind axis. Assuming that the moment produced by a flap deflection is
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cancelled out perfectly by the elevator, the design of a practically feasible direct lift controller can
proceed based on the following reduced normal dynamics:α̇

q̇

 =

− Lα

mV̄T
1

Mα
Iyy

MQ
Iyy

α

q
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− LδF
mV̄T

0

 δ f (5.31)

Cd f
w =

[
− Lα

m 0
] α

q

+
[
−

LδF
m

]
δ f (5.32)

where it has also been assumed that,

LQ

mV̄T
� 1 (5.33)

which is valid for almost all aircraft and is an assumption that is commonly made in analysing
aircraft dynamics [21]. The dimensional stability and control derivative notion is standard, as
defined below,

AB = q̄Sl
(

∂CA

∂B′

)
n (5.34)

where the length term l is unity for the force derivatives, ¯̄c for the pitch moment derivatives and
b for the roll and yaw derivatives. The non-dimensionalising coefficient n is taken from Equa-
tion (3.78). A proportional control law defined by Alberts [5] was found to perform quite poorly
when exposed to high-frequency turbulence and accelerometer noise. The proportional controller
simply passed high-frequency error signals directly to the flaps, which caused them to flutter and
exacerbate the very disturbances the controller was designed to reject. Following an investigation
into the matter, it was observed that an integral control law significantly improved the transient
response characteristics and disturbance rejection capabilities of the hybrid controller without ex-
cessive actuator flutter. A diagram of the DLC controller structure is shown in Figure 5.6. With
reference to this figure, an integral control law is defined as,

δ f = −Ki f
e f (5.35)

with,

ė f =
τcs

τcs + 1
ew (5.36)

and,

ew = Cd f
w − Cd f

wre f
(5.37)

where τc is the complementary filter time constant and Cd f
wre f

is the normal specific acceleration ref-
erence to the direct-lift portion of the hybrid controller. With reference to Figure 5.6, it is apparent
that the high-pass filter and integrator dynamics can be combined as follows:

e f (s)
ew(s)

=
τcs

τcs + 1
× 1

s
(5.38)
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Figure 5.6: Direct lift controller block diagram

Taking the inverse Laplace transform yields the following differential equation that encapsulates
both the filter and integrator dynamics associated with the DLC feedback loop:

ė f = ew −
1
τc

e f (5.39)

Augmenting the NSA dynamics of Equation (5.31) with the control law and e f state allows for
the calculation of the closed-loop feedback gain Ki. Given the desired closed-loop characteristic
equation for the normal dynamics,

αc(s) = (s2 + 2ζωns + ω2
n)(s + a) (5.40)

the closed-form solution feedback gain can be calculated by matching the characteristic equation
coefficients to yield,

Ki f
= − m

LδF

(
2ζωn + a− Lα

V̄Tm
+

MQ

Iyy
− 1

τc

)
(5.41)

As mentioned in the preceding section, the mixing gain Km depicted in Figure 5.5 is introduced
to effectively minimise potentially adverse pitching moments caused by flap perturbations using
the elevator. The ratio between the pitching moment produced by flap perturbations and that
produced by elevator perturbations can be used to determine the mixing gain required for total
pitch moment cancellation as follows:

Km = −
CmδF

CmδE

(5.42)

5.2.2.2 Designing the pitch-moment-based portion

This section presents the design of the pitch-moment-based portion of the hybrid NSADLC con-
troller. This controller makes use of the elevator to generate a normal specific acceleration through
the principles of MCT, as outlined in the opening discussion. The unsimplified normal dynamics
for an elevator input is given by Peddle [1] as,α̇

q̇
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Cde
w =
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m − LQ
m

] α

q

+
[
−

LδE
m

]
δe (5.44)
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Peddle shows that the NMP zero associated with the pitch-moment-based controller places severe
restrictions on the practically attainable upper bandwidth of the closed-loop normal specific accel-
eration dynamics. Following a detailed investigation into the matter, a simple frequency bound is
defined that allows the NMP nature of the system to be ignored and ensures a practically feasible
dynamic inversion of the flight path angle coupling. The upper frequency bound is calculated as,

ωn <
1
3

∣∣∣∣∣
√

Lα

Iyy
(lT − lN)

∣∣∣∣∣ (5.45)

where lT and lN represent the effective lengths from the CG location to the tailplane and neutral
point respectively. These lengths are defined as,

lT ≡ −
MδE

LδE

(5.46)

lN ≡ −
Mα

Lα

(5.47)

The lower-frequency bound is governed by a requirement for the normal dynamics to be time
scale separated from the velocity magnitude and air density dynamics. The former typically has
the higher bandwidth and is thus considered to be the limiting factor. Following a commonly
used design rule for Time Scale Separation (TSS), the normal dynamics should be at least five
times faster than the desired velocity magnitude bandwidth. With the TSS lower bound and the
NMP upper bound as described above, Peddle concludes that the natural frequency of the normal
specific acceleration controller is constrained to lying within a circular band in the s-plane, as
shown in Figure 5.7.

Im(s)

Re(s)

TSS lower boundFeasible pole
placement region

NMP upper bound

Figure 5.7: Feasible pole placement region constrained by NMP upper bound and TSS lower
bound

Assuming that the aforementioned frequency bounds are met and that Equation (5.33) is sat-
isfied, the design of a practically feasible NSA controller can proceed based on the following re-
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duced normal dynamics: α̇

q̇
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Iyy
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Iyy
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MδE
Iyy

 δe (5.48)

Cde
w =

[
− Lα

m 0
] α

q

+
[
0
]

δe (5.49)

where Cde
w represents the resultant normal specific acceleration generated by the pitch-moment-

based portion coordinated in the wind axis. With reference to Figure 5.8, Peddle defines the fol-
lowing PI control law with enough degrees of freedom to place the closed-loop poles arbitrarily:

δe = −Kqq− KcCde
w − Kie

ec + NcCde
wre f

(5.50)

with,

ėc = Cde
w − Cde

wre f
(5.51)

where Cde
wre f

is the normal specific acceleration reference to the pitch-moment-based portion of the
hybrid controller. In order to maintain design independence, the aforementioned flap-to-elevator
mixing is treated as a disturbance to the pitch-moment-based system and therefore does not ap-
pear in the control law of Equation 5.50.

ẋ = Ax + Bu Cde
wCde

wre f 1
s Kie

Nc

Kq

Kc

δeėc ec

q

−−

+
−

−
+

ΣΣ
y = Cx + Du

Figure 5.8: Pitch-moment-based NSA controller block diagram

A feed-forward term Nc has been incorporated into the control law to allow for slower integrator
dynamics by introducing a zero at,

s = −
Kie

Nc
(5.52)

which can be placed near the closed-loop integrator pole to minimise its transient effects. Aug-
menting the NSA dynamics of Equation (5.48) with the control law and integrator state allows
for the calculation of the closed-loop feedback gains. Given the desired closed-loop characteristic
equation for the normal dynamics,

αc(s) = (s2 + 2ζωns + ω2
n)(s + a) (5.53)
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the closed-form solution feedback gains can be calculated by matching the characteristic equation
coefficients to yield,

Kq =
Iyy

MδE

(
2ζωn + a +

MQ

Iyy
− Lα

mV̄T

)
(5.54)

Kc = −
mIyy

Lα MδE

(
2ζωna + ω2

n +
Mα

Iyy
− Lα

mV̄T

(
2ζωn + a− Lα

mV̄T

))
(5.55)

Kie
= −

mIyy

Lα MδE

(
ω2

na
)

(5.56)

where the design freedom is left to selecting the closed-loop integrator pole location (a), as well as
the damping ratio (ζ) and natural frequency (ωn) of the short period mode poles.

5.2.2.3 Closed-loop System

Up until this point, the direct-lift- and pitch-moment-based portions of the hybrid controller have
been designed independently of one another. This assumption is valid, given that the comple-
mentary filter centre frequency is chosen near the upper bound so that the controllers are suffi-
ciently separated in time scale. Following a similar approach to the airspeed controller augment-
ation, the hybrid controller is now augmented to the full longitudinal aircraft model of Equa-
tion (5.18) so as to maintain a high-fidelity model for a successive loop closure approach. The
dynamics of Equation (5.18) are restated below for convenience.

ẋas = Aasxas + Basuas (5.57)

Using the unsimplified output Cd f
w of Equation (5.30) and augmenting the integrator state of Equa-

tion (5.39) yields,ẋas

ė f

 =

Aas 06×1

0 − Lα
m − LQ

m 01×3 − 1
τc

xas

e f

+

 Bas

0 −
LδF
m 0

 uas +

06×1

−1

Cd f
wre f

(5.58)

Writing the augmented A matrix above in a more compact form as Aė f
and substituting the control

law of Equation (5.35) yields,

ẋas

ė f

 =

Aė f
+

 Bδ f

−
LδF
m

 [01×6 −Ki f

]xas

e f

+

Bδe
06×1 Bv̄re f

0 −1 0




δe

Cd f
wre f

v̄re f

 (5.59)

where,

Bδe
= Bas

[
1 0 0

]T
; Bδ f

= Bas

[
0 1 0

]T
; Bv̄re f

= Bas

[
0 0 1

]T
(5.60)

The closed-loop model of Equation (5.59) will be augmented further as additional controllers are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋdlc = Adlcxdlc + Bdlcudlc (5.61)
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with,

Cd f
w = Cdlcxdlc (5.62)

so that the closed-loop transfer function for the direct-lift portion from NSA reference to measured
NSA is given by,

Gd f
Cw
(s) =

Cd f
w (s)

Cd f
wre f

(s)
(5.63)

= Cdlc(sI − Adlc)
−1Bd f

Cwre f

where,

Cdlc =
[
0 − Lα

m − LQ
m 0 0 0

Ki f
LδF

m

]
; Bd f

Cwre f
= Bdlc

[
0 1 0

]T
(5.64)

Now that the direct-lift portion has been augmented to the full longitudinal aircraft dynamics,
it is necessary to augment the pitch-moment-based portion so that their individual contributions
to lift generation can be combined to form the hybrid model. The unsimplified output Cde

w of
Equation (5.44) with the augmented Cdlc matrix, which includes the NSA generated by the direct-
lift portion, is given as,

Cde
w = Cdlcxdlc −

(LδE

m

)
δe (5.65)

With Cde
w as above, augmenting the integrator state of Equation (5.51) to the dynamics of Equa-

tion (5.61) yields, ẋdlc

ėc

 =

Adlc 07×1

0 − Lα
m − LQ

m 01×3
Ki f

LδF
m 0

xdlc

ec

 (5.66)

+

 Bdlc

−
LδE
m 0 0

 udlc +

07×1

−1

Cde
wre f

Writing the augmented A matrix above in a more compact form as Aėc
and substituting the control

law of Equation (5.50) yields,ẋdlc

ėc

 =

Aėc
+

 Bδe

−
LδE
m

 [0 Kc Lα
m−Kc LδE

Kc LQ−mKq
m−Kc LδE

01×3 −
KcKi f

LδF
m−Kc LδE

−
mKie

m−Kc LδE

]xdlc

ec

 (5.67)

+

 mNc
m−Kc LδE

Bδe
Bd f

Cwre f
Bv̄re f

−
(

1 +
Nc LδE

m−Kc LδE

)
0 0




Cde
wre f

Cd f
wre f

v̄re f


where,

Bδe
= Bdlc

[
1 0 0

]T
; Bd f

Cwre f
= Bdlc

[
0 1 0

]T
; Bv̄re f

= Bdlc

[
0 0 1

]T
(5.68)
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It is clear from Figure 5.5 that the NSA references to both the direct-lift portion and the pitch-
moment-based portion of the hybrid controller are identical,

Cwre f
= Cde

wre f
= Cd f

wre f (5.69)

which allows the input vectors of the individual contributions to be combined as follows,ẋdlc

ėc

 =

Aėc
+

 Bδe

−
LδE
m

 [0 Kc Lα
m−Kc LδE

Kc LQ−mKq
m−Kc LδE

01×3 −
KcKi f

LδF
m−Kc LδE

−
mKie

m−Kc LδE

]xdlc

ec

 (5.70)

+


(

mNc
m−Kc LδE

Bδe
+ Bd f

Cwre f

)
Bv̄re f

−
(

1 +
Nc LδE

m−Kc LδE

)
0


Cwre f

v̄re f


The closed-loop model of Equation (5.70) will be augmented further as additional controllers are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋhyb = Ahybxhyb + Bhybuhyb (5.71)

with,

Cw = Chybxhyb + Dhybuhyb (5.72)

so that the closed-loop transfer function for the hybrid controller from NSA reference to measured
NSA is given by,

Gcwcl
(s) =

Cw(s)
Cwre f

(s)
(5.73)

= Chyb(sI − Ahyb)
−1BCwre f

+ Dhyb

where,

Chyb =
[
Cdlc 0

]
−

LδE

m

[
0 Kc Lα

m−Kc LδE

Kc LQ−mKq
m−Kc LδE

01×3 −
KcKi f

LδF
m−Kc LδE

−
mKie

m−Kc LδE

]
(5.74)

BCwre f
= Bhyb

[
1 0

]T
; Dhyb =

[
−

Nc LδE
m−Kc LδE

0
]

(5.75)

5.2.2.4 Placing the Closed-loop Poles

This section will discuss the selection of the closed-loop pole locations for both the direct-lift por-
tion and the pitch-moment-based portion. Thereafter the pole locations and associated step re-
sponse of the combined hybrid controller on the full longitudinal aircraft model will be analysed
and compared with a pure pitch-moment-based NSA controller to verify the expected perform-
ance increase. The practical test vehicle easily satisfies the standard aerodynamic assumption of
Equation (5.33) with, ∣∣∣∣ LQ

mV̄T

∣∣∣∣ = 0.0862� 1 (5.76)
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which means that the simplifications made in the preceding sections are expected to yield good
results. Equation (5.45) is then used to determine the NMP upper frequency bound constrained
to,

ωnmax
< 9.6451 rad/s (5.77)

which will allow the NMP nature of the plant to be ignored and ensure a practically feasible dy-
namic inversion of the flight path angle coupling. In light of this, the closed-loop natural frequency
of the pitch-moment-based controller is chosen as,

ωnpmb
= 9.5 rad/s (5.78)

to obtain maximum performance in terms of bandwidth.

Direct lift controller pole placement: Placement of the closed-loop poles involves selecting the
damping ratio (ζ), the natural frequency (ωn), the complementary filter time constant (τc), and the
location of the closed-loop integrator pole (a) so that the integral feedback gain Ki f

can be calcu-
lated from Equation (5.41). The design approach was to choose a fast integrator pole for maximum
bandwidth improvement, and to leave the short period mode poles near their open-loop locations
to be placed appropriately by the pitch-moment-based controller during the hybrid augmenta-
tion. The complementary filter centre frequency was chosen as the closed-loop bandwidth of the
pitch-moment-based controller (as per the opening discussion) and calculated as,

ωc = ωnpmb
(5.79)

= 9.5 rad/s

so that the filter time constant is given by,

τc =
1

ωc
(5.80)

Figures 5.9a and 5.9b illustrate the pole-zero map and step response of the direct lift controller
when,

ζcl = ζsp (5.81)

= 0.59

ωncl
= ωnsp

(5.82)

= 10.30 rad/s

a = 2ζclωncl
(5.83)

= 12.15 rad/s

which yields the following closed-form solution feedback gain:

Ki f
= −0.1238 (5.84)
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The location of the closed-loop integrator pole was chosen to be double the real component of the
short period mode poles (2σsp) to maximise performance whilst avoiding excessive flap deflec-
tions. It is apparent from Figure 5.9 that the short period mode poles remain near their open-loop
locations and that a fast integrator pole has been placed around 12 rad/s. It is also apparent that
the step response has a large steady-state offset which can be attributed to the fact that there is no
free integrator in the system after being cancelled by the high-pass filter dynamics. Moreover, it
is clear that the transient response of the direct-lift portion is exceptionally fast and settles within
0.5 s without any noticeable overshoot. The considerable steady-state error is not of concern, since
the pitch-moment-based portion will dominate the low-frequency characteristics of the hybrid
controller using the elevator - the direct-lift portion is designed primarily to improve the speed of
the initial transient response.
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Figure 5.9: Pole-zero map and step response of the direct lift controller on reduced normal dy-
namics

Pitch-moment-based controller pole placement: Placement of the closed-loop poles involves se-
lecting the closed-loop integrator pole location (a), and the location of the feed-forward zero (z f )
as well as the damping ratio (ζ) and natural frequency (ωn) of the short period mode poles. Fig-
ures 5.10a and 5.10b illustrate the pole-zero map and step response of the pitch-moment-based
controller when,

ζcl = 0.707 (5.85)

ωncl
= 9.5 rad/s (5.86)

a = ζclωncl
(5.87)

= 6.72 rad/s

z f = a (5.88)

= 6.72 rad/s
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which yields the following closed-form solution feedback gains,

Kq = −0.0872 (5.89)

Kc = 0.0032 (5.90)

Kie
= 0.0726 (5.91)

Nc = 0.0108 (5.92)

The short period mode poles were chosen to be optimally damped and placed with a frequency
near the upper bound for maximum performance. The integrator pole was chosen to coincide with
the real component of the complex pole pair so as not to limit controller bandwidth by placing a
slower integrator pole. The zero was placed on top of the integrator pole to minimise its adverse
transient effects. It is apparent that the response is exceptionally fast and exhibits optimal damping
characteristics as required.
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Figure 5.10: Pole-zero map and step response of the pitch-moment-based controller on reduced
normal dynamics

Analysis of the augmented hybrid controller: Figure 5.11 shows a comparison between the pitch-
moment-based controller and the hybrid NSA controller step response on the reduced normal
dynamics when,

Km = 0.1213 (5.93)

where Km is the mixing gain calculated using Equation (5.42). It can be seen from the step re-
sponse that there is a clear decrease in rise time, settling time, and maximum overshoot when the
direct-lift portion is augmented to form the hybrid controller. The pole plots and step responses
illustrated in the preceding discussions were based on reduced-order longitudinal aircraft dynam-
ics following simplifications made by Peddle [1]. It is important to analyse the effect of the hybrid
augmentation on the unsimplified, non-reduced aircraft dynamics for the sake of a more concrete
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Figure 5.11: Hybrid controller step response on reduced normal dynamics

comparison between the conventional pitch-moment-based controller and the hybrid NSA con-
troller. It should be noted that actuator dynamics were included in subsequent linear simulations
to improve model fidelity. Figure 5.12 depicts a comparative pole-zero map and step response
of the hybrid controller for an increasing integral gain Ki f

that ranges from zero to the designed
value.
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Figure 5.12: Hybrid controller pole-zero map and step response on full longitudinal dynamics

It is apparent that the NMP zero moves further to the right for an increasing gain, resulting in
decreased NMP transient behaviour, as illustrated by the step response on the right-hand side of
the figure. Moving the NMP zero further to the right effectively minimises its transient effects, and
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results in a decreased rise time that contributes to an overall improvement in controller respons-
iveness. It is apparent from the step response that the amount of overshoot is effectively halved
when the hybrid controller gain is increased from zero (no DLC) to the designed value. Further-
more, it is apparent that the short period mode poles hardly vary as a function of the direct-lift
gain, since they are mostly dominated by the pitch-moment-based controller dynamics. To this
end, it can be concluded that the augmentation of the direct-lift portion results in a hybrid NSA
controller with superior transient response characteristics, which should contribute to improved
gust alleviation performance. This will be further investigated in Chapter 7.

5.2.3 Climb Rate Controller

This section presents the design and verification of a high-performance climb rate controller. This
controller regulates climb rate by generating a normal specific acceleration command that the
aforementioned hybrid NSADLC controller will try to maintain using a combination of the flaps
and elevator. It is important to note that climb rate is controlled with respect to the inertial refer-
ence frame, where a positive climb rate is defined as −Ḋ. As mentioned before, the airspeed and
climb rate controllers are designed independently of one another despite the inherent coupling
that exists; the assumption is that airspeed is maintained sufficiently by the airspeed controller.
Climb rate is measured using a differential GPS mounted on board the practical test vehicle, and
propagated through an Extended Kalman Filter (EKF) to mitigate the adverse effects of GPS delay.
It can be seen from Figure 5.1 that the input to the climb rate controller stems from the outer-loop
altitude controller. A conversion block has been added to the output of the climb rate controller to
improve altitude regulation during a turn manoeuvre by commanding additional normal specific
acceleration according to the current bank angle measurement as follows:

Cwre f
=

Cnre f

cos Φ
(5.94)

where Cnre f
denotes the inertially coordinated NSA reference generated by the climb rate control-

ler, and Φ denotes the current bank angle measurement which is subject to the constraint that
|Φ| 6= π/2, at which point there exists a mathematical singularity. Since the climb rate controller
will be designed about the trim equilibrium state with Φ = 0, it is apparent from Equation (5.94)
that,

Cwre f
= Cnre f

(5.95)

where Cwre f
has already been defined in the preceding section.

5.2.3.1 Design

Two approaches for designing outer-loop controllers based on inner-loop dynamics were invest-
igated. The first is by means of time scale separation, which involves treating the inner-loop
dynamics as a simple first-order time delay. Albeit simple to design, this approach often yields
slow outer-loop controllers, as the designer is forced to accept closed-loop specifications that ad-
here to the constraints of time scale separation. Furthermore, this approach completely ignores the
dynamics of the inner-loop controllers and neglects the intricate coupling associated with flight
dynamics. In light of this, it would seem sensible to design the outer-loop controllers based on
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a model that encapsulates the augmented inner-loop controllers and aircraft dynamics. This ap-
proach should yield high-bandwidth, high-fidelity controllers capable of executing accurate cross-
wind landings. With reference to Figure 5.13, a PI control law is defined as,

Cwre f
= −Kp ėr − Kier (5.96)

with,

ėr = ḣ− ḣre f (5.97)

where ḣ and ḣre f denote the climb rate measurement and corresponding reference command re-
spectively. The integrator should compensate for any acceleration measurement biases and con-
sequently improve glideslope tracking accuracy during the final approach.

Σ1
s

Kp

KiΣ
ḣre f ḣėr er Cwre f

+

−
−

− Gḣ(s)

Figure 5.13: Climb rate controller block diagram

Now that the inner-loop controllers (NSADLC and airspeed) have been designed and augmented
to the full longitudinal aircraft model in Equation (5.71), it is possible to design the climb rate
controller using root locus techniques to place the closed-loop poles appropriately. However, it is
first necessary to develop an equation that extracts climb rate from the state vector xhyb so that a
closed-loop transfer function from normal specific acceleration reference to climb rate can be ob-
tained. The inertially coordinated climb rate can be obtained from the body axis velocities through
the inverse DCM shown in Equation (3.56) as follows:

Ḋ = −U sin Θ + V cos Θ sin Φ + W cos Θ cos Φ (5.98)

Using small angle approximations and assuming that the bank angle Φ is zero, climb rate can be
written as,

ḣ = −Ḋ (5.99)

= UΘ−W

Rewriting under the assumption that U ≈ V̄T and W ≈ V̄Tα for straight and level flight yields,

ḣ = V̄Tγ (5.100)

with,

γ = (Θ− α) (5.101)
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where γ is the flight path angle, i.e. the pitch angle of the aircraft’s velocity vector. Equation (5.100)
relates climb rate to airspeed and flight path angle under the assumption that Φ = 0. To this end,
the transfer function from normal specific acceleration reference to climb rate can be obtained from
the state space model of Equation (5.71) through,

Gḣ(s) =
ḣ(s)

Cwre f
(s)

(5.102)

= Cḣ(sI − Ahyb)
−1BCwre f

where,

Cḣ =
[
0 −V̄T 0 V̄T 01×4

]
(5.103)

is used to extract climb rate indirectly from the state vector xhyb through Equation (5.100). Fig-
ure 5.14a shows the root locus of the climb rate controller with respect to the PI feedback gains Kp

and Ki.
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Figure 5.14: Climb rate controller root locus and step response

The location of the climb rate controller zero was adjusted until the dominant branches of the root
locus passed through closed-loop pole locations with optimal damping. Figure 5.14b illustrates
the climb rate controller step response when,

Kp = 2.496 (5.104)

Ki = 1.013 (5.105)

The additional transient behaviour that manifests as a second peak can be attributed to the residue
of the slower complex pole pair that resides near the closed-loop zeros, seen in Figure 5.14a. The
faster, optimally damped pole pair seems to dominate the initial transient response and contrib-
ute to the fast rise time and 5% overshoot associated with the initial peak. Placing the closed-loop
poles essentially involves a trade-off between minimal overshoot, adequate rise time, and mitiga-
tion of the slower transient dynamics that manifests as a secondary peak.
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5.2.3.2 Closed-loop System

In order to further maintain design fidelity, it is necessary to augment the dynamics of Equa-
tion (5.71) with the climb rate control law. Augmenting the integrator state of Equation (5.97)
yields, ẋhyb

ėr

 =

Ahyb 08×1

0 −VT 0 VT 01×5

xhyb

er

+

Bhyb

01×2

 uhyb +

08×1

−1

 ḣre f (5.106)

Writing the augmented A matrix above in a more compact form as Aėr
and substituting the climb

rate control law of Equation (5.96) yields,ẋhyb

ėr

 =

Aėr
+

BCwre f

0

 [0 KpVT 0 −KpVT 01×4 −Ki

]xhyb

er

 (5.107)

+

KpBCwre f
Bv̄re f

−1 0

ḣre f

v̄re f


where,

BCwre f
= Bhyb

[
1 0

]T
; Bv̄re f

= Bhyb

[
0 1

]T
(5.108)

The closed-loop model of Equation (5.107) will be augmented further as more control laws are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋḣ = Aḣxḣ + Bḣuḣ (5.109)

with,

ḣ = Cḣxḣ (5.110)

so that the closed-loop transfer function from climb rate reference to measured climb rate is given
by,

Gḣcl
(s) =

ḣ(s)
ḣre f (s)

(5.111)

= Cḣ(sI − Aḣ)
−1Bḣre f

where,

Cḣ =
[
0 −VT 0 VT 01×5

]
; Bḣre f

= Bḣ

[
1 0

]T
(5.112)

5.2.4 Altitude Controller

This section presents the design and verification of an altitude controller. This controller regulates
altitude by generating a climb rate command that the climb rate controller will try to regulate
through the inner-loop NSADLC controller. Altitude is controlled with respect to the inertial ref-
erence frame, where it is assumed that the climb rate vector is always normal to the inertial frame,
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and that the flight path angle remains small. Altitude is measured by means of a differential GPS
mounted on board the practical test vehicle and propagated through an EKF to mitigate the ad-
verse effects of GPS delay. It is clear from Figure 5.1 that the input to the altitude controller stems
from the state machine, discussed in Section 6.3, whilst the output drives the climb rate controller
discussed in the preceding section. Accurate glideslope tracking is essential for down-range land-
ing accuracy, since small deviations from the reference altitude result in large longitudinal landing
position offsets due to the inherently shallow glideslope angle. For conceptual purposes, consider
the following open-loop altitude controller dynamics:

Gh(s) =
1
s

(5.113)

which is characteristic of a pure integrator from climb rate (ḣ) to altitude (h). It is apparent that
this is a type 1 system, and is therefore incapable of following a ramp trajectory with zero error in
the steady state if a simple proportional control law is defined. To further motivate this argument,
consider the following proportional controller:

Dh(s) = Kp (5.114)

The steady-state error is then given by,

ess =
1

Kv
(5.115)

where,

Kv = lim
s→0

sGh(s)Dh(s) (5.116)

so that,

ess =
1

Kp
(5.117)

from which it can be concluded that the steady-state error is inversely proportional to the feed-
back gain Kp. A common solution to this problem is to introduce an integrator to the control
law; however, integrators usually slow down the transient response and have an adverse effect
on closed-loop stability. Since a ramp trajectory is usually only commanded during the landing
phase of a particular mission, it does not make sense to sacrifice speed of response and loop sta-
bility during other flight modes by introducing an integrator to mitigate the steady-state error. A
more sensible solution, and one that is commonly used in autoland systems, is to feed-forward the
expected sink rate during the glideslope tracking phase. It is apparent from the altitude controller
block diagram, depicted in Figure 5.15, that an external climb reference ˙̄hre f is fed-forward and
added to the climb rate reference ḣre f generated by the proportional controller. This feed-forward
strategy essentially speeds up the transient response of the altitude controller whilst tracking a
ramp trajectory, and can be thought of as a predictive component that aids the proportional con-
troller by pre-injecting the expected sink rate. Without this feed-forward term, the proportional
controller would have to wait for the error signal to deviate before commanding an equivalent
sink rate. Pre-injecting the expected sink rate improves transient response characteristics, mitig-
ates the steady-state error, and allows the proportional feedback component to work around a
new set point with the purpose of rejecting external disturbances that result in altitude deviations.
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5.2.4.1 Design

Following the principles of superposition, the feedback component will be designed under the as-
sumption that ˙̄hre f = 0, with the effect of the feed-forward term further investigated in Chapter 7.
To maintain design fidelity in accordance with the preceding discussion on outer-loop control-
ler design, the altitude controller will be designed based on the full longitudinal model that en-
capsulates all corresponding inner-loop controller dynamics (NSADLC, airspeed, and climb rate)
and inherent aircraft coupling effects. With reference to Figure 5.15, a proportional control law is
defined as,

ḣre f = −Kpeh (5.118)

with,

eh = h− hre f (5.119)

where h and hre f denote the altitude measurement and corresponding reference command respect-
ively.

ΣKpΣ
hre f heh ḣre f

+

−
Gh(s)

˙̄hre f

+

−

Ki
s

−

Feed-Forward Climb Rate

Limited Integrator

Figure 5.15: Altitude controller block diagram

The transfer function from climb rate reference to altitude is obtained from the state space model
of Equation (5.109) through,

Gh(s) =
h(s)

ḣre f (s)
(5.120)

=
1
s

Cḣ(sI − Aḣ)
−1Bḣre f

The root locus of the altitude controller with respect to the proportional gain Kp is shown in Fig-
ure 5.16a. It is imperative that the altitude controller be fast enough to minimise any errors during
the final approach before touchdown occurs. Consider a glideslope length of,

Lgs = 250 m (5.121)

An aircraft approaching the runway with a nominal ground speed of,

Vground = 16 m/s (5.122)
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Figure 5.16: Altitude controller root locus and step response

will remain on the glideslope for,

tgs =
Lgs

Vground
(5.123)

= 15.625 s

It is obvious that increasing the approach distance would improve landing accuracy, since the con-
trollers would have more time to settle before touchdown occurs. However, the specific glideslope
length of 250 m was chosen based on certain practical limitations discussed in Chapter 6. In light
of this, the Kp feedback gain value was adjusted until the dominant closed-loop poles satisfied the
following settling time requirement:

ts < 15 s (5.124)

to maximise landing accuracy by ensuring that altitude errors are adequately minimised before
touchdown. It is also apparent that the damping ratio of the complex pole pair that resides near
the dominant real pole is given by,

ζcl = 0.8 (5.125)

which ensures minimal overshoot from its contribution to the transient response. Figure 5.16b
illustrates the altitude controller step response when,

Kp = 0.75 (5.126)

A few minor adjustments were made to the altitude controller to improve performance and reliab-
ility. Firstly, a limited integrator was added to the system to compensate for climb rate biases that
would otherwise result in glideslope tracking errors. By limiting the integrator to an estimated
value of the climb rate bias, the system was able to benefit from the steady-state advantages of in-
tegral control without the associated adverse transient effects. Initially, a standard PI control law
was suggested; however, upon further investigation it was found that the integrator reduced the
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phase margin to the point of instability. Secondly, an investigation into the expected sink rate was
conducted to determine the best method of calculating ˙̄hre f . Perhaps the simplest method would
be to keep the value of ˙̄hre f fixed to a nominal sink rate associated with the particular glideslope,

˙̄hre f = V̄app tan γg (5.127)

where V̄app is the predetermined approach airspeed and γg is the glideslope angle. This method
would work well in ideal situations, where ground speed and airspeed are equal (no wind). But
since climb rate is an inertially coordinated parameter, it is intuitive that this method would per-
form quite poorly in the presence of a strong headwind (or tailwind), as the sink rate would need
to be adjusted accordingly. A possible solution to this would be to explicitly differentiate the
altitude reference, which is calculated based on the inertial distance from the touchdown point.
However, explicit differentiation is not recommended for practical scenarios, especially for noisy
signals, as this could lead to unexpected oscillatory behaviour. A more sensible solution would be
to use the current ground speed measurement (from the DGPS) to calculate the required sink rate
for a specific glideslope angle γg,

˙̄hre f = V̄ground tan γg (5.128)

where V̄ground denotes the current ground speed measurement.

5.2.4.2 Closed-loop System

It is first necessary to augment an altitude state to the xḣ state vector before the altitude control
law can be augmented to the full longitudinal dynamics. Augmenting the altitude state yields,ẋḣ

ḣ

 =

Aḣ 09×1

0 −VT 0 VT 01×6

xḣ

h

+

 Bḣ

01×2

 uḣ (5.129)

where Equation (5.100) has been used to indirectly extract climb rate (ḣ) from the xḣ state vec-
tor. Writing the augmented A matrix above in a more compact form as Aḣ, and substituting the
altitude control law of Equation (5.118) yields,ẋḣ

ḣ

 =

Aḣ +

Bḣre f

0

 [09×1 −Kp

]xḣ

h

+

KpBḣre f
Bv̄re f

0 0

hre f

v̄re f

 (5.130)

where,

Bḣre f
= Bḣ

[
1 0

]T
; Bv̄re f

= Bḣ

[
0 1

]T
(5.131)

It is convenient to write the dynamics of Equation (5.130) in a more compact form as,

ẋh = Ahxh + Bhuh (5.132)

with,

h = Chxh (5.133)
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so that the closed-loop transfer function from altitude reference to measured altitude is given by,

Ghcl
(s) =

h(s)
hre f (s)

(5.134)

= Ch(sI − Ah)
−1Bhre f

where,

Ch =
[
01×9 1

]
; Bhre f

= Bh

[
1 0

]T
(5.135)

5.3 Lateral Controllers

The design and verification of the aircraft’s lateral controllers are discussed in this section. Each
subsection begins with a discussion of the design approach, before the details of the controller
are considered and the results verified by linear simulation. The cascaded design approach starts
with the augmentation of a lateral specific acceleration controller by closing the first control loop
around the decoupled lateral aircraft dynamics of Equation (4.29). This is then followed by the
design and verification of an inner-loop roll rate controller, a middle-loop roll angle controller
and finally the outer-loop guidance and heading controllers. It is important to note that active
anti-windup protection was added to all of the integrators.

5.3.1 Lateral Specific Acceleration Controller

This section presents the design and verification of a Lateral Specific Acceleration (LSA) controller
based on the work of Peddle [1]. To a good approximation, the lateral-directional dynamics of
the aircraft can be considered as the standard roll/Dutch roll dynamics [1]. Peddle shows that
under certain conditions, typically met by most conventional aircraft, it is possible to decouple the
lateral and directional dynamics respectively. This allows for the independent design of two inner-
loop controllers based on their individual decoupled dynamics. The first controller is designed
to regulate lateral specific acceleration and is the focus of this section. The second controller is
responsible for regulating the aircraft’s roll rate and will be discussed in the section to follow.
The LSA controller essentially governs the Dutch roll mode poles, whilst the roll rate controller
governs the roll mode pole.

A number of conditions and constraints should hold for the lateral-directional dynamics to be
successfully decoupled. Firstly, side forces due to the aircraft’s roll rate and aileron deflections
should be negligibly small,

YP = 0.7986 ≈ 0 (5.136)

YδA
= 0.1080 ≈ 0 (5.137)

Furthermore, yawing moments due to roll rate and aileron deflections should be significantly
smaller than the yawing moments due to yaw rate, sideslip, and rudder deflections. Analogous
to the previous statement, rolling moments due to yaw rate and rudder deflections should be sig-
nificantly smaller than rolling moments due to roll rate, sideslip, and aileron deflections. Hence,
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lateral dynamics should have little effect on directional dynamics and vice versa. These constraints
are given mathematically by Peddle [1], and have been included in Appendix B for further per-
usal. Assuming that the aforementioned conditions and constraints are met, the lateral-directional
dynamics can be decoupled into lateral and directional dynamics, for the purpose of simplifying
the controller design. However, it is important to note that even if these are easily met by a par-
ticular airframe, the lateral-directional dynamics are not fully decoupled, since aileron deflections
will still excite directional dynamics in the same way that rudder deflections will excite lateral
dynamics [1]. This is commonly referred to as adverse yaw and rudder-induced roll respectively,
and are usually considered to be disturbances to the individual decoupled systems. Now that
the lateral-directional decoupling has been addressed, it is possible to proceed with the design
and verification of an independent LSA controller based on decoupled directional dynamics. It
can be seen from Figure 5.1 that this inner-loop LSA controller commands the rudder actuator
to regulate lateral specific acceleration. A three-axis accelerometer included in the avionics stack
on board the practical test vehicle provided lateral acceleration measurements for the purpose of
feedback control. The LSA reference command is typically set to zero during conventional flight
to enforce coordinated turns by minimising the sideslip angle during a turn manoeuvre. When
the outer-loop heading controller is activated (typically during landing), the reference command
is no longer zero, but rather the lateral acceleration required to regulate a particular heading indir-
ectly through the sideslip angle (β) - this is further discussed in Section 5.3.5. A two-stage design
strategy is followed: Firstly, the decoupled directional dynamics are used to design a controller
that allows the Dutch roll mode poles to be moved arbitrarily. The sole purpose of this controller
is stability augmentation and it is therefore not intended to regulate lateral specific acceleration in
any way. A second, outer layer controller is then designed in stage two with the purpose of regu-
lating lateral specific acceleration. During the design, it is assumed that the stability augmentation
controller places the natural directional dynamics poles such that the principles of TSS can be used
to design the regulation component. This significantly reduces design complexity, as this assump-
tion allows the full dynamic model from rudder to lateral specific acceleration to be approximated
by a steady-state gain. The regulation component of the LSA controller needs to ensure that the
closed-loop bandwidth does not exceed the frequency bounds prescribed by Peddle [1].

5.3.1.1 Directional Stability Augmentation

Assuming that the aforementioned conditions and constraints are met, the design can proceed
based on the following reduced-order directional dynamics:

β̇

ṙ

 =

− Yβ

mV̄T
−1

Nβ

Izz

NR
Izz

β

r

+

 YδR
mV̄T
NδR
Izz

 δr (5.138)

Bw =
[

Yβ

m
YR
m

] β

r

+
[

YδR
m

]
δr (5.139)

where Bw denotes lateral specific acceleration coordinated in the wind axis, with the dimensional
stability and control derivative notation as defined in Equation (5.34). With reference to Fig-
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ure 5.17, the stability augmentation control law is defined as,

δr = −Krr− KBBw + δrr
(5.140)

where δrr
will be used as an input for the regulation control law.

ẋ = Ax + Bu BwBwre f 1
s −Ki

Kr

KB

δrėb eb

r

−−
+

−
+

ΣΣ
y = Cx + Du

δrr

Figure 5.17: LSA controller block diagram

Substituting the control law into the directional dynamics of Equation (5.138) yields,β̇

ṙ

 =

− Yβ

mV̄T
− KB

YβYδRX

m2V̄T
−1− K′r

YδRX

mV̄T
Nβ

Izz
− KB

Yβ NδRX

mIzz

NR
Izz
− K′r

NδRX

Izz

β

r

+

 YδR
X

mV̄T
NδR

X
Izz

 δr (5.141)

(5.142)

where,

X =

(
1 + KB

YδR

m

)−1

(5.143)

K′r = Kr + KB
YδR

m
(5.144)

Peddle [1] shows that the closed-loop poles are well approximated by the roots of the following
characteristic equation:

p(s) = s2 −
( Yβ

mV̄T
+

NR
Izz
−

NδR

Izz
Kr

)
Xs +

[
YβNR

mV̄T Izz
+

Nβ

Izz
+

YδR
Yβ

mIzz

(
Nβ

Yβ

−
NδR

YδR

)
KB

]
X (5.145)

given that the following constraints hold:∣∣∣∣KB
Kr

∣∣∣∣� ∣∣∣∣ mlF
YR(lD − lF)

∣∣∣∣ (5.146)

|Kr| �
∣∣∣∣∣ mV̄T lW
YδR

(lW − lF)

∣∣∣∣∣ (5.147)
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with,

lW = −
Nβ

Yβ

(5.148)

lD = −NR
YR

(5.149)

lF = −
NδR

YδR

(5.150)

where lW is the weathercock arm length, lD is the damping arm length, and lF is the effective
length to the fin - all lengths are relative to the centre of mass. Given that the aforementioned
constraints are met, the closed-form solution feedback gains can be calculated by matching the
coefficients of the characteristic equation,

αc(s) = (s2 + 2ζωns + ω2
n) (5.151)

to yield,

Kr =
Izz

NδR

[ Yβ

mV̄T
+

NR
Izz

+ 2ζωn

(
1 + KB

YδR

m

)]
(5.152)

KB =

Yβ NR

mV̄T Izz
+

Nβ

Izz
−ω2

n

YδR
m

[
ω2

n −
Yβ

Izz

(
Nβ

Yβ
−

NδR
YδR

)] (5.153)

where the design freedom is left to selecting the damping ratio (ζ) and natural frequency (ωn) of
the Dutch roll mode poles.

5.3.1.2 Lateral specific acceleration regulation

With the aforementioned stability augmentation controller in place, the focus now shifts towards
the design of the regulation component. Under the assumption that the closed-loop directional
dynamics poles operate on a much faster time scale than those associated with the regulator, the
transfer function from rudder to lateral specific acceleration can be approximated as follows:

Bw ≈ Kssδrr
(5.154)

where Kss is the steady-state gain of the transfer function and is defined by Peddle [1] as,

Kss =
YδRYβ

mIzzω2
n

(
Nβ

Yβ

−
NδR

YδR

)(
1 + KB

YδR

m

)−1

(5.155)

given that the constraint of Equation (5.146) holds. With reference to Figure 5.17, the regulation
control law is defined as,

δrr
= −Kieb (5.156)

with,

ėb = Bw − Bwre f
(5.157)
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where Bwre f
is the lateral specific acceleration reference command. Integral control will reduce

closed-loop sensitivity to parameter uncertainty, which will inevitably corrupt the steady-state
gain of Equation (5.155). It is important to note that the frequency of the closed-loop integrator
pole is limited by the bound of the following equation,

ωn <
1
3

∣∣∣∣∣∣
√
−Yβ(lF − lW)

Izz

∣∣∣∣∣∣ (5.158)

and will therefore dominate the LSA response to ensure that a practically feasible controller is de-
signed [1]. In light of this, the stability augmentation controller discussed in the preceding section
will provide fast disturbance rejection capabilities, with the gross lateral specific acceleration re-
sponse being dominated by the regulation component. Substituting Equation (5.154) into (5.157)
yields,

ėb = [−KssKi]eb + [−1]Bwre f
(5.159)

with the closed-loop characteristic equation given by,

s + KssKi = 0 (5.160)

Given the desired pole location,

αc(s) = s + a (5.161)

the closed-form solution integrator feedback gain can be calculated as follows:

Ki =
a

Kss
(5.162)

where the design freedom is left to choosing an integrator pole location that adheres to the fre-
quency constraint of Equation (5.158).

5.3.1.3 Closed-loop System

The design conducted in the preceding section was based on simplified directional dynamics and
therefore fails to encapsulate the coupling effects associated with the full lateral aircraft dynamics.
To improve the design fidelity of the remaining lateral controllers, the dynamics of Equation (4.29)
are augmented with the LSA stability augmentation and regulation control laws. It is convenient
to write Equation (4.29) in a more compact form as,

ẋlat = Alatxlat + Blatulat (5.163)

where Alat is the lateral system matrix, and Blat is the lateral input matrix. Substituting the stability
augmentation control law of Equation (5.140) yields,

[
ẋlat

]
=
[

Alat + Bδr
M1

] [
xlat

]
+

[
Bδa
−
(

KBYδA
m+KBYδR

)
Bδr

(
m

m+KBYδR

)
Bδr

] δa

δrr

 (5.164)

where,

M1 =

[
−KBYβ

m+KBYδR

−KBYP
m+KBYδR

−
(

mKr
m+KBYδR

+ KBYR
m+KBYδR

)
0
]

(5.165)
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and,

Bδa
= Blat

[
1 0

]T
; Bδr

= Blat

[
0 1

]T
(5.166)

It is important to note that the full-order lateral acceleration dynamics given by,

Bw

[
Yβ

m
YP
m

YR
m

] 
β

p

r

+
[

YδA
m

YδR
m

] δa

δr

 (5.167)

was used in the above augmentation as opposed to the reduced-order model given by Equa-
tion (5.139). It is convenient to write the augmented dynamics of Equation (5.164) in a more
compact form as,

ẋs = Asxs + Bsus (5.168)

so that augmenting the integrator state of Equation (5.157) yields,

ẋs

ėb

 =

As 04×1

M2 0

xs

eb

+

 Bδa
Bδrr(

YδA
m −

YδR
KBYδA

m
(

m+KBYδR

)
)

YδR
m+KBYδR


δa

δrr

+

04×1

−1

 Bwre f
(5.169)

where,

M2 =

[(
Yβ

m
−

YδR
KBYβ

m
(
m + KBYδR

)) (
YP
m
−

YδR
KBYP

m
(
m + KBYδR

))... (5.170)

...

(
YR
m
−

YδR
Kr(

m + KBYδR

) − YδR
KBYR

m
(
m + KBYδR

)) 0

]

Writing the augmented A matrix above in a more compact form as Aėb
, and substituting the regu-

lation control law of Equation (5.156) yields,

ẋs

ėb

 =

Aėb
+

 Bδrr
YδR

m+KBYδR

 [01×4 −Ki

]xs

eb

+

 Bδa
04×1(

YδA
m −

YδR
KBYδA

m
(

m+KBYδR

)
)
−1


 δa

Bwre f

 (5.171)

where,

Bδa
= Bs

[
1 0

]T
; Bδrr

= Bs

[
0 1

]T
(5.172)

The closed-loop model of Equation (5.171) will be augmented further as more control laws are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋbw = Abwxbw + Bbwubw (5.173)

with,

Bw = Cbwxbw (5.174)
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so that the closed-loop transfer function from LSA reference to measured LSA is given by,

Gbwcl
(s) =

Bw(s)
Bwre f

(s)
(5.175)

= Cbw(sI − Abw)
−1BBwre f

where,

Cbw =

[(
Yβ

m
−

KBYβYδR

m
(
m + KBYδR

)) (
YP
m
−

KBYPYδR

m
(
m + KBYδR

))... (5.176)

...

(
YR
m
−

YδR
Kr(

m + KBYδR

) − YδR
KBYR

m
(
m + KBYδR

)) 0

(
−

KiYδR(
m + KBYδR

))]

and,

BBwre f
= Bbw

[
0 1

]T
(5.177)

5.3.1.4 Placing the Closed-loop Poles

This section discusses the selection of the closed-loop pole locations for both the stability augment-
ation and the regulation component of the lateral specific acceleration controller. It is shown in
Appendix B that the aforementioned constraints and conditions, necessary for successful lateral-
directional decoupling, are easily satisfied by the practical test vehicle. To this end, it can be
concluded that the decoupled, independent controller designs of Sections 5.3.1 and 5.3.2 are valid.

Placement of the closed-loop poles for stability augmentation involves selecting the damping
ratio (ζ) and the natural frequency (ωn) of the Dutch roll mode poles. A prudent closed-loop
damping ratio of 0.85 was selected, since the outer regulation loop fails to encapsulate the full
directional dynamics, and will consequently result in a loss of overall directional damping when
implemented. The natural frequency was selected as 1.2 times the open-loop Dutch roll damping
frequency to improve disturbance rejection characteristics. Given the following design require-
ments,

ζcl = 0.85 (5.178)

ωncl
= 1.2ωnol

(5.179)

= 4 rad/s

the closed-form solution feedback gains can be calculated from Equations (5.152) and (5.153) to
yield,

Kr = −0.3114 (5.180)

KB = −0.0608 (5.181)
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For the stability augmentation control law to be implemented, the constraints of Equations (5.146)
and (5.147) must be satisfied. Investigating these gain constraints yields the following results:∣∣∣∣KB

Kr

∣∣∣∣ = 0.1953� 124.9422 =

∣∣∣∣ mlF
YR(lD − lF)

∣∣∣∣ (5.182)

|Kr| = 0.3114� 5.1546 =

∣∣∣∣∣ mV̄T lW
YδR

(lW − lF)

∣∣∣∣∣ (5.183)

and thus it is expected that the desired and actual closed-loop poles will be very similar. As
mentioned in the preceding section, the upper frequency constraint of Equation (5.158) should be
satisfied for the design of the outer regulation control law. Evaluating this frequency constraint
yields,

ωn < 1.2983 (5.184)

The desired closed-loop regulation pole is set to,

a = −0.7412 rad/s (5.185)

which is well within the frequency bound stated above. The closed-form solution integral feed-
back gain can then be calculated from Equation (5.162) as,

Ki = −0.2625 (5.186)

It is also important to note that the Dutch roll mode poles that were placed during the stability
augmentation are adequately (by a factor of 5) time scale separated from the dominant integrator
pole associated with the regulation component of the LSA controller. Figures 5.18a and 5.18b illus-
trate the pole-zero map and step response of the LSA controller following the design conducted
above.
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Figure 5.18: Pole-zero map and step response of the LSA controller on reduced lateral dynamics

It is clear from Figure 5.18a that approximating the stability augmented directional dynamics by
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its steady-state gain causes an error in the regulation pole placement algorithm. According to
Peddle [1], this problem can be solved by deriving a far more mathematically complex control law
that involves designing the stability augmentation and regulation control laws simultaneously.
However, the current control law provides a simple decoupled design solution that can be fine-
tuned to yield the desired results. To this end, the resulting closed-loop poles shown above are
deemed acceptable, with a natural frequency of 3.42 rad/s and a damping ratio of 0.73, whilst the
integrator pole remains within the frequency bound of Equation (5.158).

5.3.2 Roll Rate Controller

This section presents the design and verification of an inner-loop roll rate controller. With the
requirements for successful lateral-directional decoupling already discussed in the preceding sec-
tion, the design can proceed based on simplified, decoupled lateral dynamics. This high-bandwidth
inner-loop controller makes use of the ailerons to regulate the aircraft’s roll rate. A three-axis gyro-
scope included in the avionics stack on board the practical test vehicle provided roll rate measure-
ments for the purpose of feedback control. It is apparent from Figure 5.1 that the input to the roll
rate controller stems from the middle-loop roll angle controller designed in Section 5.3.3.

5.3.2.1 Design

A block diagram of the roll rate controller is shown in Figure 5.19.

ẋ = Ax + Bu pep

+− Σ
p = Cx + Du

1
s Ki

Kp

Σ
−−

δapre f ėp

Figure 5.19: Roll rate controller block diagram

Assuming that the necessary conditions and constraints are met, the independent roll rate control-
ler design can proceed based on the following reduced-order lateral dynamics:

ṗ =
[

LP
Ixx

]
p +

[
LδA
Ixx

]
δa (5.187)

With reference to Figure 5.19, a PI control law is defined as,

δa = −Kp ėp − Kiep (5.188)

with,

ėp = p− pre f (5.189)
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where p denotes roll rate and pre f denotes the corresponding reference command. The integrator
will reduce closed-loop sensitivity to parameter uncertainty and should mitigate steady-state er-
rors resulting from unmodelled coupling effects. Augmenting the integrator state and substituting
the roll rate control law yields, ṗ

ėp

 =

( LP
Ixx
−

Kp LδA
Ixx

)
−

Ki LδA
Ixx

1 0

 p

ep

+

Kp LδA
Ixx

−1

 pre f (5.190)

Calculating the closed-loop characteristic equation gives,

p(s) = s2 +

(KpLδA

Ixx
− LP

Ixx

)
s +

KiLδA

Ixx
(5.191)

The following characteristic equation is defined to place the desired closed-loop poles:

αc(s) = s2 + α1s + α0 (5.192)

The closed-form solution feedback gains can then be calculated by matching the coefficients of
Equations (5.191) and (5.192) to yield,

Kp =
α1 Ixx + LP

LδA

(5.193)

Ki =
α0 Ixx
LδA

(5.194)

where the design freedom is left to selecting the location of the closed-loop integrator pole and the
roll mode pole.

5.3.2.2 Closed-loop System

The design conducted in the preceding section was based on simplified lateral dynamics and
therefore fails to encapsulate the coupling effects associated with the full lateral aircraft dynam-
ics. To improve the design fidelity of the remaining lateral controllers, the dynamics of Equa-
tion (5.171) are augmented with the roll rate control law defined above. Augmenting the integrator
state of Equation (5.189) yields,ẋbw

ėp

 =

Abw 05×1

0 1 01×4

xbw

ep

+

Bbw

01×2

 ubw +

05×1

−1

 pre f (5.195)

Writing the augmented A matrix above in a more compact form as Aėp
and substituting the roll

rate control law of Equation (5.188) yields,ẋbw

ėp

 =

Aėp
+

Bδa

0

 [0 −Kp 01×3 −Ki

]xbw

ep

+

KpBδa
BBwre f

−1 0

 pre f

Bwre f

 (5.196)

where,

Bδa
= Bbw

[
1 0

]T
; BBwre f

= Bbw

[
0 1

]T
(5.197)
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The closed-loop model of Equation (5.196) will be augmented further as more control laws are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋp = Apxp + Bpup (5.198)

with,

p = Cpxp (5.199)

so that the closed-loop transfer function from roll rate reference to measured roll rate is given by,

Gpcl
(s) =

p(s)
pre f (s)

(5.200)

= Cp(sI − Ap)
−1Bpre f

where,

Cp =
[
0 1 01×4

]
; Bpre f

= Bp

[
1 0

]T
(5.201)

5.3.2.3 Placing the Closed-loop Poles

This section will discuss the selection of the closed-loop pole locations for the roll rate controller.
Placement of the closed-loop poles involves selecting the location of the integrator pole and the
roll mode pole. The design approach was to keep the roll mode pole at the open-loop location in
order to minimise control effort, and to place the dominant integrator pole slightly slower than
the roll mode pole. Figure 5.20 illustrates the pole-zero map and step response of the roll rate
controller when,

p1 =

∣∣∣∣ LP
Ixx

∣∣∣∣ (5.202)

= 8.1398 rad/s

p2 =

(
3
4

)
p1 (5.203)

= 6.1048 rad/s

which yields the following closed-form solution feedback gains:

Kp = −0.0644 (5.204)

Ki = −0.5245 (5.205)

It is clear from Figure 5.20b that the roll rate response is characteristic of a fast, overdamped first-
order system.
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Figure 5.20: Pole-zero map and step response of the roll rate controller on reduced lateral dynam-
ics

5.3.3 Roll Angle Controller

This section presents the design and verification of a middle-loop roll angle controller. This con-
troller is responsible for regulating the aircraft’s roll/bank angle via the inner-loop roll rate con-
troller. The controlled roll angle φ describes the rotation of the body reference frame with respect
to the inertial frame. It is apparent from Figure 5.1 that the input to the roll angle controller stems
from the guidance controller designed in Section 5.3.4. An EKF running the tilt/heading method
is used to estimate the roll angle measurement on the practical test vehicle from on-board magne-
tometer and accelerometer readings.

5.3.3.1 Design

To maintain design fidelity in accordance with the preceding discussion on outer-loop controller
design, the roll angle controller will be designed based on the full lateral model that encapsu-
lates all corresponding inner-loop controller dynamics (LSA and roll rate) and inherent aircraft
coupling effects. With reference to Figure 5.21, a proportional control law is defined as,

pre f = −Kpeφ (5.206)

with,

eφ = φ− φre f (5.207)

where φ and φre f denote the roll angle measurement and corresponding reference command re-
spectively. The transfer function from roll rate reference to roll angle is obtained from the state
space model of Equation (5.196) through,

Gφ(s) =
φ(s)

pre f (s)
(5.208)

= Cφ(sI − Ap)
−1Bpre f
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−KpΣ
φre f φeφ pre f

+
−

Gφ(s)

Figure 5.21: Roll angle controller block diagram

where,

Cφ =
[
01×3 1 01×2

]
(5.209)

The root locus of the roll angle controller with respect to the proportional gain Kp is shown in
Figure 5.22a.
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Figure 5.22: Roll angle controller root locus and step response

The proportional gain was varied until the closed-loop poles were well damped and met the 2%
settling time requirement of,

ts < 3 s (5.210)

so that a roll angle step would exhibit minimal overshoot with an acceptable speed of response.
Figure 5.22b shows the roll angle step response when,

Kp = 1.3566 (5.211)

It is clear from the response that there is slightly more overshoot than expected. This can be
attributed to the real zero that resides near the dominant real pole. The apparent steady-state error
can be attributed to the proportional control law devoid of an integrator that would otherwise
ensure perfect tracking of a step input. Although augmenting an integrator would ultimately
improve steady-state tracking accuracy, it would also slow down the response and result in the
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design of an inherently slower outer-loop controller. It was thus decided to keep a proportional
control law for the middle loop, and fix any resulting cross-track errors by augmenting a limited
integrator to the outer-loop guidance controller.

5.3.3.2 Closed-loop System

Substituting the roll angle control law into Equation (5.196) yields,

[
ẋp

]
=
[

Ap +
[

Bpre f

] [
01×3 −Kp 01×2

]] [
xp

]
+

[
KpBpre f

BBwre f

]  φre f

Bwre f

 (5.212)

where,

Bpre f
= Bp

[
1 0

]T
; BBwre f

= Bp

[
0 1

]T
(5.213)

The closed-loop model of Equation (5.212) will be augmented further as more control laws are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋφ = Aφxφ + Bφuφ (5.214)

with,

φ = Cφxφ (5.215)

so that the closed-loop transfer function from roll angle reference to measured roll angle is given
by,

Gφcl
(s) =

φ(s)
φre f (s)

(5.216)

= Cφ(sI − Aφ)
−1Bφre f

where,

Cφ =
[
01×3 1 01×2

]
; Bφre f

= Bφ

[
1 0

]T
(5.217)

5.3.4 Guidance Controller

This section presents the design and verification of a guidance controller responsible for manoeuv-
ring the aircraft between waypoints in the XY-plane of the inertial axis system. It can be seen from
Figure 5.1 that the input to the guidance controller stems from the navigator, which calculates the
cross-track error (y) between the current aircraft position and the intended waypoint track. The
navigator is further discussed in Chapter 6. The guidance controller generates a roll angle com-
mand, proportional to the current cross-track error measurement, that the middle-loop roll angle
controller should regulate via the inner-loop roll rate controller.

A saturation block ensures that commands do not exceed the physical roll angle limitations of
the aircraft. It also ensures that the aircraft enters a constant bank for large cross-track commands.
If the guidance controller is activated excessively far from the waypoint track, it will saturate and
command a constant bank angle that results in aimless loitering as the aircraft tries to approach
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the track. In order to address this issue, it is quite common to introduce two intermediate loops
that govern inertially coordinated turn rate and heading so that a limit can be placed on the angle
at which the aircraft approaches the waypoint track. Adding these controllers, however, will res-
ult in the design of an inherently slower guidance controller that might not be able to completely
minimise cross-track errors by the time touchdown occurs. To this end, it was decided that these
two intermediate controllers would be omitted under the assumption that the guidance controller
is activated within a reasonable distance of the intended track. In order to improve steady-state
tracking accuracy during constant circular turn manoeuvres, the expected bank angle was calcu-
lated using the angle of bank formula and fed-forward, as shown in Figure 5.23 - this concept is
further discussed in Chapter 6. Inertially coordinated position and velocity measurements are ob-
tained from a differential GPS mounted on board the practical test vehicle and propagated through
an EKF to mitigate the adverse effects of GPS delay and to minimise sensor noise.

5.3.4.1 Design

To maintain design fidelity in accordance with the preceding discussion on outer-loop controller
design, the guidance controller will be designed based on the augmented lateral model that en-
capsulates all corresponding inner-loop controller dynamics (LSA, roll rate, and roll angle) and
inherent coupling effects. With reference to Figure 5.23, a Proportional Derivative (PD) control
law is defined as,

φre f = −Kpey − Kdẏ (5.218)

with,

ey = y− yre f (5.219)

where y and yre f denote the cross-track error and corresponding reference command respectively.
It is important to note that the error signal is not explicitly differentiated for use in the control law;
instead, the cross-track error rate (ẏ) is simply fed back to form a rate feedback loop, as seen in
Figure 5.23.

yey

+− Σ Kp

Kd

Σ
−−

φre fyre f Gφcl
(s) 1

s
ÿ

g
φ 1

s
ẏ

Ki
s

Limited Integrator

Feed-Forward Roll Angle

+

φ̄re f

Figure 5.23: Guidance controller block diagram

It is first necessary to extract a lateral position and velocity state from the xφ state vector before
proceeding with the root locus design. Consider the diagram in Figure 5.24, where the aircraft is
shown in a steady, constant altitude, banked turn.
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mg

maL
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Φ

Figure 5.24: Aircraft in steady banked turn

The lift vector is responsible for countering the weight of the aircraft, and for providing the ne-
cessary centripetal acceleration during a turn manoeuvre. Lateral acceleration can therefore be
written as,

aL = g tan φ (5.220)

For small bank angles, tan φ ≈ φ and therefore Equation (5.220) can be simplified to,

ÿ = gφ (5.221)

where ÿ denotes cross-track error acceleration. The transfer function from roll angle reference to
cross track is obtained from the state space model of Equation (5.212) through,

Gy(s) =
y(s)

φre f (s)
(5.222)

=

(
g
s2

)
Cφ(sI − Aφ)

−1Bφre f

Figure 5.25a shows the root locus of the guidance controller with respect to the PD feedback gains
Kp and Kd. For the sake of lateral landing accuracy, it is imperative that the guidance controller be
fast enough to adequately minimise cross-track errors during the final approach before touchdown
occurs. In light of the discussion on glideslope length and approach time in Section 5.2.4, the
feedback gain values were adjusted until the closed-loop poles satisfied the following settling
time requirement:

ts < 15 s (5.223)

It is apparent from Figure 5.25a that the closed-loop damping ratio is given by,

ζcl = 0.9 (5.224)

which will ensure minimal overshoot in the outer-loop controller response. It should be noted
that the nearby complex pole pair also satisfies the aforementioned settling time requirement and
has a damping ratio of,

ζcl = 0.76 (5.225)
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Figure 5.25: Guidance controller root locus and step response

which is considered acceptable. Figure 5.25b shows the guidance controller step response when,

Kp = 0.015 (5.226)

Kd = 0.061 (5.227)

It is apparent that the response reaches its final value within 10 s (well within the time require-
ment), and exhibits minimal overshoot, in accordance with the required closed-loop damping ratio
specified above.

It should be noted that a PD control law is not recommended for practical applications such
as this. However, the root locus for a simple proportional controller resulted in unstable closed-
loop poles for all gain values. This can be attributed to the double integrator associated with the
dynamics from roll angle to cross-track error. A few adjustments were made to the guidance con-
troller to improve performance on the practical test vehicle. Firstly, a limited integrator was added
to the system to compensate for roll angle biases that would otherwise result in steady-state track-
ing errors. By limiting the integrator to an estimated value of the roll angle bias, the system was
able to benefit from the steady-state advantages of integral control without the adverse transient
effects. Secondly, the cross-track error rate was calculated using GPS ground speed measurements
to avoid explicit differentiation of the cross-track error state, thereby reducing closed-loop sensit-
ivity to noisy signals.

5.3.4.2 Closed-loop System

It is first necessary to augment the cross-track error and cross-track error rate to the xφ state vector
before the guidance control law can be augmented to the full lateral dynamics. Augmenting these
additional states yields, 

ẋφ

ÿ

ẏ

 =


xφ

01×3 g 01×4

01×6 1 0




xφ

ẏ

y

+


Bφ

01×2

01×2

 uφ (5.228)
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where Equation (5.221) has been used to indirectly extract lateral acceleration (ÿ) from the xφ state
vector. Writing the augmented A matrix above in a more compact form as Aẏ and substituting the
guidance control law of Equation (5.218) yields,

ẋφ

ÿ

ẏ

 =

Aẏ +


Bφre f

0

0

 [01×6 −Kd −Kp

]


xφ

ẏ

y

+


KpBφre f

BBwre f

0 0

0 0


 yre f

Bwre f

 (5.229)

where,

Bφre f
= Bφ

[
1 0

]T
; BBwre f

= Bφ

[
0 1

]
T (5.230)

It is convenient to write the dynamics of Equation (5.229) in a more compact form as,

ẋy = Ayxy + Byuy (5.231)

with,

y = Cyxy (5.232)

so that the closed-loop transfer function from cross-track error reference to cross-track error is
given by,

Gycl
(s) =

y(s)
yre f (s)

(5.233)

= Cy(sI − Ay)
−1Byre f

where,

Cy =
[
01×7 1

]
; Byre f

= By

[
1 0

]T
(5.234)

5.3.5 Heading Controller

This section presents the design and verification of a heading controller responsible for executing
both the de-crab and low-wing manoeuvres by aligning the aircraft’s longitudinal axis with the
runway during final approach. It can be seen from Figure 5.1 that the input to the heading control-
ler stems from the state machine which governs the activation time of this controller based on the
required crosswind landing technique. The heading controller generates a lateral specific accel-
eration command based on the current heading angle error, which the inner-loop LSA controller
should regulate using the rudder. The proposed heading/LSA controller combination is not one
typically used when controlling heading, yet the inclusion of the LSA controller proved invaluable
as this allowed for a seamless integration of the inner-loop acceleration-based LSA, NSADLC, and
roll rate controllers. An EKF running the tilt/heading method was used to estimate the heading
angle measurement on the practical test vehicle from on-board magnetometer and accelerometer
readings.
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5.3.5.1 Design

The design strategy was to control heading indirectly through sideslip angle (β) by generating a
lateral specific acceleration proportional to the heading angle error. Sideslip angle already forms
part of the xy state vector and it is therefore convenient to assume that,

ψ = β (5.235)

which is valid for small perturbations about trim. An integrator was included in the control law to
mitigate any errors resulting from this assumption, and the validity thereof is further investigated
in Chapter 7.

To maintain design fidelity in accordance with the preceding discussion on outer-loop control-
ler design, the heading controller is designed based on the full lateral model that encapsulates
all corresponding inner-loop controller dynamics (LSA, roll rate, roll angle, and guidance) and
inherent aircraft coupling effects. With reference to Figure 5.26, a PI control law is defined as,

Bwre f
= −Kp ėψ − Kieψ (5.236)

with,

ėψ = ψ− ψre f (5.237)

where ψ and ψre f denote the heading measurement and corresponding reference command re-
spectively.

Σ1
s

Kp

KiΣ
ψre f ψėψ eψ

Bwre f

+
−

−

−
Gψ(s)

Figure 5.26: Heading controller block diagram

The transfer function from lateral specific acceleration reference to sideslip angle (and therefore
heading angle) is obtained from the state space model of Equation (5.229) through,

Gψ(s) =
ψ(s)

Bwre f
(s)

(5.238)

=
β(s)

Bwre f
(s)

= Cβ(sI − Ay)
−1BBwre f

where,

Cβ =
[
1 01×7

]
; BBwre f

= By

[
0 1

]T
(5.239)
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Figure 5.27: Heading controller root locus and step response

Figure 5.27a shows the root locus of the heading controller with respect to the PI feedback gains
Kp and Ki. The location of the heading controller zero was adjusted until the dominant branches
of the root locus passed through closed-loop pole locations with the following specifications:

ζcl = 0.8 (5.240)

ts < 5 s (5.241)

Figure 5.27 shows the heading controller step response when,

Kp = −0.8858 (5.242)

Ki = −1.4971 (5.243)

Placement of the closed-loop poles essentially involved a trade-off between minimal overshoot
and a fast rise time to ensure that the FCS is able to safely and effectively de-crab the aircraft before
touchdown, without exacerbating the very crab angle it tries to minimise. The response seen in
Figure 5.27b was deemed acceptable, as it exhibits excellent transient response characteristics, and
is able to track the reference input with zero steady-state error.

5.3.5.2 Closed-loop System

Augmenting the integrator state of Equation (5.237) under the assumption that ψ = β yields,ẋy

ėψ

 =

Ay 08×1

1 01×8

xy

eψ

+

 By

01×2

 uy +

08×1

−1

ψre f (5.244)

Writing the augmented A matrix above in a more compact form as Aėψ
and substituting the head-

ing control law of Equation (5.236) yields,ẋy

ėψ

 =

Aėψ
+

BBwre f

0

 [−Kp 01×7 Ki

]xy

eψ

+

Byre f
KpBBwre f

0 1

yre f

ψre f

 (5.245)
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where,

Byre f
= By

[
1 0

]T
; BBwre f

= By

[
0 1

]T
(5.246)

It is convenient to write the dynamics of Equation (5.245) in a more compact form as,

ẋψ = Aψxψ + Bψuψ (5.247)

with,

ψ = Cψxψ (5.248)

so that the closed-loop transfer function from heading angle reference to measured heading angle
is given by,

Gψcl
(s) =

ψ(s)
ψre f (s)

(5.249)

= Cψ(sI − Aψ)
−1Bψre f

where,

Cψ =
[
1 01×8

]
; Bψre f

= Bψ

[
0 1

]T
(5.250)

5.4 Summary

The design of both the longitudinal and lateral flight controllers was presented in this chapter. A
detailed design of the runway controllers has been included in Appendix D for further perusal.
A successive loop closure technique was employed throughout the design process, beginning
with stability augmentation provided by the inner loops, followed by attitude regulation from
the middle loops and concluding with outer-loop trajectory control. The entire FCS was designed
with landing accuracy in mind, which led to the development of a high-bandwidth, synergistic ar-
chitecture capable of executing various crosswind landing techniques through effective controller
sequencing. The control algorithms developed in this chapter require minimal processing power
for implementation and are capable of regulating all motion variables desired for conventional
flight. Gain scheduling is often used to enhance autopilot performance when operating over a
wide range of velocities. The plots depicted in Appendix F show the effect of trim airspeed on
controller performance when gain scheduling is not employed. It is apparent that the FCS per-
forms adequately over the typical airspeed range, and it was therefore decided that the benefits of
gain scheduling were not worth the added complexity in this case. However, if the autopilot sys-
tem is extended to perform automatic take-offs, then gain scheduling is indeed recommended to
maximise performance and ensure stability over the extended airspeed range. Now that the indi-
vidual control loops have been developed and evaluated in a linear environment, the next chapter
will focus on the development of navigation algorithms (for the navigator), and the design of a
state machine responsible for high-level control of the autoland system.
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CHAPTER 6

Navigation and Landing Strategies

This chapter is focused on the development of navigation and landing algorithms designed to
maximise touchdown accuracy and ensure the safety of the aircraft. The first section deals with
a definition of the guidance axis system and subsequent waypoint navigation techniques. Land-
ing constraints are then investigated and consulted during the design considerations of the state
machine discussed in the final section. Controller sequencing is discussed in Section 6.2.3, where
the focus shifts towards the execution of the three landing techniques. The final section deals
with the development of a state machine responsible for actively sequencing the controllers and
monitoring important aircraft states.

6.1 Navigation

The guidance controller, discussed in Section 5.3.4, is responsible for guiding the aircraft along a
particular flight path consisting of predefined waypoints. This controller is designed to minimise
the cross-track distance between the aircraft’s current position and the straight-line segments that
connect the waypoints. The segment between two consecutive waypoints is known as the ground
track, whilst the perpendicular distance from the ground track to the current aircraft position is
known as the cross-track error. In summary, the purpose of the guidance controller is to guide the
aircraft along the ground track by minimising the cross-track error to zero. Each waypoint is fully
described by the following four parameters:

1. North position (m)

2. East position (m)

3. Altitude (m)

4. Airspeed (m/s)
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Given the positional information of the source and destination waypoints, the heading and length
of the ground track can be calculated from the diagram in Figure 6.1 using simple trigonometry.
The track heading ψtrack (relative to north) is calculated with,

tan ψtrack =
Edst − Esrc
Ndst − Nsrc

(6.1)

and the track length Ltrack is calculated with,

Ltrack =

√
(Ndst − Nsrc)

2 + (Edst − Esrc)
2 (6.2)

The cross-track error y is shown in Figure 6.1 along with the in-track distance x, which is the dis-
tance of the aircraft’s projection onto the track from the source waypoint. The navigation system
continuously calculates the cross-track error and the in-track distance with every iteration of the
control loop. An elegant way of calculating these is to define an auxiliary guidance axis system
with the origin at the location of the source waypoint, as shown in Figure 6.1. The XG-axis is
parallel to the ground track, pointing in the direction of the destination waypoint; the YG-axis is
perpendicular to the ground track; and the ZG-axis coincides with the ZE-axis of the inertial axis
system. Essentially, the guidance axis system FG(OGXGYGZG) can be obtained by rotating the in-
ertial axis system FE(OEXEYEZE) through the track heading angle ψtrack and shifting its origin to
the location of the source waypoint.

ψtrack

(Esrc, Nsrc)

(Edst, Ndst)

Destination

Source

Waypoint

Waypoint
−→
i guidance

−→
j guidance

x

(E, N)

yLtrack

N

E

Figure 6.1: Guidance axis system

To obtain both the cross-track and in-track distances, the aircraft’s position in the inertial frame
is simply transformed to the guidance axis system with the following rotation through ψtrack:x

y

 =

 cos ψtrack sin ψtrack

− sin ψtrack cos ψtrack

N − Nsrc

E− Esrc

 (6.3)

where N and E represent the north and east location of the aircraft in the inertial frame. It is then
intuitive that the y-component is simply the cross-track error and the x-component is the in-track
distance. To this end, an aircraft will fly directly over the ground track when its heading equals
ψtrack and the observed cross-track error is zero.

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 6. NAVIGATION AND LANDING STRATEGIES 110

A waypoint scheduler continually monitors the in-track distance and compares it with the
Ltrack distance so that a new destination waypoint is loaded when the old one is reached. In the
section on the design of the guidance controller, it was mentioned that the cross-track error rate
is strategically obtained from inertial velocity measurements to avoid explicitly differentiating the
cross-track error. With reference to Equation (6.3), cross-track error rate can be obtained from,

ẏ = −Ṅ sin ψtrack + Ė cos ψtrack (6.4)

where Ṅ and Ė represent inertially coordinated north and east velocity measurements respect-
ively.

The aforementioned navigation system works well for guiding the aircraft along straight-line
segments, but is incapable of following circular trajectories in its current state. If the navigation
algorithm could be extended to accurately navigate circular trajectories, like the one illustrated in
Figure 6.2a, there would be a significant improvement in lateral landing accuracy, as the amount
of overshoot that needs to be corrected during final approach would be minimised. A non-linear
guidance method developed by Park et al. [11] proposes a way of flying perfectly smooth circular
turns with minimal overshoot at the transition points.

The issue with this method, however, is that the designer is forced to accept any steady-state
errors resulting from the non-linear tracking algorithm. The advantage of using a linear controller,
like the one designed in this thesis, is that the designer is able to use linear control systems theory
to mitigate steady-state errors by introducing an integrator into the system. An alternative would
be to switch between the non-linear and linear navigation schemes when flying either circular
or linear trajectories, in an attempt to exploit the advantages of each. For the sake of system
predictability, it was later decided that it might not be a sensible idea to switch between linear
and non-linear navigation schemes during autonomous flight. Ultimately, a more predictable and
accurate navigator was developed, capable of executing smooth circular turns and performing
straight-line navigation with zero error in the steady state. The focus now shifts towards the
development of an accurate hybrid navigator.

WP1 WP2R

(a) Circular turn

Lv

Lh

L

Φ

(b) Circular turn force balancing

Figure 6.2: Circular turn development
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Consider an aircraft flying straight and level approaching WP1, ultimately heading towards
WP2, as shown in Figure 6.2a. In an ideal situation with no external disturbances, banking the
aircraft at a predetermined angle Φt would cause it to enter into a constant turn rate and complete
the circular turn with perfect accuracy. The bank angle required to complete a circular trajectory
of radius R can be calculated by relating the individual lift components, depicted in Figure 6.2b,
to centripetal and gravitational forces. With reference to Figure 6.2b, it is clear that,

tan Φ =
Lh
Lv

(6.5)

Furthermore, centripetal force is given by,

C f = m
V2

R
(6.6)

where m is the mass of the aircraft, V is its velocity, and R is the radius of the circular trajectory.
Since the centripetal force acts in the lateral direction,

Lh = C f (6.7)

so that,

Lh = m
V2

R
(6.8)

The vertical component of lift should equal the gravitational force acting on the aircraft in order
to maintain a constant altitude throughout the turn,

Lv = mg (6.9)

where g is the gravitational acceleration constant. Substituting Equations (6.8) and (6.9) into (6.5)
and solving for Φ yields,

Φ = arctan
V2

gR
(6.10)

which is known as the angle of bank formula. This formula is used to determine the amount of
bank angle required to complete a circle of radius R with perfect accuracy in ideal situations. Real-
istically, however, disturbances would cause the aircraft to deviate from the circular trajectory if
feedback control was not used to mitigate the effects. To this end, it can be concluded that this
method of executing circular turns works perfectly in ideal situations, but is incapable of correct-
ing cross-track errors resulting from inevitable external wind disturbances and sensor biases.

An alternative method would be to use the same guidance controller for both straight-line
tracking and circular turn navigation by simply altering the cross-track error calculation algorithm.
For the straight-line segments, Equation (6.3) would be used to calculate both the in-track distance
and the cross-track error, as previously discussed. For a circular turn trajectory, Pythagoras’s the-
orem would be used to calculate the cross-track error by obtaining the radial distance from the
point of rotation to the current aircraft position, as shown in Figure 6.3. Each circular turn in the
waypoint list is fully described by the following three parameters:

1. North position of circle centre (m)
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2. East position of circle centre (m)

3. Turn radius (m)

With reference to Figure 6.3, it is simple enough to show that,

Rpos =

√
(N − Ncr)

2 + (E− Ecr)
2 (6.11)

Cerr = Rpos − R (6.12)

where N and E represent the aircraft’s position in the inertial frame, Ncr and Ecr represent the
circular turn centre coordinates, R represents the intended turn radius, and Cerr represents the
observed cross-track error.

WP1 WP2
R

(Ecr, Ncr)

(E, N)

Rpos

Cerr

Figure 6.3: Circular turn cross-track calculation

Calculating the cross-track error using Equations (6.11) and (6.12) enables the navigation sys-
tem to follow an accelerating reference command, characteristic of a circular trajectory. It can
be seen from the closed-loop transfer function of Equation (5.233) that the guidance controller
is a type 2 system, and will therefore follow an accelerating reference with a constant, non-zero
steady-state error. As mentioned in Section 5.3.4, the guidance controller is augmented with a
limited integrator to compensate for inevitable roll angle biases resulting from IMU mounting off-
sets. However, this integrator is only able to compensate for roll angle biases that are less than
4◦, and is therefore incapable of completely minimising the additional steady-state error caused
by an accelerating reference input. As a result, the aircraft will follow a circular trajectory with a
constant steady-state offset.

Up to this point, three methods of circular trajectory tracking have been discussed. The advant-
ages and disadvantages associated with each technique are summarised in Table 6.1 for further
perusal. Ultimately, the best performance was obtained when methods 2 and 3 were combined
in such a way that the advantage of method 2 negates the disadvantage of method 3 and vice
versa. This involved calculating the cross-track error using Equation (6.12), and minimising the
steady-state error by feeding forward the expected bank angle obtained from Equation (6.10). The
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Table 6.1: Advantages and disadvantages of various circular turn navigation methods

No. Method Advantage Disadvantage

1 Non-linear
guidance logic

Circular trajectory tracking with
zero steady-state error

No integrator to compensate for
sensor biases

2 Standard turn
rate formula

Circular trajectory tracking with
zero steady-state error

Incapable of minimising steady-
state error if blown off course

3 Circular cross-
track reference

Capable of correcting steady-
state error if blown off course

Steady-state error when follow-
ing a circular trajectory

feed-forward roll angle term minimises the steady-state error by reducing the amount of roll angle
that the guidance controller integrator would ultimately have to provide. After the expected bank
angle has been fed-forward, the guidance controller only needs to make small corrections from
the new set point to compensate for external disturbances. This hybrid navigation technique ex-
hibits strong disturbance rejection characteristics, and allows for circular trajectory tracking with
zero error in the steady state. Figure 6.4 shows a comparison between method 3 and the hybrid
technique.
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Figure 6.4: Circular turn method comparative trajectory plot. The trajectories depicted in this
figure are obtained from the non-linear simulation environment discussed in Chapter 7.

It is clear from Figure 6.4 that executing circular turns is beneficial for cross-track error min-
imisation and significantly improves landing accuracy. The red trajectory shows a typical flight
path when no circular turn method is executed - the large overshoot in cross-track error is the
main reason that circular turn methods are investigated in such detail here. The green trajectory
shows a typical flight path when using method 3 to navigate the circular turn. It is apparent that
there is a finite, non-zero offset between the aircraft and the intended circular trajectory, denoted
by the dashed lines. It is clear that the hybrid method, depicted by the blue trajectory, exhibits the
best all-round performance, as it is able to compensate for external disturbances, and is capable of
tracking both circular and linear trajectories with zero error in the steady state.
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6.2 Crosswind Landing Techniques, Limitations and Constraints

Landing an aircraft in adverse weather conditions is not a trivial task, even for experienced pilots.
The unpredictability of wind gusts and turbulence often complicates the landing procedure. Pilots
make use of various landing techniques, each with their own advantages and disadvantages, that
they employ during final approach to mitigate the associated risks. More specifically, for an air-
craft to land in the presence of crosswind, two conditions must generally be met. Firstly, the flight
path should be aligned with the runway to ensure lateral landing accuracy. Secondly, the lon-
gitudinal axis of the aircraft (heading) should be aligned with the direction of travel to minimise
landing gear side-loads. Furthermore, the final approach needs to be altered somewhat to allow
for a safe and successful landing in crosswind conditions. Two primary approach methods are
typically employed by pilots when aligning the flight path with the runway, namely the crabbed
approach and the sideslip or low-wing approach.

6.2.1 Approach Methods

An aircraft approaching the runway in a crabbed configuration relies on the use of thrust to
counter the drag force induced by the incident flow, as seen in Figure 6.5. This is the most natural
configuration for the aircraft, since there are no yawing moments or side forces due to sideslip that
need to be countered with the rudder. Furthermore, the natural directional stability of the aircraft
ensures that its longitudinal axis is aligned with the incident flow so that β = 0. To this end, it can
be seen that the flight path points due north, in the direction of a fictitious runway, as it follows
the terminal glideslope during a landing approach. From the rear view, it is clear that the aircraft
is flying wings-level (Φ = 0), and that the force of lift is coordinated vertically to cancel the force
of gravity.

Top View

Thrust

Flight Path

Incident Airflow

Rear View

Drag

Lift

Weight

Crosswind Direction

β = 0
Φ = 0

Figure 6.5: Force and moment diagram associated with the crabbed approach

An aircraft approaching the runway in a low-wing configuration aligns the flight path by bank-
ing in the direction of the crosswind, as seen in Figure 6.6. This results in the aircraft tracking the
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glideslope with its heading aligned with the runway and a residual, non-zero bank angle to can-
cel the crosswind component, hence the name low-wing approach. It is clear from the figure that
an aircraft flying in a slip (non-zero sideslip, β 6= 0) experiences additional forces and moments.
The rudder produces a yawing moment to cancel the opposing yawing moment resulting from a
non-zero sideslip angle β. However, the rudder side force is not sufficient to cancel the opposing
side force due to sideslip, and it is therefore necessary to fly at a non-zero bank angle (Φ 6= 0) to
coordinate some of the gravitational force (weight) laterally in accordance with,

FBmg
= mg cos Θ sin Φ (6.13)

where FBmg
is the lateral component of the gravitational force coordinated in the body axis, whilst

m and g represent aircraft mass and gravitational acceleration respectively. The ailerons produce
a rolling moment that counters the opposing dihedral rolling moment to keep the aircraft flying
with the upwind wing low. Furthermore, it can be seen from Figure 6.6 that the component of
drag along the longitudinal axis is mitigated with thrust. It can be concluded that the body axis
forces and moments are in a state of equilibrium, resulting in the alignment of the flight path due
north and in the direction of our fictitious runway.

Top View

Incident Airflow
Thrustβ 6= 0

Drag

Flight Path

Sideslip Yawing Moment

Rudder Yawing Moment

Lift

Weight

Aileron Rolling Moment

Dihedral Rolling Moment

Φ 6= 0

Rudder Side Force

Sideslip Side Force

Weight Side Force

Rear View

Crosswind Direction

Weight Side Force

mg

mg cos Θ sin Φ

Figure 6.6: Force and moment diagram associated with the low-wing approach

6.2.2 Crosswind Limitations

Approaching the runway in a low-wing configuration demands significant actuator authority due
to the inherent sideslip forces and moments that need to be countered. This places severe limita-
tions on the maximum crosswind magnitude that a particular aircraft can handle. The main limit-
ing factor is the amount of rudder authority available to generate an opposing yawing moment to
keep the aircraft flying in a slip. The maximum allowable crosswind component for a low-wing
approach can be approximated by comparing the aerodynamic coefficients that quantify yaw stiff-
ness with the effectiveness of the rudder in creating an opposing yawing moment. The following
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derivation is used to determine the crosswind limitations associated with a low-wing approach:

ε =

∣∣∣∣∣CnδR

Cnβ

∣∣∣∣∣ (6.14)

= 1.3079

Noting that the maximum allowable rudder deflection angle is limited to 12◦, and allowing a 4◦

buffer for gust alleviation so that δRmax
= 8◦, the maximum AoSS (βmax) can be calculated as,

βmax = εδRmax
(6.15)

= 10.4632◦

Equation (3.16) can then be used to determine the maximum allowable 90◦ crosswind component
as a function of airspeed for a low-wing approach,

Vmax = V̄Tsin βmax (6.16)

= 3.2689 m/s

where V̄T is the trim airspeed of 18 m/s. Ignoring the effects of turbulence and wind shear for
comparative purposes, crosswind limitations for a crabbed approach are directly related to the
amount of thrust available to keep the aircraft flying with a non-zero ground speed. With reference
to Equation (6.17), it is apparent that V̄T should be larger than Vwind so that Vground > 0,

Vground = V̄T + Vwind (6.17)

where Vground denotes ground speed and Vwind denotes wind speed coordinated in the inertial
frame, with a headwind defined as negative. The amount of thrust required for a specific airspeed
can be obtained using the Newton-Raphson method, described in Chapter 4. Noting that the
maximum available thrust for this particular aircraft is limited to 40 N, and allowing 5 N for
gust alleviation so that Tmax = 35 N, the maximum attainable trim airspeed was calculated as
V̄max = 25.77 m/s. This particular aircraft could theoretically fly at a trim airspeed of V̄max to
counter a wind of magnitude Vwind so that Vground > 0. In reality, however, the effects of turbulence
and wind shear would limit safe operation long before engine thrust became the limiting factor.
Nevertheless, the limitations associated with a low-wing approach are still more restrictive than
those associated with a crabbed approach.

6.2.3 Landing Techniques

It is clear from the preceding analysis that the crabbed approach is more effective in dealing with
stronger crosswind magnitudes. The problem with this approach, however, is the amount of head-
ing angle error between the aircraft and runway (crab angle), especially when landing in severe
crosswind conditions. Landing with large crab angles imposes extreme side-loads on the landing
gear, which significantly increases the chances of loss of directional control, and could result in
structural damage to the airframe. Landing on dry runways with large crab angles will cause the
aircraft to deviate violently from the touchdown point and usually results in a ground loop. It
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is for this particular reason that large commercial aircraft (Boeing and Airbus) are not advised to
touch down with crab angles larger than 5◦ [8]. Pilots will therefore make use of two specific tech-
niques to align the aircraft’s longitudinal axis with the runway before touchdown, and essentially
minimise the crab angle to reduce side-loading and mitigate the risk of runway excursion events.

The de-crab landing technique, depicted in Figure 2.2a, involves flying most of the final ap-
proach in a crabbed configuration (Figure 6.5) before minimising the crab angle during the flare
phase. If timed correctly, the aircraft will touch down with an acceptable crab angle and a slight
roll angle due to the differential lift from the yaw rate perturbation. The low-wing landing tech-
nique, depicted in Figure 2.2b, involves flying the length of the glideslope in a sideslip configura-
tion (Figure 6.6) with the aircraft’s longitudinal axis aligned with the runway. Ideally, touchdown
will occur with zero crab angle and with the upwind main wheel first. Establishing the sideslip
early in the approach allows more time to determine the required control inputs and to minimise
the crab angle. Using this method causes an increase in drag, and therefore requires pitch and
power setting adjustment to maintain the appropriate airspeed and approach path.

It is indeed possible to make use of a combination of the three landing techniques to mitigate
the disadvantage of one with the advantage of another. Consider an aircraft on final approach
flying in the presence of a crosswind. Instead of completely minimising the crab angle at the start
of the glideslope, Ψcrab is reduced to a point where the rudder still has enough authority for ef-
fective gust alleviation.1 The aircraft now approaches the runway in a quasi-crabbed, low-wing
configuration, and is therefore able to handle stronger crosswind magnitudes whilst still operating
within the bounds of linear control systems theory. If the heading angle error is still larger than 5◦

near the landing point, the remaining rudder authority can be used to de-crab the aircraft before
touchdown occurs. The advantage of using this hybrid landing technique is twofold. Firstly, the
heading controller will command smaller rudder deflections during the final approach, since there
is less slip to maintain. This results in improved gust alleviation characteristics, as the FCS now
has additional rudder authority at its disposal, and is able to use engine thrust to counter cross-
wind disturbances more effectively. Secondly, the de-crabbing manoeuvre only needs to minimise
around 5◦ of the crab angle, which significantly decreases the risk of over-aggressive manoeuvres
near the ground. This hybrid landing method can be used when crosswind limitations for a low-
wing approach (shown in Equation (6.16)) are exceeded.

For each of the three landing techniques (crabbed, de-crab, and low-wing), it is imperative that
the aircraft’s roll angle be adequately maintained after touchdown. Consider an aircraft taxiing
along the runway in crosswind conditions. The upwind wing will experience a greater lift force
due to the increased angle of attack compared to the downwind wing. If this differential lift is left
uncorrected, it is possible for the upwind wing to be raised high enough to cause the downwind
wing to strike the ground.2 It is also important that the final approach be flown at an accept-
able landing airspeed Vland to avoid ballooning and Pilot-Induced-Oscillations (PIO) in the case
of an RPV. In the case of an autoland system, large deviations from the trim airspeed will cause
over-actuation (or under-actuation), and result in oscillatory behaviour if gain scheduling is not
employed. To this end, it is apparent that the landing constraints imposed by various practical
limitations should be investigated in order to minimise the risk of FCS failure and to ensure a safe

1A 4◦ buffer was chosen.
2Commonly referred to as wingstrike.
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and successful crosswind landing.

6.2.4 Landing Constraints

An important state to monitor is the rate of descent (sink rate) that the aircraft experiences during
a typical landing approach. The rate of descent, coordinated in the inertial frame, is calculated as
follows:

Ḋ = Vground sin γ (6.18)

where Ḋ, Vground, and γ represent sink rate, ground speed, and glideslope angle coordinated in the
inertial frame respectively. During a flare manoeuvre, the nose of the aircraft is raised, slowing
the rate of descent, and allowing for a low-impact touchdown. Flaring during the final phase
of landing, however, will cause the aircraft to float past the origin of the imaginary glideslope
trajectory, resulting in degraded down-range landing accuracy. In order to maximise accuracy, it
was decided that a flare would not be initiated even though this would result in increased strain on
the airframe upon touchdown. A typical glideslope angle for a manned aircraft is γ = 3◦, which
equates to a sink rate of Ḋ = 0.837 m/s in accordance with Equation (6.18) for a ground speed
Vground = 16 m/s. It was decided that a steeper glideslope angle of γ = 4◦ would be adopted to
minimise down-range landing inaccuracies resulting from glideslope tracking offsets. The steeper
glideslope angle increases the sink rate from 0.84 m/s to 1.11 m/s and will therefore increase the
force of impact upon touchdown. Considering these design decisions, it is important to determine
if the airframe undercarriage is capable of handling the increased impact force. To this end, it is
necessary to derive a simple formula that relates impact velocity to initial drop height. Consider
an object released from an initial state of rest a distance h0 above the ground. The object’s vertical
acceleration is given by,

ḧ = g (6.19)

Integrating once to obtain vertical velocity yields,

ḣ = ḣ0 + gt (6.20)

and integrating once more to obtain vertical distance travelled yields,

h = h0 + ḣ0t +
1
2

gt2 (6.21)

The aim now is to derive a function that relates the height from which an object was dropped to
its vertical impact velocity for the purpose of a more intuitive comparison. Since the object was
released from a state of rest, the initial vertical velocity is zero (ḣ0 = 0). Evaluating Equation (6.21)
at the point of impact where h = 0, and rewriting so that h0 is the subject of the formula yields,

h0 = −1
2

gt2 (6.22)

Rewriting Equation (6.20) so that t is the subject of the formula, noting that ḣ0 = 0, and substituting
into Equation (6.22) yields,

h0 =
ḣ2

2g
(6.23)
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which can be used to determine the approximate height from which an object was dropped, given
its impact velocity. Based on this derivation, a sink rate of 1.11 m/s is comparable to dropping the
aircraft from a height of 6.35 cm, which is considered acceptable for the aluminium landing gear on
the test vehicle. In the same way that the glideslope angle (γ) is constrained by physical aircraft
limitations, the glideslope length (dg depicted in Figure 6.9) is constrained by certain practical
limitations. Perhaps the most significant limitation regarding approach distance is the fact that the
aircraft is required to remain within Visual Line Of Sight (VLOS). This ensures that the safety pilot
is able to assume total control at any point and bring the aircraft back to a stable flight condition.
Keeping the aircraft in VLOS will also ensure that all RF communication links remain solid and
unhindered by occlusions. In light of this, it was decided that the maximum allowable distance
would be limited to 500 m, which resulted in a glideslope distance dg = 250 m so that the initial
250 m could be used to settle the inherent cross-track error before commencing the descent.

In Section 6.2.3, a phenomenon known as wingstrike was discussed, which is a result of land-
ing with excessive bank angles. Similarly, excessive pitch angles (during overaggressive flares,
for example) could result in tailstrike, and ultimately cause the nose wheel to violently impact the
ground following a counter-rotation. With reference to Figure 6.7, the maximum pitch and roll
angles upon touchdown can be calculated as follows:

Θmax = arctan
(

ht
lt

)
(6.24)

Φmax = arctan
(

hw
lw

)
(6.25)

where ht, lt, hw, and lw represent the effective lengths from the pivot point (main landing gear) to
the tail and wingtip respectively.

Θmax Φmax
lt

ht

lw

hw

Figure 6.7: Maximum bank and pitch angle visualisation

In order to maximise landing accuracy, additional landing constraints were imposed on the
amount of acceptable cross-track (lateral) and in-track (longitudinal) deviations observed during
final approach. In order to land within a 1.5 m radius circle (primary objective), the maximum
allowable cross-track error is simply constrained to y < 1.5 m, whilst the in-track error is highly
dependent on glideslope tracking accuracy and the corresponding glideslope angle γ. Achieving
the specified longitudinal landing accuracy requires that the maximum altitude deviation from
the glideslope reference trajectory be constrained to,

herr < 1.5 tan γ (6.26)

< 10.5 cm
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Table 6.2 provides a summary of the landing constraints discussed in this section. It is intuit-
ive that the corresponding variables should be closely monitored by the FCS during an autoland
approach to ensure a safe and accurate landing. If at any point during the final approach one
or more of the constraints are violated, the FCS should automatically abort the landing and ex-
ecute a go-around. This sort of continuous hierarchical monitoring and decision-making is best
implemented by a state machine.

Table 6.2: Landing constraints

Description Symbolic Constraint Units

Airspeed 15 < Vland < 18 m/s

Sink Rate Ḋ < 1.5 m/s

Crab Angle Ψcrab < 5 deg

Pitch Angle Θmax < 9 deg

Roll Angle Φmax < 23 deg

Cross-track Error y < 1.5 m

Altitude Error herr < 10.5 cm

6.3 State Machine

This section details the design of a state machine responsible for risk mitigation through continu-
ous hierarchical monitoring and effective controller sequencing. The state machine is comprised
of six states that represent the various FCS modes of operation, shown in Figure 6.8. The FCS is
initialised in the RC Pilot state, where the safety pilot has total control over the aircraft. A two-way
switch on the safety pilot’s remote initiates a transition to the Waypoint Navigation state, where the
aircraft is fully controlled by the FCS as it autonomously navigates a predefined circuit. When
a landing flag is activated from the ground station (discussed in Chapter 8), the FCS will enter
the Final Approach state before commencing the final descent. The state machine ensures that the
altitude error herr is within bounds before transitioning to the Glideslope Tracking state, where the
aircraft starts to track the terminal glideslope. The Pre-landing state can be thought of as the last
line of defence for the autoland system, and it is therefore imperative that all safety criteria be well
within specification before committing to the landing. As can be seen from Figure 6.8, the state
machine will only transition to this state when the altitude error, cross-track error, sink rate, and
airspeed denoted by herr, y, Ḋ, and V̄ respectively are all within their individual bounds. Note
that the constraints have been made more stringent than those shown in Table 6.2. If any of these
variables are outside of the predefined bounds, the FCS will automatically abort the landing and
return to the waypoint navigation state. Furthermore, the ground station operator is able to set a
pseudo-landing flag, which forces the FCS to abort the landing procedure regardless of whether
the necessary criteria has been satisfied or not. When the landing gear makes contact with the run-
way surface, an acceleration spike D̈ in the ZB-axis larger than 20 m/s2 will trigger a transition to
the Landed state and activate the runway controllers as necessary. This transition will only occur
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if the altitude measurement h is less than 0.5 m to prevent premature runway controller activa-
tion. In addition to activating the runway controllers after touchdown, the state machine is also
responsible for:

1. Setting the throttle command to zero

2. Disabling the longitudinal flight controllers and setting the elevator to a predetermined off-
set

3. Disabling the roll rate controller integrator to prevent inevitable wind-up

4. Disabling the in-flight guidance controller and setting the roll angle command to zero. This
is to prevent crosswind gusts from lifting the upwind wing and causing wingstrike

5. Disabling the LSA controller and changing the source of the rudder command to be driven
by the runway controllers for improved ground control efficiency

Ideally the safety pilot will only need to toggle the RCswitch and transition to the RC Pilot state once
the aircraft has come to a complete stop on the runway.

Waypoint Navigation

Decision
1

Final Approach

Glideslope Tracking Pre-landing

Landed

RC Pilot Land Flag == True

|herr| < 1 m

APswitch == True

RCswitch == True

Decision
2

Decision
3

Decision
4

Decision
5

Decision
6

Yes

Yes

Yes

Yes

Yes

Yes

No

No

No

No

No

No

15 < V̄ < 17 m/s
Ḋ < 1.4 m/s
Ψcrab < 5◦

Θ < 6◦

|Φ| < 8◦

y < 1.5 m
|herr| < 0.1 m

Decision 1

D̈ < −20 m/s2

h < 0.5 m

Key:

Decision 2

Decision 3

Decision 4

Decision 5

Decision 6

Figure 6.8: Landing state machine architecture.

It is important to note that the heading controller is responsible for executing both the de-crab
and low-wing landing techniques. The difference between these two techniques lies primarily in
the activation time of this particular controller. In addition to ensuring aircraft safety during land-
ing, the state machine is also responsible for effectively sequencing the heading controller to ex-
ecute each of the three crosswind landing techniques, as shown in Figure 6.9. The crabbed landing
technique involves touching down in a crabbed configuration (non-zero crab angle), and therefore
the heading controller is not activated at any stage of the descent. It can be seen from Figure 6.9
that the heading controller is activated towards the end of State 3 (Pre-landing) when executing
the de-crab manoeuvre. The height hd at which the de-crab manoeuvre should be executed is
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calculated dynamically using the heading controller time constant and the average ground speed
measured during State 2. Consider an aircraft tracking the glideslope with a ground speed of
Vground and a heading controller time constant τh. It is then intuitive that the heading controller
should be activated at least a distance,

dd = Vgroundτh (6.27)

from the touchdown point to ensure enough time for effective crab angle minimisation. It can also
be seen from Figure 6.9 that when executing a low-wing landing, the heading controller is activ-
ated at the beginning of State 2 (Glideslope Tracking), a distance dg from the intended touchdown
point. This ensures that the aircraft tracks the terminal glideslope with its heading aligned with
the runway and a residual bank angle to counter the crosswind forces. Furthermore, it is clear
from the figure that a transition to State 3 occurs at a distance dt from the intended touchdown
point. Since State 3 is the last abort state, it is imperative that the abort altitude ht be large enough
to allow for a safe change in trajectory if the landing is indeed aborted.

γ

Waypoint
Navigation

State 1:
Final

State 2:
Glideslope

Approach Tracking

State 3:
Pre-landing

State 4:
Landed

Touchdown

Rollout

hg

ht

Low-wing
Activation

De-crab
Activation

hd

Abort

dddtdg

Long Final Short Final

Figure 6.9: Illustration of the state transitions and controller activation intervals. Table 6.3
provides the typical numeric values associated with this figure.

6.4 Summary

In this chapter, the navigation system responsible for generating the cross-track error signal re-
quired by the guidance controller was developed. The conventional navigation algorithm was
extended to include circular turn tracking capabilities, where the focus was to improve lateral
landing accuracy by minimising the apparent cross-track error when traversing the base leg turn
during a typical landing approach. This was then followed by an investigation into three cross-
wind landing techniques and an evaluation of their associated constraints. The requirement for
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effective controller sequencing led to the development of a state machine responsible for driving
the autoland system, and for ensuring the aircraft’s safety through continuous hierarchical monit-
oring. This chapter marks the end of the theoretical development of the autopilot system, and the
focus now shifts towards the evaluation thereof through non-linear simulation and practical flight
testing.

Table 6.3: Typical landing parameters used for practical autopilot verification

Symbol Numeric Value Units

hg 17.5 m

ht 5 m

hd Dependent on Vground m

dg 250 m

dt 71.50 m

dd Dependent on Vground m

γ 4 deg
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CHAPTER 7

Non-linear Simulations

In this chapter, the development of a simulation environment used for both software-in-the-loop
(SIL) and hardware-in-the-loop (HIL) simulations is discussed. An overview of the environment
architecture is first defined before a detailed analysis of the design is conducted for each of the con-
stituent components. This chapter will cover the implementation of a non-linear aircraft model,
the actuator and sensor models, wind models, a ground effect model as well as the non-linear
ground model necessary for evaluating runway controller performance. Simulation results will
be compared to the design requirements of Chapter 5 in order to evaluate controller performance
and system fidelity on the non-linear aircraft model.

7.1 Simulation Environment

In order to evaluate system performance in its ability to land the aircraft accurately under adverse
weather conditions, a high-fidelity MATLAB/Simulink simulation environment was developed.
The control and navigation algorithms developed up to this point first needed to be verified
through non-linear simulations if success is to be achieved in a minimum number of flight tests.
The control algorithms in particular were designed based on linearised aircraft dynamics, and it
was therefore imperative that these algorithms be thoroughly simulated in a non-linear environ-
ment that better describes the various non-linearities associated with flight mechanics. Figure 7.1
shows the simulation environment used for both SIL and HIL non-linear simulations.

7.1.1 Aircraft Model

The non-linear aircraft model is comprised of four components that contribute to the total forces
and moments acting on the aircraft. The most complex of these components is the aerodynamic
model, which essentially describes the aircraft’s ability to overcome gravity and drag, allowing it
to manoeuvre through the air as desired. A mathematical development of the full non-linear aero-
dynamic model was discussed in Section 3.4.2, where special mention of the aerodynamic stability
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Figure 7.1: High-fidelity simulation environment

and control coefficients was made. These coefficients were obtained using AVL and incorporated
into a Simulink block diagram describing the non-linear aerodynamic contributions as a function
of the current aircraft state.

Some additions were made to the aerodynamic model to better represent real-world phenom-
ena, and to develop a more complete environment for high-fidelity simulations. The most influ-
ential of these additions was a ground effect model that was added to the aerodynamic forces and
moments block. In order to explain the ground effect phenomenon, it is first necessary to describe
the formation of wingtip vortices that are apparent when a wing produces lift as it flies through
the air. Lift is generated by creating a region of high pressure below the wing root and a region of
low pressure above. A cambered wing exaggerates this effect by increasing the distance that air
has to travel above the wing and decreasing the distance below. Since the air above the wing is
at a lower pressure, the high-pressure air from below curls around at the wingtip in a vortex-like
fashion, causing the lower-pressure air above to partially separate from the wing. Wingtip vor-
tices are associated with lift-induced drag and the imparting of downwash, and are a fundamental
consequence of three-dimensional lift generation [42].

When an aircraft in flight comes within several feet of the earth’s surface, ground or water, a
change occurs in the three-dimensional flow pattern around the wing [43]. The earth’s surface has
the effect of reducing the wing’s upwash and downwash, and the formation of wingtip vortices
by preventing them from curling around at the wingtips. Figure 7.2 illustrates the distortion of
these aerodynamic phenomena when the aircraft is near the ground and is said to be in ground
effect. The reduction of wingtip vortices due to ground effect alters the spanwise lift distribution
and reduces the induced drag and induced AoA [43]. A wing that is influenced by ground effect
will therefore require a lower AoA to produce the same amount of lift. It is then intuitive that if the
AoA is maintained, the wing will produce more lift than it would have in the absence of ground
effect. To incorporate this effect into the aerodynamic model, a simple multiplier was introduced
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Figure 7.2: Effect of the earth’s surface on aerodynamic phenomena

into the calculation of the CL and CD coefficients. When the aircraft is in ground effect, the lift and
drag coefficients become,

CL = GL(h)CL (7.1)

CD = CD0
+ GD(h)

(
C2

L
πAe

)
(7.2)

where GL(h) and GD(h) represent gains that vary with altitude and are given by Hull [44] as,

GL(h) = 1.0 + (0.00211− 0.0003(A− 3.0))e5.2(1−h/b) (7.3)

GD(h) = 1.111 + 5.55
(

h
b

)
−

√
29.8

(
h
b
+ 0.02

)2

+ 0.817 (7.4)

where h is the aircraft’s altitude Above Ground Level (AGL), A is the aspect ratio of the wing, and
b is the wing span. It should be noted that the equation for GD(h) is valid for h < 0.9b, otherwise,
GD(h) = 1. Figure 7.3 shows the variation in GL and GD as a function of the h/b ratio. It is
apparent that there is a simultaneous increase in lift and reduction in drag when the aircraft is in
ground effect (h/b < 1). It is also apparent that both GL(h) and GD(h) tend towards unity when
out of ground effect (h/b > 1). This is an important real-world phenomenon to model, especially
in this thesis, since it has a significant effect on landing accuracy. The aircraft will tend to “float”
whilst in ground effect, and possibly overshoot the intended landing position if the controllers are
not responsive enough to minimise the effects before touchdown.

The gravitational model, discussed in Section 3.4.3, was also implemented as a Simulink block
diagram to model its contribution to flight dynamics. A uniform gravitational field, acting at the
aircraft’s centre of mass, was assumed - this assumption results in only a single force acting in
the ZE-axis with no moments produced by gravity. The thrust model, discussed in Section 3.4.4,
was modelled as a simple first-order delay and produces only a single force along the XB-axis
passing directly through the centre of mass. All torques produced by aerodynamic phenomena
and gyroscopic effects have been ignored, and thus no moments are generated by the thrust model.
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Figure 7.3: Multiplier for lift and drag coefficient in ground effect, where h denotes altitude and b
denotes wing span

7.1.2 Actuator and Sensors Models

Actuator and sensor models were included into the environment to improve simulation fidelity
and to incorporate practical limitations into the system. Band-limited white noise was added to
each of the sensors to model sensor noise according to manufacturer guidelines and component
datasheets. A random seed was generated to ensure that the sensor noise for every simulation is
initialised with a new seed and therefore a new initialisation point. Sensor biases, quantisation,
and bandwidth limitations were also incorporated into the models to more accurately simulate the
characteristics of actual sensors. GPS delay of 100 ms was added to the model, as per manufacturer
guidelines. This delay provides a more accurate representation of practical GPS update rates,
and the inclusion thereof resulted in a more realistic evaluation of controller robustness. GPS
drift and random walk were also included in the sensor model, although it was found that the
amount of drift was negligibly small when using the GPS in differential mode. A simple first-
order delay with saturation and backlash was used to model the high-speed servos that deflect
the aerodynamic control surfaces through a system of linkages.

7.1.3 Runway Model

A non-linear runway model, developed by Roos [4], was included in the simulation environment
to model the interaction between the aircraft and the runway surface. This model is essential
for runway controller performance evaluation and for determining the landing position from the
observed acceleration spike upon touchdown. Roos’s runway model was developed for a three-
wheeled aircraft with a tricycle undercarriage, characteristic of the test vehicle used in this thesis.
There are three types of forces that act on the aircraft due to the runway, namely friction forces,
cornering forces, and normal forces.

Longitudinal friction forces act on the aircraft due to the rolling resistance between the tyre
and the runway surface. Friction between the wheel hub and the axle on which it rotates also
contributes to the total longitudinal friction forces. Cornering forces are defined as the lateral
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forces acting on the aircraft due to interaction with the runway surface. Roos [4] defines the slip
angle (α) of a wheel as the angle between the direction of travel and the heading direction of the
wheel. The slip angle and cornering forces of the nose wheel are responsible for generating a
yawing moment about the CG to effectively manoeuvre the aircraft whilst taxiing. Normal forces
acting on the aircraft are a result of the reaction forces between the runway surface and the wheels.
These forces are of major importance, since both the frictional and cornering forces are modelled
as being directly proportional to the normal force at each point of contact. As the aircraft gains
airspeed along the runway, lift generated by the wings will reduce the reaction force on the wheels,
subsequently minimising cornering forces and reducing the effectiveness of nose wheel steering.

7.1.4 Wind Model

With a focus on accurate crosswind landing, this thesis requires the development of a high-fidelity
atmospheric model for realistic FCS performance evaluation through extensive SIL and HIL simu-
lations. There are three types of disturbances that the atmospheric model is capable of generating,
namely wind gusts, turbulence, and vertical wind shear. The atmospheric model was created as
a Simulink block with airspeed, altitude, and DCM as dynamic inputs to the system. The model
then generates wind velocities and angular rates coordinated in the body axis, which are added
to the current aircraft states before being propagated through the aforementioned aerodynamic
model. Wind azimuth (Ψw) and elevation (Θw) are specified in the inertial frame, with Ψw ranging
from 0◦ north to 360◦ in a clockwise rotation, whilst Θw ranges from 0◦ parallel with the horizon
to 90◦ perpendicular to it, as shown in Figure 7.4. Each of the aforementioned wind disturbances
can be enabled and characterised independently, which allows for the creation of very specific
atmospheric conditions.

N

S

EW

Ψw

Θw
Horizon

Vwind
Vwind

Figure 7.4: Wind model direction definitions

7.1.4.1 Gust Model

The gust model generates a disturbance following a “1-cosine” profile during the build-up phase,
and an inverted “1-cosine” profile during the fade-out, as shown in Figure 7.5. A mathematical im-
plementation of the gust model is derived from the military specification MIL-F-8785C [45], with
slight modifications to cater for a fading gust response. The modified mathematical representation
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is given by the following piecewise function:

Vgust =



0 t < ts
Vm
2 (1− cos(πx

dm
)) 0 ≤ x ≤ dm

Vm x > dm, x < (dm + ds)
Vm
2 (1 + cos(πx

dm
)) (dm + ds) ≤ x ≤ (2dm + ds)

0 x > (2dm + ds)


(7.5)

where Vm is the maximum gust amplitude, x is the distance travelled by the aircraft, dm is the gust
build/fade distance, t is the elapsed simulation time, ts is the gust start time, ds is the distance at
maximum magnitude before fade-out, and Vgust represents the resultant gust model output.

7.1.4.2 Turbulence Model

Atmospheric turbulence is perhaps the most difficult to model, as it introduces both linear and
angular rates into the system. Atmospheric turbulence is realised by passing band-limited white
noise with unit variance through shaping filters to achieve either the Dryden or Von Kármán
spectral forms. The Dryden implementation gives an approximation of the actual turbulences,
although an accurate filter can be defined to realise the results. The Von Kármán implementation,
on the other hand, describes turbulence characteristics more accurately, but only an approximated
filter can be defined. The mathematical implementation of the turbulence model is derived from
the military specification MIL-HDBK-1797 [46] which describes turbulence as a stochastic process.
The filter forms are derived from the spectral square roots of the spectrum equations summarised
in Appendix E.

7.1.4.3 Wind Shear Model

Vertical wind shear describes the wind intensity as a function of altitude and the physical charac-
teristics of the underlying terrain. The concept of wind shear was introduced in Chapter 4, where
its effect on aircraft stability was discussed in detail. Figure 7.6 shows the mean wind shear pro-
file as a function of altitude. A mathematical implementation of wind shear is derived from the
military specification document MIL-HDBK-1797 [46] in the following form:

ushear = u20

ln( h
z0
)

ln( 20
z0
)

3 ft < h < 1000 ft (7.6)
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Figure 7.6: Wind shear profile

where ushear is the mean wind speed, h is the current aircraft altitude, u20 is the measured wind
speed at an altitude of 20 feet above the surface, and z0 is a constant dependent on the flight phase.
The flight phase constant z0 is equal to 0.15 for category C flight (take-off, approach, and landing)
and 2.0 for all other phases of flight.

7.1.5 Navigation and Flight Control

The flight control system, state machine logic, and supporting navigation algorithms discussed in
Chapters 5 and 6 were written in C code and implemented as S-functions running on the simula-
tion computer. Sensor information is parsed from the simulation environment to the navigation
and flight control system, where difference equations are used to compute actuator outputs based
on the current aircraft state and reference commands. The control vector generated by the autopi-
lot is then parsed back to the simulation environment via the actuator model block before being
propagated through the aircraft model in a process that determines the future of the states. This
is the first step in debugging and verifying the control and navigation algorithms implemented in
C code. Ultimately, these algorithms will be implemented on embedded hardware in an environ-
ment where testing and debugging are by nature more challenging. It is therefore imperative that
thorough testing be conducted in this conducive environment before progressing to HIL simula-
tions, discussed in the next chapter.

7.2 Simulation Results

Now that the non-linear simulation environment has been discussed, this section will focus on the
analysis of non-linear simulation results. The results discussed in this section are obtained from
high-fidelity, non-linear simulations with refined dynamic models that encapsulate the effects of
sensor noise and external disturbances. The purpose of these simulations is to investigate the
validity of numerous design assumptions, and to determine the effect of external disturbances on
the autopilot system.
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7.2.1 Linear vs Non-linear Controller Response

The control algorithms discussed in Chapter 5 were designed based on linearised aircraft dy-
namics following numerous assumptions. It is therefore important to compare FCS performance
on the full non-linear aircraft model in order to establish confidence in the validity of these as-
sumptions. The augmented linearised aircraft dynamics, developed during the controller design
phase of Chapter 5, were further augmented to include actuator lag dynamics present in the non-
linear simulation environment - this ensures a fair comparison between the linear and non-linear
dynamics. Due to the successive augmentation strategy followed during the design phase, step
responses obtained from the linear and non-linear environments are expected to correspond re-
markably well.

7.2.1.1 Airspeed Controller

Figure 7.7a shows a comparative airspeed step response between the linearised, augmented lon-
gitudinal aircraft model and the non-linear simulation environment.
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Figure 7.7: Airspeed controller comparison - the associated thrust command is extracted from the
non-linear simulation environment

It is apparent that the two responses agree exceptionally well, and that the associated thrust
command, depicted in Figure 7.7b, remains within practically attainable limits. In order to obtain
the airspeed step in the non-linear environment, it is necessary to enable two of the remaining
longitudinal controllers (NSA and climb rate) so as to keep the aircraft flying straight and level.
Due to the inherent coupling that exists between airspeed and normal specific acceleration, any ir-
regularities in the NSA controller step response will influence the observed airspeed response and
vice versa. During the design phase of the hybrid NSA controller, normal specific acceleration
was simply extracted from the state vector through Equations (5.30) and (5.44) under the assump-
tion that airspeed remains constant. In reality, however, this is not the case, and it is intuitive that
airspeed will vary as the exchange between kinetic and potential energy occurs. Furthermore, cal-
culating normal specific acceleration in this way requires direct knowledge of the angle of attack
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measurement, which is not available on the practical test vehicle. For practical implementations
of the FCS, all accelerations are measured using a three-axis accelerometer included in the avion-
ics stack and are therefore coordinated in the aircraft’s body axis. To this end, the alternative
non-linear response, depicted by the green line, illustrates the airspeed response when body axis
accelerations are fed back in the NSA control loop. The variation in transient response character-
istics can be attributed to the aforementioned coupling that exists between airspeed and normal
specific acceleration. Aerodynamic forces and moments are strongly dependent on airspeed (due
to the quadratic dynamic pressure relationship), therefore any observed airspeed variations would
be apparent from the accelerometer measurement and in turn affect the dynamic response of the
associated controllers.

7.2.1.2 Normal Specific Acceleration Controller

Figure 7.8a shows a comparative normal specific acceleration step response between the linear-
ised, augmented longitudinal aircraft model and the non-linear simulation environment.
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Figure 7.8: NSA controller comparison - the associated elevator and flap commands are extracted
from the non-linear simulation environment

Once again it is apparent that the two responses (red and blue lines) agree exceptionally well,
and that both the associated elevator and flap commands, depicted in Figure 7.8b, remain within
practically attainable limits. The fact that the responses agree to this extent bodes well for the
fidelity of the augmentation strategy proposed during the design phase of the hybrid control-
ler. The alternative non-linear response, depicted by the green line, illustrates the NSA response
when body axis accelerations are fed back in the control loop. It is apparent that the NMP zero
and rise time characteristics agree exceptionally well, but the resulting overshoot and steady-state
dynamics tend to deviate somewhat. These deviations can be attributed to the static airspeed as-
sumption and the fact that body axis accelerations (obtained from the accelerometer) are fed back
in the control loop, as opposed to accelerations coordinated in the wind axis as per the design
requirement - airspeed (and therefore dynamic pressure) decreases when an upward normal spe-
cific acceleration step is commanded due to the inherent gravitational coupling that exists. These
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variations are expected to alter the response of both the middle-loop climb rate controller as well
as the outer-loop altitude controller.

7.2.1.3 Climb Rate Controller

Figure 7.9a shows a comparative climb rate step response between the linearised, augmented
longitudinal aircraft model and the non-linear simulation environment.
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Figure 7.9: Climb rate controller comparison - the associated elevator and flap commands are
extracted from the non-linear simulation environment

It is apparent that the two responses (red and blue lines) agree exceptionally well, and that
both the associated elevator and flap commands, depicted in Figure 7.9b, remain within practic-
ally attainable limits. During the design phase, climb rate was indirectly extracted from the state
vector through Equation (5.100), and therefore also requires direct knowledge of the elusive angle
of attack measurement. For practical applications, climb rate will be measured using the vertical
component of the inertially coordinated GPS velocity. The alternative non-linear response, de-
picted by the green line, illustrates the climb rate response when body axis accelerations are fed
back in the NSA control loop, and inertially coordinated GPS velocity measurements are fed back
in the climb rate control loop. It is apparent that the rise time characteristics agree exceptionally
well; however, the alternative response exhibits slightly more overshoot, with a decreased settling
time when compared to the original non-linear response. These variations are expected to alter
the response of the outer-loop altitude controller.

7.2.1.4 Altitude Controller

Figure 7.10a shows a comparative altitude step response between the linearised, augmented lon-
gitudinal aircraft model and the non-linear simulation environment. It is apparent that the two
responses (red and blue lines) agree exceptionally well and that both the associated elevator and
flap commands, depicted in Figure 7.10b, remain within practically attainable limits. The altern-
ative non-linear response, depicted by the green line, illustrates the altitude response when body
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Figure 7.10: Altitude controller comparison - the associated elevator and flap commands are ex-
tracted from the non-linear simulation environment

axis accelerations are fed back in the NSA control loop, and inertially coordinated GPS velocity
measurements are fed back in the climb rate control loop. It is also apparent that the initial rise
time characteristics correspond well, even though the alternative response exhibits a slight un-
dershoot before settling around the same time as the original non-linear response. Ultimately, all
three of the aforementioned alternative step responses were deemed acceptable.

7.2.1.5 Roll Rate Controller

Figure 7.11a shows a comparative roll rate step response between the linearised, augmented lateral
aircraft model and the non-linear simulation environment.
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Figure 7.11: Roll rate controller comparison - the associated aileron command is extracted from
the non-linear simulation environment
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It is apparent that the two responses agree exceptionally well, and that the associated aileron
command, depicted in Figure 7.11b, remains within practically attainable limits. It is import-
ant to note that the lateral specific acceleration controller was active when the roll rate step was
commanded. Due to the inherent coupling that exists between the lateral and directional aircraft
dynamics, any irregularities in the LSA controller step response would influence the observed roll
rate response and vice versa. During the design phase of the LSA controller, lateral specific accel-
eration was simply extracted from the state vector through Equation (5.139) under the assumption
that airspeed remains constant. Following the same argument used earlier for the normal specific
acceleration controller, it was concluded that is not entirely true. Furthermore, calculating lat-
eral specific acceleration in this way requires direct knowledge of the sideslip angle measurement,
which is not available on the practical test vehicle. To this end, the alternative non-linear response,
depicted by the green line, illustrates the roll rate response when body axis accelerations are fed
back in the LSA control loop. The slight variation in transient response characteristics can be at-
tributed to the inherent coupling that exists between roll rate and lateral specific acceleration. Air-
speed is significantly less affected by lateral perturbations than it is by longitudinal perturbations,
and it therefore remains relatively constant throughout the course of a lateral manoeuvre. Albeit
small, there is indeed a slight discrepancy in the LSA response, which manifests as a deviation in
the roll rate response due to the inherent coupling that exists. However, this slight deviation is not
expected to alter the response of the remaining lateral controllers. It is important to note that the
aircraft’s lateral dynamics are not stable until the roll angle control law is augmented to the sys-
tem. It is for this particular reason that the step response fails to settle at the required steady-state
value.

7.2.1.6 Roll Angle Controller

Figure 7.12a shows a comparative roll angle step response between the linearised, augmented
lateral aircraft model and the non-linear simulation environment.
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Figure 7.12: Roll angle controller comparison - the associated aileron command is extracted from
the non-linear simulation environment
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Once again it is apparent that the two responses agree exceptionally well, and that the associ-
ated aileron command, depicted in Figure 7.12b, remains within practically attainable limits. The
alternative non-linear response, depicted by the green line, illustrates the roll angle response when
body axis accelerations are fed back in the LSA control loop. On observation of the step response,
it is clear that there exists a non-zero steady-state error (approximately 2%), which can be attrib-
uted to the lack of an integrator in the roll angle control law. As mentioned in the design section,
a limited integrator will be augmented to the guidance controller to compensate for any resulting
steady-state tracking errors.

7.2.1.7 Guidance Controller

Figure 7.13a shows a comparative cross-track step response between the linearised, augmented
lateral aircraft model and the non-linear simulation environment.
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Figure 7.13: Guidance controller comparison - the associated aileron command is extracted from
the non-linear simulation environment

The alternative non-linear response, depicted by the green line, illustrates the cross-track re-
sponse when body axis accelerations are fed back in the LSA control loop. It should be noted
that all three of the responses agree exceptionally well, and that the associated aileron command,
depicted in Figure 7.13b, remains within practically attainable limits.

7.2.1.8 Lateral Specific Acceleration Controller

Figure 7.14a shows a comparative lateral specific acceleration step response between the linear-
ised, augmented lateral aircraft model and the non-linear simulation environment. It is apparent
that the two responses (red and blue lines) agree exceptionally well, and that the associated rudder
command, depicted in Figure 7.14b, remains within practically attainable limits. The alternative
non-linear response, depicted by the green line, illustrates the LSA response when body axis accel-
erations are fed back in the control loop. There is a slight discrepancy in the NMP zero behaviour;
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Figure 7.14: Lateral specific acceleration controller comparison - the associated rudder command
corresponds to a 0.1 m/s2 lateral specific acceleration step extracted from the non-linear simula-
tion environment. The response has been scaled to match a unit step input.

nevertheless, the remaining transient response and lower-frequency dynamics agree exceptionally
well. This slight variation is not expected to alter the response of the outer-loop heading controller.

7.2.1.9 Heading Controller

Figure 7.15a shows a comparative heading step response between the linearised, augmented lat-
eral aircraft model and the non-linear simulation environment.
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Figure 7.15: Heading controller comparison - the associated rudder command is extracted from
the non-linear simulation environment

During the design phase of the heading controller, it was assumed that ψ = β to simplify the
process, as an AoSS state already formed part of the linearised aircraft model. The blue and red
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lines are indicative of the controller response when sideslip angle β is fed back in the heading con-
trol loop. In essence, this structure is explicitly controlling sideslip angle rather than the desired
heading angle. The alternative non-linear response, depicted by the green line, illustrates the con-
troller response when heading angle ψ is explicitly fed back in the control loop (as opposed to β

being fed back). It is apparent that the rise time characteristics agree exceptionally well; however,
the alternative response exhibits slightly more overshoot, with an increased settling time when
compared to the original non-linear response. The overshoot in the controller response is less
than 5%, and the two-second increase in settling time simply means that the de-crab manoeuvre
should be executed slightly earlier during final approach. To this end, it can be concluded that
the approximations made during the design of the heading controller are valid for this particular
application. Furthermore, it is apparent that the associated rudder command, depicted in Fig-
ure 7.15b, remains within practically attainable limits for both of the non-linear simulation step
responses.

7.2.2 Navigation and Landing

Now that each component of the FCS has been investigated and the validity of the design assump-
tions assessed, the focus shifts towards evaluating the performance of the synergistic autopilot as
a whole. Figure 7.16a illustrates the accuracy of the navigation system in its ability to guide the air-
craft between various waypoints using the hybrid navigation algorithm developed in Chapter 6.
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Figure 7.16: Waypoint navigation and glideslope tracking

It is apparent that the autopilot guides the aircraft with exceptional accuracy as it navigates
the oval track. It is also clear from Figure 7.16a that the aircraft is perfectly on track by the time it
reaches the runway - this bodes well for lateral landing accuracy. Longitudinal landing accuracy,
on the other hand, is highly dependent on the ability of the FCS to track the glideslope with
zero steady-state error. As mentioned in Chapter 6, glideslope tracking errors can result in large
down-range inaccuracies. Figure 7.16b illustrates the accuracy of the FCS in its ability to track the
glideslope during a landing approach. The blue line shows the aircraft’s trajectory if the expected
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climb rate is not fed-forward in the altitude control structure. It is clear that there exists a steady-
state offset of approximately 2 m, which translates to a down-range offset of approximately 28 m
for a 4◦ glideslope angle. In comparison, the green line shows the aircraft’s trajectory when the
expected climb rate is fed-forward in the altitude control structure, as shown in Figure 5.15. It is
clear that the steady-state offset has been completely minimised, which allows the aircraft to touch
down with centimetre accuracy.

7.2.3 Effect of Wind on Controllers

Up until this point, all of the non-linear simulation results have been portrayed in the absence
of wind disturbances. The focus of this thesis, however, is to develop a synergistic control struc-
ture capable of landing a fixed-wing UAV accurately in adverse wind conditions. In light of this,
the focus now shifts towards investigating FCS performance and landing accuracy under various
wind conditions.

7.2.3.1 Gust Alleviation Characteristics

The idea of using direct lift control to improve gust alleviation characteristics was first proposed
in Chapter 5. The conventional pitch-moment-based NSA controller was augmented with direct
lift control capabilities to maximise closed-loop bandwidth, and to improve gust alleviation char-
acteristics by using the flaps to generate lift instantaneously. Figure 7.17a shows a comparison of
the climb rate response to a tailwind gust when direct lift control is employed.
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Figure 7.17: FCS gust alleviation characteristics rejecting a tailwind gust with a magnitude equal
to 30% of the trim airspeed

It is apparent that the tailwind gust results in a loss of lift, and causes the aircraft to experience
a negative climb rate (positive sink rate), as expected. However, the aircraft experiences less climb
rate deviation (both positive and negative) when direct lift control is used to instantaneously com-
pensate for the lift deficiency. Perhaps the greatest contribution can be observed from Figure 7.17b,
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which shows a comparison of the control surface deflections. It is apparent that there is approx-
imately a 30% decrease in elevator deflection when direct lift control is employed. This enables
the FCS to handle gusts of larger magnitude before elevator saturation occurs. To this end, it can
be concluded that the FCS benefits from direct lift control, as it is able to reject gust disturbances
more effectively and with less elevator control authority.

7.2.3.2 Effect of Wind on Outer-loop Controllers

For the sake of a more thorough investigation, it was decided to analyse the effect of constant
winds on FCS performance. During the controller design phase, it was assumed that the aircraft
would be flying in still atmospheric conditions so that various linearising and decoupling assump-
tions could be made to simplify the process. In reality, however, the aircraft will not be flying in
calm atmospheric conditions, and it is therefore necessary to analyse the inaccuracies associated
with these assumptions. Only the most prevalent effects are highlighted in this section so as to
avoid a lengthy discussion that would otherwise not contribute much value to the investigation
as a whole. Throughout the design phase, it was assumed that climb rate was simply a function
of trim airspeed and flight path angle. In reality, however, vertical updrafts (and downdrafts) will
affect the rate of climb and could result in unsatisfactory FCS performance. Figure 7.18a shows a
comparative altitude step response when a constant wind (magnitude of 20% V̄T) is injected into
the simulation environment.
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Figure 7.18: Effect of a constant wind on the altitude and guidance controllers. Wind magnitude
is equal to 20% of the trim airspeed.

The wind is predominately aligned in the longitudinal axis, with a 5◦ elevation angle to simu-
late a constant updraft. It is apparent that this wind scenario has a negligible effect on the altitude
response due to the relatively small vertical component. Obviously, stronger wind magnitudes
would have a more noticeable effect, but for this particular application, stronger updrafts are not
expected during typical flight. In a still atmosphere with no external disturbances, it was assumed
that cross-track error rate, and subsequently cross-track error, could be obtained by simply integ-
rating centripetal acceleration. The limitations of this assumption are apparent from Figure 7.18b,
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which shows a comparative step response of the guidance controller when a constant 90◦ cross-
wind (magnitude of 20% V̄T) is injected into the simulation environment. The additional overshoot
results in a slight increase in settling time, which could potentially degrade lateral landing accur-
acy if the final approach distance is not sufficient. To this end, it is clear that constant winds of
realistic magnitude are not expected to have a detrimental impact on FCS performance, or sub-
stantially degrade landing accuracy for that matter.

7.3 Analysis of Crosswind Landing Techniques

The discussions and analyses of the preceding section focused on general FCS performance in the
presence of various wind conditions. The focus now shifts towards analysing and comparing the
effectiveness and accuracy of the three crosswind landing techniques.

7.3.1 Attitude and Trajectory Tracking

Figure 7.19 establishes a baseline of some important variables associated with the final landing
approach in calm atmospheric conditions. Figures 7.19a and 7.19b illustrate glideslope tracking
performance and cross-track accuracy observed during final approach. The aircraft transitions
onto the glideslope around 18 s, where it is apparent that the altitude error deviates slightly be-
fore returning to zero 5 s prior to touchdown at 35 s. It is clear that there is zero cross-track error
throughout the entire landing phase, since there are no lateral perturbations that would otherwise
cause the aircraft to drift off track. Figures 7.19c and 7.19d show the aircraft’s attitude and control
surface deflection angles throughout the landing phase. The pitch angle measurement experi-
ences a deviation from straight and level trim flight at the glideslope transition point as expected.
The aircraft will therefore land with a slightly nose-down configuration due to the omission of a
flare manoeuvre usually conducted before touchdown, as per the discussion in Chapter 6. It is
apparent that only the longitudinal control surfaces (elevator and flaps) experience perturbations
at the glideslope transition point. This is due to the fact that there are no lateral disturbances, and
fact that the aircraft is symmetrical. Now that a baseline of some important variables has been
established, the analysis can continue with the evaluation of the individual crosswind landing
techniques.

In order to successfully compare the performance of the autoland system for each of the three
landing techniques, a 90◦ crosswind with a magnitude equal to 20% of the trim airspeed was gen-
erated. Atmospheric turbulence and sensor noise were also introduced into the simulation envir-
onment to determine their contribution to the observed performance. It should be noted that the
effectiveness of each technique was evaluated at various crosswind angles and magnitudes, even
though only the worst-case scenario is discussed in this section. Figure 7.20a shows a comparison
of the altitude reference tracking error for each of the three techniques. As expected, there is not
much difference in altitude tracking accuracy between the three techniques. Figure 7.20b, on the
other hand, illustrates a significant difference in cross-track error between the low-wing landing
and the other two techniques. The deviation starts at the glideslope transition point, where the
heading controller is activated and the aircraft is forced into a low-wing configuration. Activating
the heading controller results in a misalignment between the aircraft’s longitudinal axis and the
incident airflow. Unless sufficient bank angle is applied to mitigate the opposing crosswind force,
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Figure 7.19: Autoland performance observed whilst landing in calm atmospheric conditions

deviations in cross-track will start to become apparent. Even though provision has been made by
introducing a feed-forward term that prematurely banks the aircraft into the crosswind, it is clear
that there is still a slight deviation in cross-track before the guidance controller commands the ad-
ditional bank angle required to fully align the flight path. In comparison, the crabbed and de-crab
landing techniques involve approaching the runway in a crabbed configuration, and will there-
fore exhibit similar flight path deviation characteristics. Simulation results show that the autoland
system is capable of landing the aircraft within a 0.5 m radius of the intended touchdown point
using each of the three techniques.

Up to this point, it seems as though there might not be any advantage of using one technique
over another. However, upon observation of Figure 7.21 it is clear that this is not true. Consider
a fictitious runway that is aligned perfectly in the north direction so that its heading in the iner-
tial frame is zero. Figure 7.21a shows the aircraft’s attitude when approaching and landing in a
crabbed configuration on our fictitious runway. As can be seen, the aircraft approaches the run-
way with a 10◦ heading error and lands with this same error around 35 s. Landing with excessive
heading error places severe side-loads on the landing gear and could potentially result in damage
to the airframe, as discussed in Chapter 6. Furthermore, the aircraft will experience an excessive
amount of lateral deviation after touchdown, since the landing gear is not aligned with the direc-
tion of travel. The runway controllers will therefore require higher actuation to negate the lateral
deviation and bring the aircraft back to the runway centreline.

Figure 7.21c shows the aircraft’s attitude when approaching the runway in a crabbed configu-
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Figure 7.20: Lateral and longitudinal deviations observed during final approach in the presence
of a crosswind. Crosswind magnitude is equal to 20% of the trim airspeed at 90◦ azimuth.

ration and executing the de-crab manoeuvre at approximately 33 s. It is apparent that the heading
error is reduced from 10◦ to approximately 4◦ at the point of touchdown near 35 s. There is also a
slight increase in the bank angle as the guidance controller tries to maintain a constant flight path
during the de-crab manoeuvre. Touchdown occurs with a slight heading error and residual bank
angle. Figure 7.21d shows the associated control surface deflections for the de-crab landing tech-
nique. When the heading controller is activated to execute the de-crab manoeuvre, it is clear that
the rudder is deflected approximately 5◦, whilst the ailerons experience only 2◦ perturbation from
trim. The significant reduction in heading error will dramatically reduce landing gear side-loading
and subsequently minimise the amount of lateral runway deviation experienced after touchdown.

Figure 7.21e shows the aircraft’s attitude when approaching the runway and landing in a low-
wing configuration on our fictitious runway. The heading controller is activated at the start of the
glideslope around 20 s, at which point the heading error is reduced from 10◦ to less than 1◦. The
apparent undershoot in the heading measurement around 25 s is a result of the initial conflict that
occurs between the heading and guidance controllers as the aircraft transitions into a low-wing
configuration. Upon observation of the bank angle measurement Φ, it is clear that as the heading
error is minimised, the upwind wing is simultaneously lowered as the aircraft banks approxim-
ately 4◦ in the direction of the crosswind to maintain a constant flight path. Touchdown occurs
with the aircraft’s heading fully aligned with the runway (zero crab angle) and a residual bank
angle due to the low-wing nature of the approach. Figure 7.21f shows the associated control sur-
face deflections for the low-wing landing technique. When the heading controller is activated, it is
clear that the rudder is deflected approximately 8◦, whilst the ailerons experience only 2◦ perturb-
ation from trim. In order to remain within the bounds of linear control theory, the aerodynamic
control surfaces are limited to a maximum of 12◦ perturbations from trim. In light of this, the rud-
der is the most likely of the actuators to reach saturation during a low-wing approach. Following
extensive simulations, it was found that a 90◦ crosswind with a magnitude of more than 25% of
the trim airspeed would result in rudder saturation for this particular airframe. To this end, it
can be concluded that an aircraft approaching the runway in a crabbed configuration can handle
stronger crosswind magnitudes than an aircraft in a low-wing approach. However, activating the
heading controller earlier in the descent allows more time for effective heading alignment.
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(b) Crabbed deflections

20 25 30
−5

0

5

10

15

Time (s)

A
ng

le
(d

eg
)

Φ

Θ

Ψ

(c) De-crab attitude

20 25 30

−5

0

5

Time (s)

D
efl

ec
ti

on
(d

eg
)

δE

δF

δA

δR

(d) De-crab deflections
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Figure 7.21: Autoland performance observed during final approach in the presence of a crosswind.
Crosswind magnitude is equal to 20% of the trim airspeed at 90◦ azimuth.

Figure 7.22 shows the amount of lateral runway deviation associated with each of the three
crosswind landing techniques. The excessive crab angle associated with the crabbed landing tech-
nique clearly causes the aircraft to deviate about 2.5 m from the runway centreline. This is one of
the main reasons why it is necessary to strategically activate the heading controller and minimise
the amount of crab angle before touchdown. In comparison, the de-crab and low-wing techniques
exhibit less deviation, as the heading controller is able to align the aircraft’s landing gear with the
direction of travel before touchdown.
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Figure 7.22: Comparative runway deviation

7.3.2 Monte Carlo Simulations

The preceding discussion focussed on the performance of the autoland system observed during
the final approach for each of the three landing techniques. In an attempt to compare specific
landing accuracies more thoroughly, a Monte Carlo simulation was conducted for various wind
scenarios. Gusts of varying intensity, duration, and starting position on the terminal glideslope
were injected into the non-linear simulation environment to analyse gust alleviation performance
and to compare the landing accuracies associated with each of the three techniques. Wind shear
and turbulence were kept constant at 10% of the trim airspeed so that the only variation between
consecutive simulations would be specific to the gust model.1 Algorithm 1 illustrates the basic
concept of the Monte Carlo simulation.

Algorithm 1: Monte Carlo simulation for landing accuracy evaluation
Data: varying gust parameters
Result: landing accuracy prediction
initialization;
for GustPos from GPmin to GPmax do

for GustDist from GDmin to GDmax do
for GustMag from GMmin to GMmax do

for n from 1 to N do
execute the landing simulation
determine the north and east landing position
determine the aircraft’s attitude at the point of touchdown

GustPos denotes the gust starting position, GustDist denotes the distance the aircraft travels
in the presence of the gust (gust duration), and GustMag denotes the particular gust magnitude.
GustPos is measured in metres from the intended touchdown point, and ranges from 0 m to 250 m
in increments of 50. GustDist ranges from 1 m to 100 m in increments of 20, and GustMag ranges
from 0 m/s to 1.5 m/s in increments of 0.3.

1Wind shear magnitude = 1.8 m/s.
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It is clear that the algorithm consists of four nested for-loops that vary specific parameters of
the gust model. The algorithm can therefore be thought of as a type of grid search that scans
through predetermined parameters, with the inclusion of an inner loop that runs the simulation
with the same set of parameters N times. The purpose of this inner loop is to capture the contribu-
tion of randomly seeded white noise models (such as turbulence and sensor noise) to the observed
touchdown positions. Due to the inherent inefficiency of nested for-loops and the limited speed
at which the non-linear environment can be simulated, it was necessary to investigate an optimal
number of inner-loop iterations N that would yield adequate results in the least amount of time.
A statistical concept known as confidence intervals proved useful in this regard. Conceptually, a
confidence interval describes an estimated range of values which is likely to include the true value
of an unknown population parameter with some probability (known as the confidence level). For
a known standard deviation, the confidence interval is calculated as follows:

γ =

(
x̄− z∗

σ√
N

, x̄ + z∗
σ√
N

)
(7.7)

where x̄ is the population mean, σ is the standard deviation, N is the number of observations, and
z∗ is used as the critical value, which is dependent on only the confidence level for a particular
test. The critical value is given as z∗ = 1.96 for 95% confidence that the true value lies within the
calculated interval. Determining the optimal number of inner-loop iterations N involved a trade-
off between the highest certainty (smallest confidence interval) and the lowest simulation runtime.
Figure 7.23a shows the confidence interval for the observed two-dimensional (longitudinal and
lateral) landing positions, whilst Figure 7.23b shows the associated simulation runtime. It is clear
that the confidence interval decreases exponentially, whereas the simulation runtime increases
linearly with N. Based on this information, it was decided that the optimal number of observations
for this particular experiment should be N = 80.
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Figure 7.23: Determining the optimal number of observations

Figure 7.24a shows a point cloud of the touchdown positions and associated 2σ deviations
(from the mean) for each of the three crosswind landing techniques. It is immediately apparent
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from the figure that improved gust alleviation characteristics are observed when approaching the
runway in a crabbed configuration. The de-crab landing technique shows a slight deviation in the
mean longitudinal landing position, and the Gaussian ellipse is slightly skewed laterally. These
observations can be attributed to differential lift and the cross-coupling effects associated with a
typical de-crab manoeuvre. As expected, the low-wing approach exhibits poorer gust alleviation
performance when compared to the crabbed approach. This is due to the additional heading
controller dynamics and the excessive cross-coupling effects that are apparent when the aircraft
is slipping.1 As a result, the mean landing accuracy has degraded substantially in the lateral
direction, whilst the Gaussian ellipse has been skewed both longitudinally and laterally, showing
a larger deviation in both directions. For all three of the landing techniques, however, it is clear
that the mean landing positions and 2σ boundaries fall within a 0.5 m radius circle. This finding
bodes well for the successful achievement of the accuracy objective stated in Section 1.4.

Figure 7.24b shows the mean and 2σ deviation of the heading error (crab angle) upon touch-
down for each of the three techniques. The relatively large values associated with the crabbed
landing technique are directly related to the ratio between trim airspeed and the apparent cross-
wind magnitude. It is clear that both the mean and standard deviation of the heading error are
significantly reduced when either the de-crab or the low-wing technique is employed during the
landing procedure.
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Figure 7.24: Landing accuracy investigation for a 90◦ crosswind

From the preceding discussions, it can be concluded that there are clear advantages and dis-
advantages associated with each of the three crosswind landing techniques. It has been shown
that the crabbed technique exhibits strong disturbance rejection characteristics, but landing with
excessive heading errors in severe crosswind conditions limits its applicability. The de-crab tech-
nique shows a slightly degraded longitudinal landing accuracy in the presence of wind gusts, but
the heading controller is able to minimise the error to within 5◦ before touchdown.2 The low-
wing technique exhibits the poorest landing accuracy due to inherently degraded gust alleviation

1Slipping refers to an aircraft that is flying with a non-zero sideslip angle so that β 6= 0.
2The reader should recall that 5◦ was stated as the maximum allowable error.
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characteristics associated with slipping, but the heading controller is given ample time to com-
pletely minimise the error before touchdown. Table 7.1 provides a comparative summary of the
advantages and disadvantages associated with each of the landing techniques.

It is important to note that the validity of the results discussed in this section is highly depend-
ent on the accuracy of the non-linear aircraft model. For this particular reason, it is imperative
that the results obtained from the Monte Carlo simulations be validated through practical flight
testing so as to inspire confidence in the landing accuracy prediction system.

7.4 Summary

A high-fidelity, non-linear simulation environment with refined dynamic models was developed
in this chapter. The simulation environment was then used to evaluate the functionality and per-
formance of the controllers and navigation algorithms developed in Chapters 5 and 6. It was
found that the FCS, together with the autonomous navigation strategy and landing state machine,
performed exceptionally well and was able to land the aircraft accurately in various crosswind
conditions. This environment was also used to develop a landing accuracy prediction system
that provides statistical information regarding the expected touchdown accuracy given predefined
wind conditions. The positive results presented in this chapter inspire confidence in the system,
and help to verify the validity of the assumptions made during the design phase. Now that a
simulation environment has been developed and the functionality of the FCS evaluated through
extensive software simulations, the focus shifts towards further evaluation through hardware-in-
the-loop simulations and practical flight testing. These topics are the subject of the next chapter.

Table 7.1: Comparative summary of landing techniques

Method Advantages Disadvantages

Crabbed Highest landing accuracy Excessive side-loading and lateral
runway deviation

De-crab Partial heading error minimisation Slightly degraded landing accuracy

Low-wing Complete heading error minimisa-
tion

Degraded landing accuracy and
prone to rudder saturation
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CHAPTER 8

HIL Simulations and Flight Test Results

This chapter focuses on the practical verification of the autopilot system through high-fidelity
hardware-in-the-loop (HIL) simulations and a strategically planned flight test campaign. The
non-linear simulation environment, discussed in the preceding chapter, will be used for extensive
HIL simulations, in which the Technology Readiness Level (TRL) will be assessed before the com-
mencement of practical flight testing. A typical HIL simulation involves testing of all hardware,
avionics, and algorithms on a real-time computer-simulated model. This is imperative to ensure
proper functioning of all hardware and subsystems before flights, and significantly reduces the
risks associated with potential system failure. The first part of this chapter contains a structural
overview of the autopilot system, which is then followed by a brief discussion of the avionics and
associated hardware necessary for fully autonomous flight. The ground station developed spe-
cifically for this project is then discussed before model verification is conducted to evaluate the
fidelity of the aircraft model. The chapter concludes with a comparative analysis of the flight test
results and associated HIL simulation results.

8.1 Structural Overview

The overall operation of the aircraft is governed by both the ground station operator and the
safety pilot. The safety pilot is primarily responsible for ensuring the aircraft’s safety in the event
of a system failure, whilst the ground station operator has the authority to activate high-level
functionality of the FCS. It is important to note that the safety pilot has absolute authority over the
procedure, and can assume total control instantly via a safety switch on the Remote Control (RC).
Figure 8.1 shows a structural overview of the autopilot.

The servos used to actuate the aerodynamic surfaces are controlled via a separate servo control
board shown in Figure 8.1. The servo control board is responsible for appropriately allocating
control authority between the RC pilot and the FCS. In the event that commands from the On-
Board Computer (OBC) fail, absolute control authority is enforced via the servo control board.
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Figure 8.1: Overview of the autopilot system

Control allocation is specifically designed in such a way that the safety pilot maintains complete
authority over the aircraft until such time as both the ground station operator and the safety pilot
authorise the autopilot system - should the OBC fail, control is automatically returned to the safety
pilot.

The OBC is the central processing unit of the entire FCS and is responsible for executing nu-
merous tasks associated with autonomous flight. It is used to estimate system states based on
various sensor readings, and executes the control and estimation algorithms when enabled. It
also provides high-level functionality, including waypoint navigation and autonomous crosswind
landing capabilities. Commands are sent from the ground station to the OBC via an RF link con-
nected to the ground station hardware.

Hardware-in-the-loop simulation functionality is implemented via a separate HIL interface
board that transcodes emulated sensor information from the simulation environment to a format
recognisable by the OBC. During a typical HIL simulation, actuator commands generated by the
FCS are parsed back to the emulation computer and propagated though the non-linear simulation
environment in a process that determines theoretical state values. These values are then con-
verted to theoretical sensor measurements and parsed back to the OBC so that the process can
be repeated. MATLAB’s real-time toolbox is used to maintain real-time accuracy during simula-
tions. In the case of a SIL simulation, all control and estimation algorithms are computed within
the MATLAB environment by the emulation computer. A HIL simulation, on the other hand,
involves parsing emulated sensor measurements to external target hardware (OBC) running the
control and estimation algorithms.

It is important to note that the non-linear simulation environment is identical for both SIL and
HIL simulations, and thus there should be little to no difference in FCS performance between
the two. This assumption was indeed validated through extensive SIL/HIL simulation matching,
although the results are omitted here due to limited space.

8.2 Avionics and Associated Hardware

The avionics and associated flight control hardware on board the practical test vehicle are based
on a general hardware structure used at the Electronic Systems Laboratory. A photograph of the
avionics stack can be found in Figure 8.2 and a structural overview thereof in Figure 8.3. It is
important to note that the avionics and associated flight control hardware have been refined over
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the years and are used mostly unchanged in this project. For more detailed information regarding
the development of this hardware, see [5], [6], [9], and [33].

Figure 8.2: Photograph of the avionics stack

The OBC is a custom-designed printed circuit board, which features two dsPIC32f microcon-
trollers and a host of auxiliary components that allow for external communication and circuit pro-
tection. On-board CAN bus controllers are used as the primary communication channel between
the integrated modules. The dual microprocessor layout is required for optimised load sharing,
so that one processor is used exclusively for GPS message parsing whilst the other is featured
as a general purpose chip, which is utilised to run the estimation, control, and data transmission
algorithms. The IMU board, magnetometer, and servo control board are directly connected to
the OBC via the CAN bus. An RF link is established via a paired 2.4 GHz MaxStream module
theoretically capable of maintaining a ten-mile link.1

The sensor boards used for the IMU, airdata, and magnetometer also feature dsPIC microcon-
trollers capable of facilitating CAN bus communication and analog-to-digital conversion. Inertial
measurement information is obtained using the ADIS16355 IMU, which is an embedded unit con-
taining a three-axis accelerometer and gyroscope. The airdata board features a differential pres-
sure sensor to measure impact pressure from the pitot-static tube mounted on the left wing of
the aircraft. This differential pressure measurement is then converted to Indicated Airspeed (IAS)
through the dynamic pressure equation. Magnetic information is obtained using the HMC2003
magnetometer produced by Honeywell. The differential GPS that forms part of the avionics stack
is the Novatel OEMV-1G operated with ProPak V3 to provide exceptionally accurate differential
position information necessary for precise crosswind landings.

An external HIL board is used to introduce HIL functionality through direct communication
via CAN and UART protocols. The HIL board comprises yet another dsPIC microcontroller re-
sponsible for packet routing and transcoding between the necessary protocols. It is thus required
to maintain a high-speed serial link for communicating actuator values to, and sensor informa-
tion from, the simulation environment running on the host computer. Simultaneously, it is also
responsible for emulating GPS packet information by transcribing simulated inertial position and
velocity measurements into the relevant GPS packets transmitted via the UART link. This setup
allows for high-fidelity hardware simulations using a software-based model, comprised of refined

1According to the MaxStream 24XStream module datasheet.
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dynamic models, designed to accurately encapsulate the effects of sensor noise and external dis-
turbances. A few minor additions were made to the existing hardware, the most significant of
which was the addition of a battery voltage sensor that was developed and integrated with the
existing hardware to monitor the voltage of the main flight battery.
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Figure 8.3: Structural overview of the hardware and avionics

8.3 Embedded Software

An Extended Kalman Filter (EKF) implemented on one of the dsPIC microcontrollers is respons-
ible for state estimation based on GPS, IMU, and magnetometer measurements. This particular
implementation allows for accelerometer-based propagation of position estimates, as well as two
different methods of calculating attitude - the TRIAD and tilt/heading update methods. The EKF
provides the following state estimates:

x̂ =
[

N̂ Ê D̂ ˆ̇N ˆ̇E ˆ̇D φ̂ θ̂ ψ̂
]T

(8.1)

where N̂, Ê, D̂, and ˆ̇N, ˆ̇E, ˆ̇D represent the inertial position and velocity estimates respectively,
and φ̂, θ̂, ψ̂ represent the attitude estimates. Airdata, IMU, and magnetometer measurements are
received at 50 Hz through the CAN bus, whilst GPS measurement updates are received at a slower
rate of 10 Hz. Both the control and estimation algorithms are propagated at 50 Hz. Autonomous
navigation and landing capabilities are implemented via a state machine, with high-level state
transitions commanded by the ground station operator.
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It is important to note that controller-related variables are reset until such time as the autopilot
is activated, either by the safety pilot or the ground station operator. When a hard reset flag is
raised, controller commands are set to zero, integrators are cleared, and the outer set points are
set to the relevant measurement values. This ensures a smooth transition from remote pilot mode
to the various autonomous flight modes. The received safety pilot commands are reflected on the
control surfaces until such time as both the ground station operator and the safety pilot enable the
autopilot system. Important flight data is logged to an external SD card at a variable rate selectable
by the ground station operator (the default logging rate is 50 Hz).

8.4 Ground Station

The ground station is defined as the platform through which the ground station operator is able
to interact with the FCS via a wireless RF link. Telemetry data transmission rates are limited to
2 Hz, 1 Hz, and 0.5 Hz due to the scope of information and bandwidth limitations associated with
the RF link. Telemetry data includes updates on controller and estimator states and variables,
information on FCS modes and states, specific status information relating to servo outputs and
battery voltage, as well as operation times and general system information. Commands are sent
from the ground station to the FCS asynchronously as required. A summary of the ground station
capabilities is provided in Table C.2, whilst Figures C.1, C.2, C.3, and C.4 in Appendix C show
screenshots of the ground station software application developed for this particular project.

8.5 Overview of the Flight Test Campaign

With the control and navigation algorithms fully designed and the avionics and ground station in
place, the autopilot was complete and ready for flight testing. Over a period of five months, sixteen
days of successful flight tests were conducted. During this time, the aircraft model was verified,
longitudinal and lateral controller performance was evaluated, and the success of the autopilot
was demonstrated in various atmospheric conditions. The lack of serious complications can be
largely attributed to the extensive simulations that were conducted prior to flight testing. Formal
flight test documentation was generated and consulted during each test to maximise chances of
success. The document also ensured that the integrity of the airframe was continually checked and
that nothing was overlooked during preparation. Formal flight test documentation is included in
Appendix G for further perusal.

Wednesday the 2nd of December 2015 was the first time that the newly built aircraft ever flew.
Three remotely piloted flight tests were conducted on that day, the first of which involved trim-
ming the actuators for straight and level flight, whilst simultaneously allowing the safety pilot
to familiarise himself with the aircraft. The second flight involved manually flying the aircraft
at various altitudes and speeds so that sensor readings and estimated states could be verified to
avoid using nonsensical data for the purposes of feedback control. The third and final flight in-
volved conducting a series of Programmed Test Inputs (PTIs) designed to excite specific modes of
motion through rudder, aileron, and elevator doublets. The open-loop aircraft response to these
PTIs were then used for model verification to ensure that the aircraft model, used extensively
throughout the design phase, adequately matched the dynamics of the practical test vehicle.
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Flight testing resumed on the 20th of January 2016 and over the course of five months, fifteen
flight tests with varying degrees of autonomy were conducted. The first few flight tests were fo-
cused on evaluating the performance of individual control loops by observing their response to
step commands. This was done to gain confidence in the individual controllers before activat-
ing the navigation system and attempting risky autonomous crosswind landings. The first fully
autonomous landing was conducted on Wednesday the 4th of May 2016 during calm wind condi-
tions. All three landings conducted on this day were successful, as the FCS was able to land the
aircraft within 30 cm (both laterally and longitudinally) of the intended touchdown point. This
level of landing accuracy boded well for the focus of this thesis, which was the design of a fully
autonomous landing system capable of executing accurate crosswind landings. The flight test
campaign was concluded on the 16th of May 2016, when six successful crosswind landings were
conducted. The tests involved two fully autonomous landings using each of the three crosswind
landing techniques (six crosswind landings in total). In each case, the FCS was able to autonom-
ously land the aircraft within the accuracy requirement of 1.5 m, making the concluding day of
flight tests a resounding success.

It should be noted that landing accuracies varied considerably with crosswind magnitude,
especially when approaching the runway in a low-wing configuration, as expected. In conclusion,
it can be said that the flight test campaign was very successful, and yielded results that closely
matched those observed during the extensive HIL simulations. Figure 8.4 shows two photographs
captured during an autonomous landing test.

(a) Pre-flight checks (b) Autonomous landing approach

Figure 8.4: Flight test images

8.6 Model Verification

Model verification is a technique that involves comparing simulated data to recorded flight data
with the aim of evaluating open-loop model fidelity. A reliable estimation of the stability and con-
trol derivatives from recorded flight data requires the aircraft modes to be excited properly [47].
Figure 8.5 shows the typical inputs used to excite specific modes of motion. The 3211 input is
found to have power over a wide frequency range, whilst doublet control inputs tend to excite
a more specific and narrower band of frequencies. Pulse inputs have power at low frequencies
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Figure 8.5: Specific input types: doublet, 3211, and pulse (∆t is the step width in seconds)

and are therefore suitable for exciting the low-frequency modes of the system [47]. The doublet
control input excites the higher-frequency aircraft dynamics, and is typically used to excite the
short period mode and the Dutch roll mode for the purposes of parameter estimation. Verification
of the aircraft model by comparing estimated and calculated parameters can be quite a lengthy
process, requiring multiple flight tests and precise excitation of the modes of motion.

Due to strict time constraints, a series of PTIs was superimposed on the safety pilot’s control
inputs during an earlier flight test in order to excite specific modes of motion. Recorded actuator
data was then simply replayed through the non-linear simulation environment, and compared
with the recorded flight data in order to verify the model. PTIs consisted of elevator doublets to
excite the short period mode, rudder doublets to excite the Dutch roll mode, and aileron doublets
to excite the roll mode. The following equation, developed by Raol et al. [47], can be used to
calculate the approximate duration of the time unit ∆t for a doublet control input, given that the
natural frequency ωn of the particular mode is known:

∆t =
1.5
ωn

(8.2)

Actuator deflections should be small enough in magnitude so that the aircraft states conform to
linearity assumptions. It is important, however, that actuator deflections be large enough so that
the modes are at least recognisable from the noisy flight data. Therefore the signal-to-noise ratio
consideration is important for small aircraft state manoeuvres.

The vortex lattice program (AVL) used to obtain the aerodynamic stability and control deriv-
atives is known to produce poor estimates of the parasitic drag CD0

and the side force coefficient
CYβ

- the latter is mainly due to an incorrect calculation of the body side force contribution. The
safety pilot was therefore instructed to trim the aircraft for straight and level flight so that a more
accurate representation of the parasitic drag term could be obtained by comparing IAS with the
recorded thrust command. The side force coefficient was slightly more challenging to obtain, as
this required an AoSS sensor, which was not available on the practical test vehicle. Nevertheless,
it was possible to compare the lateral specific acceleration measurement (indicative of side force)
to a change in heading angle (indicative of change in sideslip angle) during a yaw rate perturb-
ation. Albeit rudimentary, this method should give a more realistic estimation of the side force
coefficient CYβ

. After adjusting the aforementioned parameters in the non-linear aircraft model,
PTIs were injected into the simulation environment so that the results could be compared with
recorded sensor data. It is intuitive that the damping ratio and frequency of the natural aircraft
modes would vary as a function of dynamic pressure. In order to ensure a fair and accurate model
verification procedure, it was necessary to activate the airspeed controller so that IAS remains
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regulated near the intended linearisation point of VT = 18 m/s when the PTIs are executed.
Figure 8.6a shows a comparison of the pitch rate (Y-axis of gyroscope) after an elevator doublet,

depicted in Figure 8.6b, was used to excite the aircraft’s short period mode.
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Figure 8.6: Practical vs simulated pitch rate response to an elevator doublet

It is apparent that the frequency and damping of the short period mode was captured excep-
tionally well by the non-linear aircraft model. Figure 8.7a shows a comparison of the yaw rate
(Z-axis of gyroscope) after a rudder doublet, depicted in Figure 8.7b, was used to excite the air-
craft’s Dutch roll mode.
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Figure 8.7: Practical vs simulated yaw rate response to a rudder doublet

Once again it is apparent that the frequency and damping of the Dutch roll mode was captured
well by the non-linear aircraft model. Figure 8.8a shows a comparison of the roll rate (X-axis of
gyroscope) after an aileron doublet, depicted in Figure 8.8b, was used to excite the aircraft’s roll
mode.
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Figure 8.8: Practical vs simulated roll rate response to an aileron doublet

The PTI input originally intended to excite the roll mode was calculated incorrectly and res-
ulted in the excitation of the lower-frequency Dutch roll mode. According to Equation (8.2), the
approximate duration of the time unit ∆t for an aileron doublet should be on the order of 0.18 s,
but it is clear from Figure 8.8b that the actual time unit was twice as large. Nevertheless, the res-
ult was purposely included in this discussion, as it shows how the Dutch roll mode can also be
excited through correctly timed aileron doublets. Once again the simulation data agrees with the
recorded flight data.

The damping and natural frequency of the Dutch roll mode can be obtained by observing the
first two peaks in Figure 8.7a after the rudder PTI has been executed. Firstly, the damped natural
frequency can be obtained using,

ωd =
2π

Tp−p
(8.3)

where Tp−p represents the peak-to-peak time of the response. Secondly, the inverse of the time
constant σ can be obtained from the envelope of the response,

r(t) = Ae−σt (8.4)

where A is a constant that can be calculated by setting t = 0, and r(t) is the magnitude of the
response at time t. With the complex pole pair describing the Dutch roll mode of motion defined
as,

s = −σ± wdi (8.5)

Equations (8.3) and (8.4) yield,

s = −0.595± 3.64i (8.6)

for the simulated response and,

s = −0.577± 3.79i (8.7)
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for the practical response. The damping ratio and natural frequency of the simulated response can
thus be calculated as,

ζ = 0.161 (8.8)

ωn = 3.69 rad/s (8.9)

and the practical response as,

ζ = 0.171 (8.10)

ωn = 3.83 rad/s (8.11)

It is apparent that both the damping ratio and natural frequency of the model correspond well with
those of the practical aircraft. In light of the preceding discussion, it can be concluded that the non-
linear aircraft model is of high fidelity and captures the important flight dynamics associated with
the practical test vehicle. Now that the model has been verified, it is safe to activate the autopilot
system and continue with practical FCS verification.

8.7 Autopilot Results

In this section the results obtained following numerous flight tests are discussed. The results
are separated into four different subsections, evaluating system performance in the phases of its
development. The first two subsections describe longitudinal and lateral controller performance
by evaluating the response to various step commands in calm atmospheric conditions. The third
subsection deals with the navigation system, whilst the final subsection describes the autopilot’s
ability to accurately and autonomously land the aircraft in crosswind conditions.

8.7.1 HIL vs Practical Flight Data

A comparative analysis between HIL simulation data and recorded flight data is provided in this
section. It should be noted that the inner-loop controllers (NSA, LSA, and roll rate) are not ex-
plicitly tested due to the unstable nature of the aircraft without the climb rate and roll angle con-
trollers engaged. These controllers are therefore indirectly tested through their corresponding
outer-loop controllers.

Before proceeding with a comparison of the results obtained from the HIL simulations and
those obtained from practical flight tests, it is first necessary to discuss a particular attribute of the
control linkages on board the practical test vehicle. Backlash is an undesirable non-linearity that is
often unavoidable and quite common in most mechanical linkage systems. Due to the simplistic
design and cost-effective nature of the test vehicle, the linkage system is rather rudimentary as it
consists of flexible steel rods guided by plastic tubing that connect the servos to the aerodynamic
control surfaces. Although simple, this linkage system results in backlash that becomes more
apparent as the linkage length increases. The servos are located near the front of the aircraft and
it is therefore intuitive that the elevator and rudder linkages are the most susceptible to backlash.
It was expected that this non-linearity would result in decreased controller performance and most
likely manifest as a limit cycle oscillation. In order to investigate this hypothesis, two comparative
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HIL simulations were conducted. The control linkages in the first simulation were configured
with zero backlash and the flight control system was commanded to maintain a constant climb
rate. The second simulation was configured with half a degree of elevator backlash and, once
again, the flight control system was commanded to maintain a constant climb rate. This specific
amount of backlash was chosen as it represents a value that is difficult to measure physically,
and therefore difficult to mitigate, but large enough that it has a noticeable influence on the flight
control system. Figure 8.9 shows a comparison of the climb rate and pitch angle regulation when
backlash is introduced into the simulation environment.
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Figure 8.9: The effect of elevator backlash on climb rate and pitch angle regulation during a typical
HIL simulation

Benign limit cycle behaviour is clearly visible on both figures when just half a degree of back-
lash is modelled in the elevator linkage. The limit cycle has a period of approximately one second,
and more importantly, the amplitude remains constant throughout the duration of the test. It is
important to note that this type of behaviour should not be mitigated by redesigning the control
system; instead, the amount of backlash in the linkages should be minimised mechanically in or-
der to restore linear functionality. Although every effort was made to minimise backlash in the
linkage system, the most effective way would be to replace the steel rods with a hydraulic actuator
system, which was far outside the scope of this project. However, it is clear from the plots depicted
in Figure 8.9 that the amplitude of the benign limit cycle is relatively small and does not cause the
aircraft to become unstable. Furthermore, the amplitude and period of the limit cycle are small
enough that it should not have a significant effect on altitude regulation. The fact that altitude
control remains mostly unaffected is an important aspect to consider, since down-range landing
accuracy is highly dependent on glideslope tracking performance. To this end, it can be concluded
that backlash is an undesirable non-linearity, characteristic of mechanical linkage systems, that is
difficult to mitigate and usually results in oscillatory behaviour. Reference will be made to this
discussion upon investigation of the practical flight test results later in this section.
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8.7.1.1 Airspeed Controller

In following a strategic and systematic approach to practical FCS verification, the controllers were
tested sequentially to inspire confidence between successive activations. This means that when
the longitudinal controllers were tested, the lateral controllers had not yet been evaluated, and
the safety pilot was therefore instructed to maintain lateral control of the aircraft. Figure 8.10a
shows a comparative airspeed step response between HIL simulation and practical flight data. It is
apparent that the two responses agree exceptionally well, and that the associated thrust command,
depicted in Figure 8.10b, remains within practically attainable limits. The accuracy of the thrust
response matching can be attributed to the drag coefficient, which was amended during the model
verification phase detailed in Section 8.6. The original AVL drag coefficient resulted in a trim
thrust of approximately 7 N for straight and level flight at 18 m/s. However, it is apparent from
Figure 8.10b that the trim thrust is on the order of 20 N for the practical aircraft. It is apparent
that the airspeed response is adequately damped with a peak time of approximately 3 s, which is
considered acceptable for this application.
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Figure 8.10: Airspeed controller comparison

8.7.1.2 Climb Rate Controller

Figure 8.11a shows a comparative climb rate step response between HIL simulation and practical
flight data. Once again, it is apparent that the two responses agree exceptionally well despite the
noisy data obtained from the practical flight. The first plot in Figure 8.11b shows the associated
inner-loop NSA command generated by the climb rate controller. The second and third plots
in Figure 8.11b show the associated elevator and flaps command generated by the inner-loop
NSA controller. It is apparent that the practical NSA response and associated actuator deflections
correspond well with the HIL simulation data. Note the benign limit cycle in the practical flight
test data. This can be attributed to the non-linear effects of backlash in the elevator linkage, as
discussed in Section 8.7.1.
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Figure 8.11: Climb rate controller comparison

8.7.1.3 Altitude Controller

Figure 8.12a shows a comparative altitude step response between HIL simulation and practical
flight data. The two responses agree exceptionally well despite the safety-pilot-induced disturb-
ances that occur around 12 s.1 The first plot in Figure 8.12b shows the associated climb rate com-
mand generated by the altitude controller. The second and third plots in Figure 8.12b show the
associated elevator and flaps command generated by the inner-loop NSA controller. The prac-
tical climb rate response and associated actuator deflections clearly correspond well with the HIL
simulation data. Note that the observed limit cycle, apparent in the climb rate response of Fig-
ure 8.11a, does not have a significant effect on the altitude response and will therefore not degrade
down-range landing accuracy.
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Figure 8.12: Altitude controller comparison

1Safety-pilot-induced disturbances are a result of the safety pilot contaminating the lateral control inputs.
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8.7.1.4 Roll Angle Controller

With the verification of the longitudinal controllers detailed in the preceding sections, verification
of the lateral controllers can proceed with the longitudinal controllers engaged - this will mit-
igate the risk of safety-pilot-induced disturbances. Figure 8.13a shows a comparative roll angle
step response between HIL simulation and practical flight data. The two responses correspond
adequately despite the noisy data obtained from the practical flight. It became apparent dur-
ing flight testing that roll angle data was very susceptible to atmospheric disturbances, which
were more pronounced during this particular test. Nevertheless, it is apparent that the transient
response and steady-state characteristics correspond well. The first plot in Figure 8.13b shows
the associated roll rate command generated by the roll angle controller. The second plot in Fig-
ure 8.13b shows the associated aileron command generated by the inner-loop roll rate controller.
As can be seen, the practical roll rate response and associated actuator deflections correspond well
with the HIL simulation data.
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Figure 8.13: Roll angle controller comparison

8.7.1.5 Guidance Controller

Undoubtedly the most challenging controller to evaluate from a step response perspective was
the guidance controller. The requirement for the aircraft to remain within VLOS complicated the
testing process, as this severely shortened the length of track with which the step could be ex-
ecuted. The second limiting factor was the telemetry system, which showed signs of premature
degradation (later attributed to high RF noise floor on the day). This meant that step commands
would only be received when the aircraft was merely 200 m away. This resulted in the safety pi-
lot assuming lateral control before the guidance controller had completely settled. In an attempt
to reduce pilot workload and simplify the test procedure, the autopilot was put into waypoint
navigation mode so that it would navigate the rectangular circuit whilst cross-track steps were
initiated from the ground station. However, the degradation of the telemetry system meant that
steps would often start before the guidance controller had completely settled after navigating a

Stellenbosch University  https://scholar.sun.ac.za



CHAPTER 8. HIL SIMULATIONS AND FLIGHT TEST RESULTS 163

corner. Nevertheless, after numerous attempts the response shown in Figure 8.14a was obtained.
It should be noted that the response has been shifted to coincide with simulation data for compar-
ative purposes. It is apparent that the responses agree exceptionally well despite the complicated
procedure. The first plot in Figure 8.14b shows the associated roll angle command generated by
the guidance controller. The second plot in Figure 8.14b shows the associated aileron command
generated by the inner-loop roll rate controller. As seen here, the practical roll angle response and
associated actuator deflections correspond well with the HIL simulation data.
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Figure 8.14: Guidance controller comparison

8.7.1.6 Heading Controller

Figure 8.15a shows a comparative heading step response between HIL simulation and practical
flight data. It is apparent that the two responses correspond adequately despite the noisy data
obtained from the practical flight. Due to the aircraft’s natural directional stability, atmospheric
disturbances have a significant effect on the heading controller response, especially when forcing
the aircraft into a sideslip configuration. Incorrectly modelled side force coefficients also contrib-
ute to the observed discrepancies. Nevertheless, the practical response is deemed acceptable for
the purpose of de-crabbing the aircraft and initiating a low-wing approach. The first plot in Fig-
ure 8.15b shows the associated LSA command generated by the heading controller. The second
plot in Figure 8.15b shows the associated rudder command generated by the inner-loop LSA con-
troller. Clearly, the practical LSA response and associated actuator deflections correspond well
with the HIL simulation data. Note the benign limit cycle in the practical flight test data. This can
be attributed to the non-linear effects of backlash in the rudder linkage, as discussed in Section
8.7.1.

For each controller response discussed in this section, the effects of atmospheric disturbances
are most evident on the inner loops, becoming less evident with each successive loop closure. This
can be attributed to the strong disturbance rejection characteristics of the fast inner-loop controllers
and the carefully designed flight control architecture depicted in Figure 5.1.
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Figure 8.15: Heading controller comparison.

8.7.2 Navigation and Landing

Once the individual longitudinal and lateral controllers had been evaluated, the focus of the flight
tests shifted towards fully autonomous flight, unassisted by safety pilot control except in the event
of an emergency. Figure 8.16a shows the aircraft’s trajectory when autonomously navigating a par-
ticular waypoint track in the simulation environment compared to that observed during practical
flight testing.
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Figure 8.16: Waypoint navigation and glideslope tracking

It is apparent that the trajectories agree exceptionally well, despite the slight overshoot at the
completion of a turn that the practical data exhibits - this can be attributed to atmospheric dis-
turbances not present during the associated HIL simulation. Nevertheless, the slight deviation is
minimised well before the runway and it can be concluded that the navigation system is capable
of executing clean, accurate circular turns that should maximise lateral landing accuracy. Fig-
ure 8.16b shows the aircraft’s altitude when autonomously tracking a glideslope trajectory in the
simulation environment compared to that observed during practical flight testing. It is apparent
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that the trajectories agree exceptionally well, to the extent that even the initial transient response
at the transition point corresponds with simulation data. It is imperative that glideslope tracking
in a practical environment be as accurate as the simulations suggest, since relatively small altitude
tracking errors result in large down-range offsets due to the inherently shallow glideslope angle.
The data depicted in Figure 8.16 is complemented by an exceptionally accurate landing, the posi-
tion of which is illustrated as the blue cross overlaid on the point cloud of Figure 8.18b. It should
be noted that two additional landings in calm atmospheric conditions were also conducted on the
same day, with similar results.

8.7.3 Practical Verification of Landing Techniques

Up to this point, all of the data presented was obtained during flight in calm atmospheric condi-
tions. It is first necessary to test autoland performance in calm conditions, so as to obtain a baseline
for comparative purposes, in order to successfully evaluate the extent of the performance degrad-
ation associated with crosswind landings. The focus of the remaining flight tests was centred
around evaluating the landing accuracies associated with each crosswind technique, and then
comparing those positions with the landing accuracy prediction system developed in Chapter 7.
The flight data presented in this section was all obtained on the final day of testing in the presence
of a 13 km/h, 40◦ crosswind (approximate). The exact wind profile, obtained from a weather sta-
tion located at the flight test facility, is shown in Figure E.1 for further perusal - crosswind landing
data discussed in this section was captured during the Test Set 1 time interval.

It is important to note that for the following plots, touchdown occurs at approximately 15 s,
where the graph axis ends. Figure 8.17a shows a comparative altitude error plot during final
approach as the aircraft transitions onto the glideslope and proceeds to the intended touchdown
position. Perhaps the most noticeable difference is that the negative altitude error is actually more
pronounced for flight in calm atmospheric conditions. This could be attributed to the additional
lift caused by varying gust disturbances, which reduced the amount of altitude loss experienced at
the glideslope transition point for this particular test. Nevertheless, the error plots follow a similar
pattern for each technique, as expected, with the only major variations arising from wind gusts
and other atmospheric disturbances. It is possible to minimise the amount of altitude deviation
observed at the transition point by rate-limiting the feed-forward climb rate command instead
of providing an instantaneous step. However, it is apparent that the altitude error is sufficiently
minimised during the last five seconds prior to touchdown, resulting in exceptional down-range
landing accuracy.

Figure 8.17b shows a comparative lateral deviation plot as the aircraft approaches the runway.
Due to the low bandwidth of the outer-loop guidance controller, the initial cross-track error in
each case is a result of the circular turn that happens just before the glideslope transition point.
Both the crabbed and de-crab techniques follow a similar profile to flight in calm atmospheric
conditions, with the slight variation attributed to varying gust disturbances that in fact pushed
the aircraft closer to the intended waypoint track in this instance. It is clear that the low-wing
approach exhibits a significantly different lateral deviation profile in comparison to the other two
techniques. This is expected, since the heading controller is activated at the glideslope trans-
ition point, resulting in an initial conflict with the guidance controller as the aircraft enters into
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a low-wing configuration. Nevertheless, it is apparent that the guidance controller is capable of
minimising the cross-track error in each case before touchdown.
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Figure 8.17: Glideslope tracking and observed cross-track deviation. Crosswind magnitude and
direction are shown in Figure E.1.

Figure 8.18a shows a comparative attitude plot for each landing technique observed during
final approach. As can be seen, the aircraft touches down with a heading angle error of approxim-
ately 15◦ when a crabbed landing is executed. This excessive heading angle error actually caused
the aluminium landing gear on the test vehicle to bend slightly and resulted in the aircraft veering
off the runway. The de-crab technique was able to minimise this error to approximately 5◦, sig-
nificantly reducing landing gear side-loads and violent runway deviations. The error is reduced
even further by the low-wing technique, as the heading controller is engaged much earlier in the
approach. It is apparent from Figure 8.18a that as the heading angle error is minimised, the result-
ant bank angle increases from zero to approximately 5◦ when the low-wing technique is executed.
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Figure 8.18: Autoland performance in the presence of a crosswind. Crosswind magnitude and
direction are shown in Figure E.1.
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The landing accuracy prediction system developed in Chapter 7 was post-simulated with wind
conditions that appropriately described the recorded wind data. Touchdown positions associated
with each technique are overlaid on the landing accuracy prediction point cloud of Figure 8.18b.
The recorded touchdown positions seem to fall within their respective 2σ deviation ellipse, which
bodes well for the fidelity of both the prediction system and the associated non-linear simulation
environment. It should be noted that data points obtained from three practical landings in windy
conditions are not sufficient to fully validate the prediction system and simulation environment
in their entirety. This would typically require multiple flight tests under various crosswind con-
ditions for which certain constraints did not allow here. These include time, availability of staff,
weather, and cost. However, the aforementioned procedure outlines the typical validation process.

The practical results discussed above were obtained from flight in moderate crosswind condi-
tions. During the same day of flight testing, the wind picked up significantly and gust magnitudes
in the region of 20 km/h were recorded by the weather station - Test Set 2 in Figure E.1. Landing
in these conditions proved challenging and the results were predictable. Autonomous landing us-
ing both the crabbed and de-crab technique proved successful, although landing accuracies were
significantly degraded. The low-wing landing technique proved unsuccessful in these severe con-
ditions, as the rudder saturation problem significantly degraded controllability. As a result, the
guidance controller was incapable of adequately minimising the cross-track error before the state
machine entered its Pre-land state. This resulted in automatic landing abortion, and a go-around
was initiated by the autoland system after every unsuccessful attempt. Ultimately, the de-crab
landing technique was used to land the aircraft safely. These findings correspond with the ob-
servations made during various HIL simulations. In moderate conditions, the low-wing landing
technique has the advantage of completely minimising the heading error before touchdown. How-
ever, in severe conditions the rudder is prone to saturation and the guidance controller is unable to
adequately minimise the cross-track error. Based on the findings presented throughout this thesis,
it can be concluded that the de-crab technique is the most efficient and safest way of landing this
particular aircraft under severe crosswind conditions.

8.8 Summary

This chapter introduced the hardware layout, avionics structure, and ground station equipment
required for further verification through HIL simulations and practical flight testing. An overview
of the flight test campaign showed that careful and strategic planning was conducted before each
test to minimise the risk of failure. The aircraft model was first verified by comparing flight data
to simulated HIL data in an attempt to increase model fidelity and inspire confidence in the sys-
tem before engaging the autopilot. Flight test results were then critically analysed and compared
with simulation data in order to evaluate system performance and to identify the cause of possible
discrepancies. Explanations for any discrepancies between simulation and practical results were
provided, and the limitations associated with each crosswind landing technique were also dis-
cussed. It was concluded that the de-crab landing technique is the most efficient and safest way of
landing this particular aircraft under severe crosswind conditions. In general, recorded practical
flight data matched simulation data exceptionally well, and the results proved that the autoland
system is capable of accurately landing the aircraft in both calm and crosswind conditions.
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CHAPTER 9

Conclusion and Recommendations

9.1 Conclusion

This thesis has reported the design and practical implementation of an autopilot capable of ac-
curately landing a fixed-wing aircraft in adverse weather conditions. A standardised model was
developed as a function of physical aircraft parameters, which allows it to be readily applied to
other conventional aircraft. The aircraft model was then verified and critically analysed to ensure
the design of a high-fidelity, high-bandwidth control system architecture capable of meeting strict
design requirements. Physical landing constraints were assessed and closely monitored by a state
machine that governs controller activation times through strategically planned state transitions.
Flight control system performance was then verified through high-fidelity, non-linear simulations
with refined dynamic models that encapsulate the effects of sensor noise and external disturb-
ances. Finally, the autopilot was subjected to numerous practical flight tests, which yielded ex-
cellent results. The results clearly demonstrate that the autoland system is capable of executing
fully autonomous landings, accurate to well within a 1.5 m radius of the intended touchdown
point, in both calm and adverse atmospheric conditions. The primary objective of this research
has therefore been achieved. Additionally, the system proved that it was capable of minimising
landing gear side-loads and runway excursion events through effective sequencing of the heading
controller. The secondary objective of this research has therefore also been achieved. The practical
success of the autopilot can be largely attributed to the high-bandwidth controller architecture and
the extensive system verification through high-fidelity, non-linear simulations. Based on the find-
ings presented in this thesis, it can be concluded that the de-crab technique is the most efficient
and safest way of landing this particular aircraft under severe crosswind conditions.

The detailed list of objectives, described in Section 1.4, provided the study with both direction
and purpose. The achievement of the stated objectives also provided a way of quantifying the
overall success of the project. Table 9.1 shows the objectives and achievements cross-reference
table that links the stated objectives to the chapters in the thesis where they have been achieved.
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Table 9.1: Objectives and achievements cross-reference table

No. Category Status Chapters in Thesis

1 Modelling Achieved Chapters 3 and 4

2 Control system design Achieved Chapter 5

3 Navigation and landing strategies Achieved Chapter 6

4 Verification Achieved Chapters 7 and 8

With the successful achievement of the aforementioned objectives, it can be concluded that the
work presented in this thesis features a practically verified autoland system capable of accurately
landing a fixed-wing unmanned aircraft under crosswind conditions.

9.2 Contributions

The work completed for this thesis offers the following contributions to the Autonomous Systems
research group at the Electronic Systems Laboratory:

Primary contributions:

• A fine-tuned, high-performance control system architecture with strong disturbance rejec-
tion characteristics was developed.

• A high-fidelity simulation environment with refined dynamic models was designed, imple-
mented and verified.

• A high-fidelity landing accuracy prediction system was developed and validated through
practical flight testing.

Secondary contributions:

• The practical test vehicle used for autopilot verification was purpose-built from scratch using
high-quality components, and will serve as a reliable test bed for future research. The work
contained in this thesis demonstrates that the aircraft model is accurate and that the FCS
functions as the simulations suggest.

• The newly installed sensory system has been calibrated to the highest possible standard,
which should contribute to the accuracy and success of future flight tests.

• The groundwork has been established for further research into accurate autonomous land-
ings, which could include aspects such as landing a fixed-wing UAV on a moving platform
in crosswind conditions.

• The system was designed in a modular fashion, with each submodule responsible for a par-
ticular system function, to maximise re-usability across various UAV platforms.

• The concept of variable logging rates was introduced to prioritise more important informa-
tion so that data-logging cycles do not inadvertently impact control loop times.
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• An embedded data extraction module was written in C code to replace the inefficient MAT-
LAB extraction script previously used in the ESL.

• Instead of simply relying on conservative predetermined flight times, a battery voltage mon-
itoring board was designed and developed to monitor the propulsion system’s battery capa-
city in an attempt to maximise flight test efficiency.

• The wind models were evaluated and ultimately redeveloped, as numerous bugs and flaws
plagued the existing models.

9.3 Recommendations for Further Research

Recommendations regarding the improvement and possible extension of the current autopilot sys-
tem are discussed in point form below. It should, however, be noted that adding complexity to a
system increases its chances of failure, and thus additions should always be considered in light of
the ultimate goal.

Airframe and Avionics:

• The nose wheel linkage should be substantially shortened to reduce backlash and improve
runway controller performance.

• The aluminium landing gear is prone to flexing during hard landings and should be replaced
with a more rigid setup.

• The reliability of the 2.4 GHz MaxStream data link was a significant limiting factor during
the practical flight tests. The original monopole antenna was even replaced with a directional
Yagi antenna on the ground station in an attempt to improve link quality. It is recommended
that a higher-power data link solution be investigated.

• A DGPS with faster update rates would minimise the latency associated with position and
velocity measurements, resulting in improved autoland accuracy.

• The data-logging system on board the aircraft should be redesigned, as this often leads to
delays in the control loop time. Introducing the concept of variable logging rates signific-
antly reduced these delays, although the associated hardware is now the limiting factor.

Control System:

• A ground track heading controller and turn rate regulator should be introduced as inter-
mediate components between the roll angle controller and guidance controller. This should
effectively deal with the problem of activating the autopilot far from the intended ground
track. As mentioned in this thesis, activating the guidance controller when the aircraft is
far from the intended track will result in aimless loitering as the bank angle command is
saturated.
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• Instead of using a conventional PI control law for the airspeed controller, it is recommended
to use integral control in the forward path and proportional control in the feedback path.
This will remove the controller zero and minimise undesirable overshoot at the cost of a
slower controller.

• The climb rate command that is fed-forward during the glideslope tracking phase should be
rate limited to minimise the adverse transient effects at the transition point.

• Gain scheduling is often used to enhance autopilot performance when operating over a wide
range of velocities. For the autoland procedure, it was decided that the benefits were not
worth the added complexity for such a small velocity range. However, if the autopilot sys-
tem is extended to perform automatic take-off, then gain scheduling is indeed recommen-
ded.

• In order to further improve landing accuracy in windy conditions, the concept of Direct Drag
Control (DDC) should be investigated.

Further expansion of operational capabilities:

• With the successful implementation and verification of an accurate landing system presen-
ted in this thesis, an arrester cable mechanism could be used to capture the aircraft after
touchdown on a short runway.

• The capabilities of the autopilot system could be extended to include autonomous landing
on a moving platform in crosswind conditions, e.g. on an aircraft carrier out at sea. The
addition of such capabilities would require prediction and estimation of the ship’s motion.
Research conducted by Fourie [48] could serve as a basis for further expansion.
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APPENDIX A

Appendix A: Mathematical Expressions

A.1 Vector Operations

P
R

Q

A

CM

r

Figure A.1: Free body diagram with vector notation

A.1.1 Vector Notation

Vector quantities are written in capital or lower case boldface type, e.g. P or r.

A.1.2 Unit Vectors

Unit vectors are expressed as,

i, j, k (A.1)
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so that,

P = iPx + jPy + kPz (A.2)

where the magnitude of the vector is given by,

|P| =
√

P2
x + P2

y + P2
z (A.3)

A.1.3 Differentiating a Vector

dP
dt

= Ṗ (A.4)

= iṖx + jṖy + kṖz

d (P×Q)

dt
= P× Q̇ + Ṗ×Q (A.5)

A.1.4 Time Derivative of a Vector Measured from a Translating-rotating System

The time derivative of any vector P as observed from the fixed X, Y, Z reference frame is equal to
the time rate of change of P as observed from the x, y, z translating-rotating reference frame [49],

ṖXYZ = Ṗxyz + ω× P (A.6)

where ω is the angular velocity of the x, y, z reference frame relative to the fixed X, Y, Z reference
frame.

A.2 Small Angle Approximation

The standard small angle approximations are given by,

cos A ≈ 1 (A.7)

sin A ≈ A (A.8)

where A is a small angle.
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APPENDIX B

Appendix B: Aircraft Model

B.1 Standard Flight Conditions

The standard flight conditions are defined in this section. These values are used in the analysis of
the linear aircraft model, as well as in the design of the flight control system.

Air Density: Air density is inversely proportional to altitude and is largely dependent on air tem-
perature and humidity. Air density was approximated as a constant because of the relatively small
ranges involved during practical flight testing. The aircraft will not fly higher than 150 m from the
ground and not more than 500 m from the take-off location. The airfield at which practical flight
tests were conducted is nearly at sea level, and tests are often performed in the early morning. To
this end, air density can be approximated as,

ρ = 1.225 kg/m3 (B.1)

which corresponds to the density of air at sea level at 15◦C.

Gravitational Acceleration: It was assumed for the case of a rigid body in a uniform gravitational
field that,

g = 9.81 m/s2 (B.2)

Trim Airspeed: Trim airspeed was selected as,

V̄T = 18 m/s (B.3)

which is the velocity around which the linearisation of the aircraft dynamics was conducted.
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B.2 Airframe Specifications

Physical aircraft parameters are discussed in this section.

Mass: The total aircraft Take-Off-Weight (TOW) was measured using a high-accuracy digital scale
and was found to be,

m = 6.35 kg (B.4)

Moment of Inertia: The moments of inertia for this aircraft were determined experimentally using
the double pendulum method as described by Peddle [3]. This method involves suspending the
aircraft by two equally long strings parallel to the moment of inertia axis of concern. The aircraft
is then perturbed from its state of rest and the period of oscillation recorded. The equation that
relates oscillation period to the moment of inertia is [11],

I =
mgd2

4π2l
T2 (B.5)

where d is the distance between each string and the axis of concern, l is the length of each string,
and T is the period of oscillation measured in seconds. Using this equation, the moments of inertia
were calculated as,

I =


0.722 0 0

0 0.514 0

0 0 0.925

 (B.6)

Engine Model Parameters: The maximum thrust of the electric motor was measured by means of
a thrust test jig and was found to be,

Tmax = 40 N (B.7)

and the time delay between the commanded and generated thrust was measured as,

τe = 0.25 s (B.8)

Geometric Properties: Table B.1 summarises the geometric properties of the test vehicle. The
Oswald efficiency factor e was estimated from basic aircraft geometric parameters in accordance
with work done by Nita and Scholz [31]. In this work, an empirical diagram is obtained from
flight data, which allows the Oswald efficiency factor to be calculated as,

e =
1

Q + PπA
(B.9)

where A is the aspect ratio of the wing, and Q and P are constant experimental values equal to
1.05 and 0.007 respectively.
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Table B.1: Wing geometric parameters

Parameter Symbol Value Unit

Root chord cr 0.373 m

Tip chord ct 0.333 m

Mean chord ¯̄c 0.363 m

Wing span b 1.918 m

Wing area S 0.6975 m2

Aspect ratio A 5.28 ND

Oswald efficiency factor e 0.858 ND

B.3 Aerodynamic Model Parameters

The aerodynamic model parameters consist of non-dimensional stability and control derivatives.
As mentioned in Section 3.4.2 these derivatives were obtained using a Vortex Lattice program
known as Athena Vortex Lattice (AVL). The airframe was modelled in AVL, as shown in Figure B.1,
with the main wing modelled as a Clark-Y airfoil, and the horizontal and vertical stabilisers mod-
elled as NACA 0004 airfoils. Note that a flat rectangular fuselage is added to the model in order
to obtain a more accurate estimation of the side force derivatives.

Figure B.1: Aircraft geometry in AVL using dimensions for the Phoenix Trainer .60 model

B.3.1 Aerodynamic Coefficients

The stability and control derivatives obtained from AVL are summarised in Tables B.2 and B.3
below.
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Table B.2: Force derivatives obtained from AVL. Note that the value for parasitic drag was
changed to CD0

= 0.12 following practical flight test data analysis.

Lift force Value Side force Value Drag force Value

CL0
0.243200 Cy0

0.000000 CD0
0.033600

CLα
4.240906 Cyα

0.000000

CLβ
0.000000 Cyβ

-0.211019

CLP
0.000000 CyP

0.108287

CLQ
7.046092 CyQ

0.000000

CLR
0.000000 CyR

0.150403

CLδE
0.419064 CyδE

0.000000

CLδF
0.936323 CyδF

0.000000

CLδA
0.000000 CyδA

0.000780

CLδR
0.000000 CyδR

0.115794

Table B.3: Moment derivatives obtained from AVL

Roll moment Value Pitch moment Value Yaw moment Value

Cl0 0.000000 Cm0
-0.026700 Cn0

0.000000

Clα 0.000000 Cmα
-0.780993 Cnα

0.000000

Clβ
-0.056602 Cmβ

0.000000 Cnβ
0.038208

ClP
-0.415489 CmP

0.000000 CnP
-0.031465

ClQ
0.000000 CmQ

-7.220962 CnQ
0.000000

ClR
0.127831 CmR

0.000000 CnR
-0.067882

ClδE
0.000000 CmδE

-0.922107 CnδE
0.000000

ClδF
0.000000 CmδF

0.111822 CnδF
0.000000

ClδA
-0.257631 CmδA

0.000000 CnδA
0.007213

ClδR
0.000920 CmδR

0.000000 CnδR
-0.049972
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B.3.2 Trim

Table B.4 summarises the values contained in the trim state vector RT for this particular airframe,
with the standard flight conditions and aircraft-specific parameters as defined in the preceding
sections.

Table B.4: Trim state variables

Symbol Label Value Unit

Trim angle of attack αT 3.1898 deg

Trim sideslip angle βT 0 deg

Trim roll angle ΦT 0 deg

Trim elevator deflection angle δET
-4.3596 deg

Trim flap deflection angle δFT
0 deg

Trim aileron deflection angle δAT
0 deg

Trim rudder deflection angle δRT
0 deg

Trim engine thrust TT 6.6152 N

B.3.3 Lateral-directional Dynamic Decoupling

Lateral-directional dynamic decoupling conditions and constraints:∣∣∣∣∣CnP

ClP

∣∣∣∣∣ = 0.0757� 0.5310 =

∣∣∣∣∣CnR

ClR

∣∣∣∣∣ (B.10)

∣∣∣∣∣CnP

ClP

∣∣∣∣∣ = 0.0757� 0.6750 =

∣∣∣∣∣Cnβ

Clβ

∣∣∣∣∣ (B.11)

∣∣∣∣∣CnδA

ClδA

∣∣∣∣∣ = 0.0280� 0.5310 =

∣∣∣∣∣CnR

ClR

∣∣∣∣∣ (B.12)

∣∣∣∣∣CnδA

ClδA

∣∣∣∣∣ = 0.0280� 0.6750 =

∣∣∣∣∣Cnβ

Clβ

∣∣∣∣∣ (B.13)

∣∣∣∣∣CnP

ClP

∣∣∣∣∣ = 0.0757� 54.3174 =

∣∣∣∣∣CnδR

ClδR

∣∣∣∣∣ (B.14)

∣∣∣∣ YR

mV̄T

∣∣∣∣ = 0.0097� 1 (B.15)

B.4 Linearised Aircraft Model

The standard linearised aircraft model detailed in this section is provided by Etkin and Reid [21].
This simplified model is used to verify the model obtained from the unsimplified linearisation
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process detailed in Chapter 4. The simplified longitudinal aircraft model is given as,
˙̄v

α̇

q̇

θ̇

 =



ρV̄TSCXT
m

qTS
m (CLα

αT + CLT
−

2CLT
CLα

πAe ) 0 −g cos ΘT

−
ρSCLT

m − qTS
mV̄T

CLα
1− qTS

mV̄T

¯̄c
2V̄T

CLQ
− g

V̄T
sin ΘT

0 qTS ¯̄c
Iyy

Cmα

qTS ¯̄c
Iyy

¯̄c
2V̄T

CmQ
0

0 0 1 0




v̄

α

q

θ



+


0 0 1

m

− qTS
mV̄T

CLδE
− qTS

mV̄T
CLδF

0
qTS ¯̄c
Iyy

CmδE

qTS ¯̄c
Iyy

CmδF
0

0 0 0




δe

δ f

∆T

 (B.16)

and the lateral model as,
β̇

ṗ

ṙ

φ̇

 =



qTS
mV̄T

Cyβ

qTS
mV̄T

b
2V̄T

CyP

qTS
mV̄T

CyR
− 1 − g

V̄T
cos ΘT

qTSb
Ixx

Clβ

qTSb
Ixx

b
2V̄T

ClP

qTSb
Ixx

b
2V̄T

ClR
0

qTSb
Izz

Cnβ

qTSb
Izz

b
2V̄T

CnP

qTSb
Izz

b
2V̄T

CnR
0

0 1 tan ΘT 0




β

p

r

φ



+



qTS
mV̄T

CyδA

qTS
mV̄T

CyδR
qTSb
Ixx

ClδA

qTSb
Ixx

ClδR
qTSb

Izz
CnδA

qTSb
Izz

CnδR

0 0


δa

δr

 (B.17)

where q̄T represents the dynamic pressure at the trim airspeed,

q̄T =
1
2

mV̄2
T (B.18)

and ΘT represents the trim pitch angle where,

ΘT = αT (B.19)

for a straight and level flight condition. Evaluating Equations (B.16) and (B.17) with the standard
flight conditions and aircraft-specific parameters detailed in the preceding sections yields,

˙̄v

α̇

q̇

θ̇

 =


−0.0544 9.1674 0 −9.7944

−0.0606 −5.1358 0.9138 −0.0307

0 −76.4721 −7.1412 0

0 0 1.0000 0




v̄

α

q

θ



+


0 0 0.1575

−0.5075 −1.1339 0

−90.2895 10.9492 0

0 0 0




δe

δ f

∆T

 (B.20)
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for the longitudinal dynamics and,
β̇

ṗ

ṙ

φ̇

 =


−0.2555 0.0070 −0.8179 0.5441

−20.8132 −8.1398 2.5043 0

10.9662 −0.4811 −1.0380 0

0 1.0000 0.0564 0




β

p

r

φ



+


0.0009 0.1402

−94.7338 0.3383

2.0702 −14.3426

0 0


δa

δr

 (B.21)

for the lateral dynamics.
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APPENDIX C

Appendix C: Hardware and Software

C.1 Aircraft

C.1.1 Aircraft-specific Hardware

Table C.1 summarises the basic hardware required for remote pilot operation of the practical test
vehicle. This table does not include the autopilot hardware and the avionics required for autonom-
ous flight.

Table C.1: Hardware on board the practical test vehicle excluding sensors, avionics, and flight
control hardware

Component Description

Airframe Phoenix Model 60 Trainer Aircraft

Power Plant E-flight Power 60 Electric Motor running APC 15x8 propeller

Main Battery X-Power 6S 5000 mAh Lithium Polymer high discharge

Avionics Battery Gens Ace 3S 2500 mAh Lithium Polymer

Backup Battery Turnigy 2300 mAh NiMH Low Self Discharge

Actuators HiTEC HS-7975HB, Karbonite Gear, Coreless Digital Servo

RC Receiver Spektrum AR9100 DSM2 9-Channel PowerSafe Receiver

C.2 Ground Station

This section details the features of the custom-designed GCS software used by the ground station
operator to issue high-level commands and monitor important vehicle states. A summary of the
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ground station capabilities is discussed in Table C.2, whilst Figures C.1, C.2, C.3, and C.4 show
screenshots of the ground station software application developed for this particular project.

Table C.2: Summary of ground station capabilities

No. Class Description

1 General Status Information Information relating to general system states (OBC
uptime, system temperatures, battery voltages,
modes and states etc.)

2 Controller Related Functions Commands can be given to activate and test indi-
vidual control loops. Controller references and sat-
urations are monitored for stability. Gains and satur-
ation limits can be modified as required.

3 Autonomous Functionality Commands can be given that enable specific
modes, including waypoint navigation and various
autonomous crosswind landing techniques. FCS
modes and states are monitored closely.

4 Estimator Initialisation and
Status Information

The estimator can be initialised for various configur-
ations whilst variables are monitored.

5 Sensor Monitoring Display sensor measurements from rate gyroscope,
accelerometer, pressure sensor, magnetometer, and
GPS.

6 Actuator Monitoring and
Configuration

Display actuator readings and settings that can be
used to test remote control calibration and actuator
trims.

7 GPS Setup Differential GPS can be initialised for various config-
urations. Allows for GPS setup to be monitored.

8 SD Card Logging Individual logging rates can be varied to prioritise
more important information.
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Figure C.1: GCS screenshot depicting the controller tab
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Figure C.2: GCS screenshot depicting the ATOL tab
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Figure C.3: GCS screenshot depicting the flight map
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Figure C.4: GCS screenshot depicting the logging tab
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APPENDIX D

Appendix D: Runway Controller Design

D.1 Runway Controller Design

The design and verification of the aircraft’s runway controllers are discussed in this appendix.
Each subsection begins with a discussion of the design approach before the details of the control-
ler are considered and the results verified by linear simulation. The cascaded design approach
starts with the augmentation of a yaw rate controller by closing the first control loop around sim-
plified runway dynamics. This is then followed by the design and augmentation of a middle-loop
heading controller and finally concluding with the addition of an outer-loop guidance controller.
It is important to note that active anti-wind up protection was added to the yaw rate controller
integrator.

D.1.1 Runway Model

The runway model used in the non-linear simulation environment was developed by Roos [4].
Roos also provides a simplified dynamic model that describes the aircraft’s yaw rate dynamics
as a combination of the aerodynamic effects and physical runway contact. After the aircraft has
landed it does not cease to be an aircraft, and it is obvious that aerodynamic effects will have
a significant contribution - especially at higher airspeeds. It is therefore necessary to take these
aerodynamic forces into account and in fact use them to improve lateral control efficiency. Roos
defines the following relationship,

ṙ Izz = Na + Nr (D.1)

The aerodynamic contribution is given by,

Na =

(
qSb2CnR

2V̄

)
r +

(
q̄SbCnδR

)
δr (D.2)
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where the aerodynamic coefficients and geometric properties are standard as defined in Appendix B.
The runway contribution is given by,

Nr =

(
lmlsNCαα

V̄g

)
r +

(
lmlsNCαα

(lm + ls)

)
δs (D.3)

with,

N = mg− 0.5ρV̄2SCLT
(D.4)

where Cαα is the cornering coefficient, δs is the nose wheel deflection angle, Vg is the ground speed
measurement, lm is the main wheel moment arm (distance from CG to main wheels), and ls is the
nose wheel moment arm (distance from CG to nose wheel). Table D.1 provides values specific to
the airframe used during practical verification of the autopilot.

Table D.1: Physical parameters of the runway model

Symbol Value

Cαα 0.25

lm 0.2

ls 0.4

It is apparent from Equation (D.4) that N becomes smaller as V̄ increases, since the natural
wing camber generates more lift as the airspeed increases. From Equation (D.3), this means that
there will be a degradation in nose wheel control authority at higher airspeeds. The rudder, how-
ever, is more effective at higher airspeeds and thus using a combination of the rudder and nose
wheel often yields the best results. It is important to note that the rudder will no longer be driven
by the lateral specific acceleration controller after the aircraft makes contact with the runway sur-
face, instead it will driven by the inner-loop yaw rate controller acting as slave to the nose wheel
command. The rudder essentially mimics the nose wheel command according to a predetermined
ratio, in order to improve lateral control efficiency by exploiting the aircraft’s aerodynamic control
characteristics. According to Roos [4], the most effective ratio for this size aircraft with a tricycle
wheel configuration is,

δr = 2δs (D.5)

Define the virtual actuator,

δrs = δs (D.6)

=
δr
2

Substituting Equations (D.2) and (D.3) into (D.1) yields,[
ṙ
]
=

[
qSb2CnR

2V̄ Izz
+ lm ls NCαα

V̄g Izz

]
r +

[
2q̄SbCnδR

Izz
+ lm ls NCαα

(lm+ls)Izz

]
δrs (D.7)
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where the virtual actuator of Equation (D.5) has been used to replace δr and δs. The lateral runway
model of Equation (D.7) can now be used to design a set of cascaded lateral runway controllers.
The runway controllers will be activated at the point of touchdown, and remain active through-
out the entire ground roll phase until the aircraft comes to a complete stop on the runway. It is
intuitive that some form of gain scheduling is required to prevent over/under actuation due to
the inherently large velocity range - from touchdown airspeed to a complete stop. The design
will therefore be centred around a nominal ground speed of 10 m/s, and the control gains scaled
according to the current ground speed measurement. It is apparent from Equation (D.7) that both
airspeed (V̄) and ground speed (V̄g) form part of the dynamic model; however, for the sake of
design simplicity, the following assumption was made,

V̄ = V̄g (D.8)

which is a common design assumption that assumes zero wind speed. To this end, the afore-
mentioned parameters are now substituted into the simplified runway model of Equation (D.7) to
yield,

ṙ =
[
−0.4488

]
r +

[
−6.7226

]
δrs (D.9)

It is convenient to write the open-loop runway model in a more compact form as,

ẋg = Agxg + Bgug (D.10)

D.1.2 Yaw Rate Controller

This section presents the design and verification of an inner-loop yaw rate controller. The yaw rate
controller is responsible for regulating the aircraft’s yaw rate throughout the ground roll phase via
the rudder and nose wheel. A three-axis gyroscope included in the avionics stack on board the
practical test vehicle provided yaw rate measurements for the purpose of feedback control. It
is apparent from Figure 5.1 that the yaw rate controller is driven by the middle-loop heading
controller.

D.1.2.1 Design

With reference to Figure D.1, a Proportional Integral (PI) control law is defined as,

δrs = −Kp ėr − Kier (D.11)

with,

ėr = r− rre f (D.12)

where r and rre f denote the yaw rate measurement and corresponding reference command re-
spectively. The transfer function from virtual actuator input to yaw rate is obtained from the state
space model of Equation (D.10) through,

Gr(s) =
r(s)

δrs(s)
(D.13)

= Cg

(
sI − Ag

)−1
Bg
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ẋ = Ax + Bu rer

+− Σ
r = Cx + Du

1
s Ki

Kp

Σ
−−

δrsrre f ėr

Figure D.1: Runway yaw rate controller block diagram

where Cg is a unity gain. Figure D.2a shows the root locus of the yaw rate controller with respect
to the PI feedback gains Kp and Ki. The location of the yaw rate controller zero was adjusted until
the dominant branches of the root locus passed through closed-loop pole locations that satisfied
the following 2% settling time requirement,

ts < 2.5 s (D.14)

The controller zero that resides near the closed-loop poles results in unwanted overshoot that
would ultimately degrade the response of the remaining outer-loop controllers. It was decided
to place the closed-loop poles at the same location on the real axis (critical damping) with the
knowledge that the nearby zero causes additional overshoot. Figure D.2b shows the yaw rate step
response when,

Kp = −0.482 (D.15)

Ki = −0.506 (D.16)

It is apparent from the step response that there is more overshoot than expected from a critically
damped system; however, the amount of overshoot is approximately 7% and is therefore con-
sidered adequate for this application. The 2% settling time is exactly 2.4 s and therefore satisfies
the aforementioned settling time requirement.

−3 −2.5 −2 −1.5 −1 −0.5 0

−0.5

0

0.5

3 2.5 2 1.5 1 0.5

0.995

0.98
0.955 0.91 0.84 0.74 0.56 0.3

0.995

0.98
0.955 0.91 0.84 0.74 0.56 0.3

Real Axis

Im
ag

in
ar

y
A

xi
s

(a) Root locus (zoomed in)

0 2 4 6 8 10
0

0.5

1

Time (s)

Ya
w

R
at

e
(d

eg
/s

)

Yaw Rate Reference
Yaw Rate

(b) Step response

Figure D.2: Runway yaw rate controller root locus and step response
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D.1.2.2 Closed-loop System

In order to maintain design fidelity of the remaining runway controllers, it is necessary to augment
the dynamics of Equation (D.10) with the yaw rate control law. Augmenting the integrator state
of Equation (D.12) yields,ẋg

ėr

 =

Ag 0

1 0

xg

er

+

Bg

0

 ug +

 0

−1

 rre f (D.17)

Substituting the yaw rate control law of Equation (D.11) yields,ẋg

ėr

 =

Ag 0

1 0

+

Bg

0

 [−Kp −Ki

]xg

er

+

KpBg

−1

 rre f (D.18)

The closed-loop model of Equation (D.18) will be augmented further as more control laws are
added to the system. It is therefore convenient to write it in a more compact form as,

ẋr = Arxr + Brur (D.19)

with,

r = Crxr (D.20)

so that the closed-loop transfer function from yaw rate reference to measured yaw rate is given by,

Grcl
(s) =

r(s)
rre f (s)

(D.21)

= Cr (sI − Ar)
−1 Br

where,

Cr =
[
1 0

]
(D.22)

D.1.3 Heading Controller

This section presents the design and verification of a middle-loop heading controller. The heading
controller is responsible for regulating the aircraft’s heading throughout the ground roll phase
by generating a yaw rate reference that the aforementioned yaw rate controller should regulate
via the rudder and nose wheel. An EKF running the tilt/heading method was used to estimate
the heading angle on the practical test vehicle from on-board magnetometer and accelerometer
readings. It is apparent from Figure 5.1 that the heading controller is driven by the outer-loop
guidance controller.

D.1.3.1 Design

With reference to Figure D.3, a proportional control law is defined as,

rre f = −Kpeψ (D.23)
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with,

eψ = ψ− ψre f (D.24)

where ψ and ψre f denote the heading measurement and corresponding reference command re-
spectively.

−KpΣ
ψre f ψeψ rre f

+
−

Grcl
(s) 1

s
r

Figure D.3: Runway heading controller block diagram

The transfer function from yaw rate reference to heading is obtained from the state space model
of Equation (D.19) through,

Gψ(s) =
ψ(s)

rre f (s)
(D.25)

=
1
s

Cr (sI − Ar)
−1 Br

The root locus of the heading controller with respect to the proportional gain Kp is shown in
Figure D.4a. The proportional gain was varied until the dominant closed-loop pole lay on the real
axis with a 2% settling time requirement of,

ts < 5 s (D.26)

so that a heading step would exhibit minimal overshoot, with an acceptable speed of response.
Figure D.4b illustrates the heading step response when,

Kp = 1.28 (D.27)

It is clear from the response that the initial rise time characteristics are dominated by the faster
complex pole pair. The apparent undershoot that occurs after 2 s can be attributed to the dominate
real pole that resides near the closed-loop zero. Nevertheless, the response is still adequately
damped and exhibits a 2% settling time of exactly 3.4 s, which satisfies the aforementioned settling
time requirement.

D.1.3.2 Closed-loop System

In order to further maintain design fidelity, it is necessary to augment the dynamics of Equa-
tion (D.19) with the heading control law. However, it is first necessary to augment a heading state
to the xr state vector before the heading control law can be augmented to the system. Augmenting
the heading state under the assumption that ψ̇ = r yields,ẋr

ψ̇

 =

Ar 02×1

1 01×2

xr

ψ

+

Br

0

 rre f (D.28)
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Figure D.4: Runway heading controller root locus and step response

Writing the augmented A matrix in a more compact form as Aψ̇, and substituting the heading
control law of Equation (D.23) yields,ẋr

ψ̇

 =

Aψ̇ +

Br

0

 [01×2 −Kp

]xr

ψ

+

KpBr

0

ψre f (D.29)

It is convenient to write the dynamics of Equation (D.29) in a more compact form as,

ẋψ = Aψxψ + Bψuψ (D.30)

with,

ψ = Cψxψ (D.31)

so that the closed-loop transfer function from heading reference to measured heading is given by,

Gψcl
(s) =

ψ(s)
ψre f (s)

(D.32)

= Cψ

(
sI − Aψ

)−1
Bψ

where,

Cψ =
[
01×2 1

]
(D.33)

D.1.4 Guidance Controller

This section presents the design and verification of a guidance controller responsible for guiding
the aircraft along the runway centreline after touchdown. It can be seen from Figure 5.1 that the
input to the guidance controller stems from the navigator, which calculates the cross-track error
(y) between the current aircraft position and the intended waypoint track - the navigator is fur-
ther discussed in Chapter 6. The same navigator is used for both the In Air and On Ground states,
which dramatically reduces system complexity and simultaneously improves FCS predictability.
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A single runway waypoint is appended to the waypoint list, which defines a ground track ref-
erence between the touchdown waypoint and the end of the runway. The guidance controller
generates a heading command, proportional the current cross-track error measurement, that the
middle-loop heading controller should maintain via the inner-loop yaw rate controller. Inertially
coordinated position and velocity measurements were obtained from a differential GPS, mounted
on board the practical test vehicle, and propagated through an EKF to mitigate the adverse effects
of GPS delay and to minimise sensor noise.

D.1.4.1 Design

With reference to Figure D.5, a proportional control law is defined as,

ψre f = −Kpey (D.34)

with,

ey = y− yre f (D.35)

where y and yre f denote the cross-track error and corresponding reference command respectively.

yey

+− Σ Kp Σ
−−

ψre fyre f Gψcl
(s) 1

sV̄g
ψ 1

s

ẏ

Ki
s

Limited Integrator

+

ψtrack

−
Σ

Figure D.5: Runway guidance controller block diagram

It is first necessary to extract cross-track error from the xψ state vector before proceeding with the
root locus design. Consider the diagram in Figure D.6, which shows the aircraft flying at a constant
heading relative to the ground track. The cross-track error rate is the projection of the aircraft’s
ground speed onto the cross-track axis, and is represented by the following equation [34],

ẏ = V̄g sin(ψ− ψtrack) (D.36)

For small angles relative to the ground track heading, Equation (D.36) can be written as,

ẏ = V̄g(ψ− ψtrack) (D.37)

To this end, the transfer function from heading reference to cross-track error is obtained from the
state space model of Equation (D.30) through,

Gy(s) =
y(s)

ψre f (s)
(D.38)

=

(
V̄g

s

)
Cψ

(
sI − Aψ

)−1
Bψ
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E

ψ− ψtrack

ẏ = V̄g sin(ψ− ψtrack)

V̄g

Ground Track

Figure D.6: Cross-track error rate

where Equation (D.37) has been used to indirectly extract cross-track error rate from the xψ state
vector. The root locus of the guidance controller with respect to the proportional gain Kp is shown
in Figure D.7a. The proportional gain was varied until the dominant closed-loop poles satisfied
the following requirements,

ζ = 0.9 (D.39)

ts < 7 s (D.40)

so that a cross-track step would exhibit minimal overshoot with an acceptable speed of response.
Figure D.7b shows the guidance controller step response when,

Kp = 0.0403 (D.41)

It is apparent that the response is well damped and exhibits a 2% settling time of exactly 6.6 s,
which satisfies the aforementioned settling time requirement. It is important that the guidance
controller is not overly aggressive, as this may result in excessive lateral manoeuvres that could
cause the aircraft to tip over and strike a wing. After numerous simulations and practical tests on
the runway, the response shown in Figure D.7b proved fast enough to bring the aircraft back to the
runway centreline without causing it to tip over from excessive lateral perturbations. The natural
integration from cross-track error rate to cross-track error makes this a type 1 system, which means
it should be able to follow a cross-track reference with zero error in the steady state. However, a
limited integrator was included in the practical implementation of this controller to compensate
for heading angle biases and constant crosswind disturbances.

D.1.4.2 Closed-loop System

It is first necessary to augment the cross-track error state to the xψ state vector before the guidance
control law can be augmented to the system. Augmenting the cross-track error state yields,ẋψ

ẏ

 =

 Aψ 03×1

01×2 V̄g 0

xψ

y

+

Bψ

0

ψre f (D.42)
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Figure D.7: Runway guidance controller root locus and step response

where Equation (D.37) has been used to indirectly extract cross-track error rate (ẏ) from the xψ

state vector. Writing the augmented A matrix in a more compact form as Aẏ, and substituting the
guidance control law of Equation (D.34) yields,ẋψ

ẏ

 =

Aẏ +

Bψ

0

 [01×3 −Kp

]xψ

y

+

KpBψ

0

 yre f (D.43)

It is convenient to write the dynamics of Equation (D.43) in a more compact form as,

ẋy = Ayxy + Byuy (D.44)

with,

y = Cyxy (D.45)

so that the closed-loop transfer function from cross-track error reference to cross-track error is
given by,

Gycl
(s) =

y(s)
yre f (s)

(D.46)

= Cy

(
sI − Ay

)−1
By

where,

Cy =
[
01×3 1

]
(D.47)
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APPENDIX E

Appendix E: Wind Data

E.1 Wind Models

Table E.1 summarises the spectrum equations defined in the military specification document MIL-
HDBK-1797 [46]. These equations are used to implement the atmospheric turbulence model dis-
cussed in Chapter 7. With reference to Table E.1, b is the aircraft’s wing span, V is the current
airspeed, σ represents the turbulence intensities, and L represents the turbulence scale lengths.
For altitudes below 1000 ft, scale lengths are defined in the military specification document as,

2Lw = h (E.1)

Lu = 2Lv (E.2)

=
h

(0.177 + 0.000823h)1.2

and the turbulence intensities as,

σw = 0.1u20 (E.3)

σu
σw

=
σv
σw

(E.4)

=
1

(0.177 + 0.000823h)0.4

where u20 is the mean wind speed at 20 ft above the surface and h is the current aircraft altitude,
which is lower-limit saturated to avoid over-aggressive non-linear scaling. A look-up table is used
to determine turbulence intensities for altitudes above 2000 ft; however, such altitudes are not of
concern in this thesis and the derivation has subsequently been omitted.
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Table E.1: MIL-HDBK-1797 filter forms

Direction Dryden Von Kármán

Longitudinal

Hu(s) σu

√
2Lu
πV
· 1

1 + Lu
V s

σu

√
2
π

Lu
V

(
1 + 0.25 Lu

V s
)

1 + 1.357 Lu
V s + 0.1987

(
Lu
V

)2
s2

Hp(s) σw

√
0.8
V
·

(
π
4b

) 1
6

(2Lw)
1
3

(
1 +

(
4b
πV

)
s
) σw

√
0.8
V
·

(
π
4b

) 1
6

(2Lw)
1
3

(
1 +

(
4b
πV

)
s
)

Lateral

Hv(s) σv

√
2Lv
πV
·

1 + 2
√

3Lv
V s(

1 + 2Lv
V s
)2

σv

√
1
π

2Lv
V

(
1 + 2.7478 2Lv

V s + 0.3398
(

2Lv
V

)2
s2
)

1 + 2.9958 2Lv
V s + 1.9754

(
2Lv
V

)2
+ 0.1539

(
2Lv
V

)3
s3

Hr(s)
∓ s

V(
1 +

(
3b
πV

)
s
) · Hv(s)

∓ s
V(

1 +
(

3b
πV

)
s
) · Hv(s)

Vertical

Hw(s) σw

√
2Lw
πV
·

1 + 2
√

3Lw
V s(

1 + 2Lw
V s
)2

σw

√
1
π

2Lw
V

(
1 + 2.7478 2Lw

V s + 0.3398
(

2Lw
V

)2
s2
)

1 + 2.9958 2Lw
V s + 1.9754

(
2Lw
V

)2
+ 0.1539

(
2Lw
V

)3
s3

Hq(s)
± s

V(
1 +

(
4b
πV

)
s
) · Hw(s)

± s
V(

1 +
(

4b
πV

)
s
) · Hw(s)
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E.2 Measured Wind Data

Figure E.1 shows the wind profile measured by an iWeathar station located at the testing facility
during the final practical flight test.

<< BACK   SHOW GR APHS   LIST ALL STATIONS   IWEATHAR  HOME PAGE

  Thu May 19 12:02:05 2016

Pow ered by iWeathar Stations

Click Here for our Products

Area: Firgrove (HRF)

GPS Co ordinates: S 34º 2' 48, E 18º 44' 25

Sunrise / Sunset: 07:33 / 17:50

Beaufort Scale: Light Breeze

Last Update: 2016 05 19 12:01:08
Weather Summary: In the last few minutes the wind was South South

West (SSW) at an average speed of 8 kmh,
reaching up to 14 kmh and a low of 4 kmh. The
gust strength is 10 kmh above the minimum
speed.

Wind Speed: 4   14 kmh Wind Direction: SSW 199 ° Barometer: 1030mb

 Click on the sensor above to view the 12 hour graph.

1 2  H R   O V E R V I E W ,   C O P Y R I G H T   I  W E A T H A R . C O . Z A

Test Set 1 Test Set 2

Figure E.1: Wind profile from iWeathar station
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APPENDIX F

Appendix F: Controller Robustness
Investigation

This appendix includes pole-zero plots and step responses that were used to evaluate the robust-
ness of the autopilot to changes in trim airspeed. For each of the plots shown below, controller
gains remain constant whilst trim airspeed ranges from 16 m/s to 20 m/s. The results essentially
demonstrate the effect of trim airspeed on controller performance when gain scheduling is not
employed. It is apparent that the FCS performs adequately over the typical airspeed range, and it
was therefore decided that the benefits of gain scheduling were not worth the added complexity.
However, if the autopilot system is extended to perform automatic take-off, then gain schedul-
ing is indeed recommended to maximise performance and to ensure stability over the extended
airspeed range. This appendix is divided into two sections:

• Longitudinal controller robustness to change in trim airspeed

• Lateral controller robustness to change in trim airspeed

Stellenbosch University  https://scholar.sun.ac.za



APPENDIX F. APPENDIX F: CONTROLLER ROBUSTNESS INVESTIGATION 202

F.1 Longitudinal Controllers

0 5 10 15 20
0

0.2

0.4

0.6

0.8

1

1.2

Time (s)

A
ir

sp
ee

d
(m

/s
)

Reference 16 m/s 17 m/s 18 m/s 19 m/s 20 m/s

−15 −10 −5 0
−6

−4

−2

0

2

4

6

14 12 10 8 6 4 2

0.99

0.965

0.92 0.84 0.74 0.6 0.42 0.22

0.99

0.965

0.92 0.84 0.74 0.6 0.42 0.22

Real Axis

Im
ag

in
ar

y
A

xi
s

Figure F.1: Airspeed controller robustness investigation with trim airspeed ranging from 16 m/s
to 20 m/s
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Figure F.2: Normal specific acceleration controller robustness investigation with trim airspeed
ranging from 16 m/s to 20 m/s
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Figure F.3: Climb rate controller robustness investigation with trim airspeed ranging from 16 m/s
to 20 m/s
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Figure F.4: Altitude controller robustness investigation with trim airspeed ranging from 16 m/s
to 20 m/s
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F.2 Lateral Controllers
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Figure F.5: Lateral specific acceleration controller robustness investigation with trim airspeed ran-
ging from 16 m/s to 20 m/s
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Figure F.6: Roll rate controller robustness investigation with trim airspeed ranging from 16 m/s
to 20 m/s
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Figure F.7: Roll angle controller robustness investigation with trim airspeed ranging from 16 m/s
to 20 m/s
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Figure F.8: Guidance controller robustness investigation with trim airspeed ranging from 16 m/s
to 20 m/s
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APPENDIX G

Appendix G: Formal Flight Test
Documentation
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1 Flight Test Plan

Flight Test Details

Name of test: Landing test in adverse wind conditions

Date of test: 17 May 2016

Location of test: Helderberg Radio Flyers Club

I, the undersigned, fully understand my role in the execution and safety of the above flight test:

Team Member Print Name Signature Date

Coordinator Andrew de Bruin

Safety Pilot Michael Basson

Assistant Ryan Maggott

Assistant Piero Ioppo

Assistant Gideon Hugo
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2 Introduction
2.1 Background
As part of ongoing research in the Electronic Systems Laboratory, several projects in the past have been executed
with Phoenix as the test vehicle, including autonomous navigation, autonomous landing and fault tolerance.
Most recently, Albert’s project titled Accurate Autonomous Landing of a Fixed-Wing Unmanned Aerial Vehicle
showed that an accurate landing is possible using DGPS. A new airframe has since been constructed (ESL
Vulture) which will be used for future autonomous landing projects. Andrew de Bruin will be implementing a
synergistic controller architecture with strong disturbance rejection characteristics that should allow the aircraft
to land accurately in adverse wind conditions. Vulture was constructed by Andrew de Bruin and was completed
on the 9th of November 2015.

2.2 Test Objectives
This test is aimed at evaluating crosswind landing performance through practical flight testing. Each test will
consist of a sudo landing approach followed by an actual landing depending on the success of the sudo approach.
The test will be structured in such a way that all three of the crosswind landing techniques are evaluated. The
test will be structured as follows:

• Sudo crabbed landing

• Crabbed landing (depending on the success of sudo)

• Sudo de-crab landing

• De-crab landing (depending on the success of sudo)

• Sudo low-wing landing

• Low-wing landing (depending on the success of sudo)

The data captured will also be compared with the HIL simulation results to determine the efficacy of each
controller. Any anomalies will be identified and isolated so that they can be fixed on the next iteration of
controller code. If all of the aforementioned objectives are successfully achieved and the recorded flight data is
deemed acceptable, no further flight testing is required unless time permits.

2.3 Description of the Test Item
The ESL vulture is a Phoenix Boomerang model 60 trainer RC aircraft, similar to the previous airframe used
in the ESL (Phoenix). The latest version of Chris Fourie’s ground station software will be used, modified
to accompany the new controllers and commands. The OBC has also been updated with the new controller
architecture, updated logging code and more efficient sensor filtering.

3 Test Preparation
3.1 Project Team

• Michael Basson

• Thomas Jones

• Gideon Hugo

3.2 Logistical Support
No logistical support is required for this flight test.

3.3 Briefings and Debriefings
Flight briefing and debriefing will take place at the airfield.

3
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3.4 Safety
• Briefing to the relevant team members about hazards will take place at the airfield. This includes general

safety around the UAV.

• A first aid kit must be available in case of injury.

• A fire extinguisher must be available in case of electrical fire.

• Adherence to the checklists would reduce the risk of hazards.

See the risk assessment for further details.

4 Details of the Test
4.1 Objective 1 – Landing in adverse wind conditions
Objective

The aim of this test is to evaluate autoland accuracy in crosswind conditions.

Test Methods

1. The aircraft will start on the runway and zeroed.

2. Takeoff will proceed under safety pilot control.

3. A path will be flown in line with the predetermined waypoints under safety pilot control.

4. The airspeed and altitude controller will be activated from the ground station to maintain the current
altitude at an airspeed of 18 m/s.

5. The pilot will be instructed to fly the aircraft down the runway leg and arm the controller. At this point
both the ground station AP switch and the RC pilot AP switch are engaged.

6. The altitude controller will be given a reference altitude of 17.5 m above the ground in preparation for
the waypoint navigation state.

7. The guidance and LSA controllers will be activated and the state machine transitioned from RC pilot
state to waypoint navigation state.

8. A series of sudo landing attempts will be made to ensure that the safety pilot is happy with the approach.

9. A real landing will be conducted once the safety pilot has given the go ahead.

Test Conditions

Weather conditions are the most significant factor that may hinder the test. During this phase of the project,
it is not recommended to continue with a test if strong winds or rain are present. The severity of conditions
will be determined by the safety pilot and safety officer.

Data Required and Analysis

All conventional sensor data from the GPS, accelerometers and gyroscopes will be logged in order to compare
it with the HIL simulation results. All relevant controller data will be logged and compared to the designed
controller response and the HIL response in terms of time constants, overshoot, settling times and tracking
performance. Any anomalies during the flight will be noted for further analysis at a later stage before the next
flight test.

Acceptance Criteria

The test will be regarded as successful if the logged sensor and estimator data corresponds well with the HIL
simulation results. Anomalies are expected as the simulation conditions do not perfectly represent the real flight
conditions on the particular flight test day. These will be evaluated based on the severity of the anomaly.

4
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5 Test Schedule
The test schedule should stand as detailed below. Hindrances caused by weather, attendance emergencies, etc.
will likely delay the test by no more than one week.

NO OBJ. NO TEST DATE FLIGHT TIME [H] TEST DESCRIPTION
A B C D E

1 1 17 May 2016 10 minutes Landing tests - Crabbed landing
test

1 2 17 May 2016 10 minutes Landing tests - De-crab landing
test

1 3 17 May 2016 10 minutes Landing tests - Low-wing
landing test

5
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8 Checklists
Day Before Flight

Charge
OBC batteries.
Motor batteries.
Backup battery
Laptop battery.
RC battery.
RC battery (backup).
Camera.
Radio comms.
NovAtel lead-acid.
ALIGN lead-acid.

Mechanical Check
Fuselage.
Undercarriage and nose wheel.
Flaps, ailerons, rudder, elevator.
Servo motors (note deflection direction).
Main motor.

Systems Check
Bind RC to vehicle.
RC comms.
Gyroscope measurements, verify on estimator.
Accelerometer measurements, verify on estimator.
Magnetometers measurements, verify on estimator.
GPS measurements, verify on estimator.

Other
Most recent code loaded on OBC and GCS.
Predicted weather conditions at airfield.
Contact safety pilot.

Morning of Flight

Pack
Laptop.
Laptop battery.
Laptop charger.
Laptop mouse.
RF module and USB cable.
Vehicle.
Wing Struts.
Wing bolts.
Battery enclosure nylon screws.
SD card.
OBC batteries.
Motor batteries.
Backup battery.
RC remote.
RC battery.
RC battery (backup).
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Radio comms.
Camera.
Tripod.
Bind plug.
Table.
Chairs.
Pens and paper.
Clipboards.
Chargers.
Power supply.
Power cord.
Extension cord.
Multiplug.
Fire extinguisher.
First-Aid kit.
Flight toolbox.
Orange toolbox.
Blue toolbox.
NovAtel Flight Case.
NovAtel base.
Novatel USB cable.
NovAtel spares toolbox.
NovAtel lead-acid.
NovAtel lead-acid (backup).
NovAtel tripod.
Base antenna.
Antenna mount.
Antenna cable.
Serial cable (backup).
USB-Serial (backup).
Antenna cable (backup).
ALIGN Lead-acid.
Lead-acid (backup).

Other
Predicted weather conditions at airfield.
Contact safety pilot.

Pre-Flight

Mechanical Check
Fuselage.
Undercarriage and nose wheel.
Flaps, ailerons, rudder, elevator.
Main motor.
Servo motors (note deflection direction).

Vehicle
Connect batteries.
Insert SD card.
Turn on OBC.
Format SD card.
Ensure TX and RX bind.
Range check.
Weight distribution.
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Estimator Check
Gyroscope and Euler angles.
Accelerometer and velocities.
Magnetometers.
GPS measurements and position.

Post-Test

Other
Weather conditions at airfield.
Download SD card (OBC) data.
Download SD card (camera) data.
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Flight Tests (GCS Version)

Test 1: Crabbed Landing attempts
Switch on the GCS.
Connect OBC batteries.
Insert SD card.
RADIO: Turn on OBC...
Connect to COM port.
Check SD card detection.
Start logging.
Check battery voltages of main and backup.
Check GPS satellites, acquisition of L1Int.
Zero gyroscopes.
Zero airspeed.
Reset flight timer.
Upload and check waypoints.
RADIO: Connect motor battery, move to runway...
Initialise estimator.
Enable estimator.
RADIO: Ready for takeoff...
RADIO: Arming all Longitudinal Controllers.
RADIO: Arm Autopilot
Observe.
RADIO: Set altitude to 17.5 m
RADIO: Arming long range guidance with landing speed set at 16 m/s.
RADIO: Let the aircraft fly one full circuit and then activate the sudo landing flag.
RADIO: Are you happy with the aircraft approach and airspeed?
If safety pilot is happy then activate real landing flag with crabbed landing.
RADIO: Observe runway control - takeover if necessary.
Stop logging.
Disable estimator.
Stop sending RTK.
RADIO: Turn off motor and OBC...
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Test 2: De-crab Landing attempts
Switch on the GCS.
Connect OBC batteries.
Insert SD card.
RADIO: Turn on OBC...
Connect to COM port.
Check SD card detection.
Start logging.
Check battery voltages of main and backup.
Check GPS satellites, acquisition of L1Int.
Zero gyroscopes.
Zero airspeed.
Reset flight timer.
Upload and check waypoints.
RADIO: Connect motor battery, move to runway...
Initialise estimator.
Enable estimator.
RADIO: Ready for takeoff...
RADIO: Arming all Longitudinal Controllers.
RADIO: Arm Autopilot
Observe.
RADIO: Set altitude to 17.5 m
RADIO: Arming long range guidance with landing speed set at 16 m/s.
RADIO: Let the aircraft fly one full circuit and then activate the sudo landing flag.
RADIO: Are you happy with the aircraft approach and airspeed?
If safety pilot is happy then activate real landing flag with de-crab landing.
RADIO: Observe runway control - takeover if necessary.
Stop logging.
Disable estimator.
Stop sending RTK.
RADIO: Turn off motor and OBC...
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Test 3: Low wing Landing attempts
Switch on the GCS.
Connect OBC batteries.
Insert SD card.
RADIO: Turn on OBC...
Connect to COM port.
Check SD card detection.
Start logging.
Check battery voltages of main and backup.
Check GPS satellites, acquisition of L1Int.
Zero gyroscopes.
Zero airspeed.
Reset flight timer.
Upload and check waypoints.
RADIO: Connect motor battery, move to runway...
Initialise estimator.
Enable estimator.
RADIO: Ready for takeoff...
RADIO: Arming all Longitudinal Controllers.
RADIO: Arm Autopilot
Observe.
RADIO: Set altitude to 17.5 m
RADIO: Arming long range guidance with landing speed set at 16 m/s.
RADIO: Let the aircraft fly one full circuit and then activate the sudo landing flag.
RADIO: Are you happy with the aircraft approach and airspeed?
If safety pilot is happy then activate real landing flag with low-wing landing.
RADIO: Observe runway control - takeover if necessary.
Stop logging.
Disable estimator.
Stop sending RTK.
RADIO: Turn off motor and OBC...
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Flight Tests (Pilot Version)

Test 1: Crabbed Landing attempts
RADIO: Turn on OBC...
RADIO: Connect motor battery, move to runway...
RADIO: Ready for takeoff...
RADIO: Arming all Longitudinal Controllers.
RADIO: Arm Autopilot
RADIO: Set altitude to 17.5 m
RADIO: Arming long range guidance with landing speed set at 16 m/s.
RADIO: Let the aircraft fly one full circuit and then activate the sudo landing flag.
RADIO: Are you happy with the aircraft approach and airspeed?
RADIO: Activating landing flag for crabbed landing.
RADIO: Observe runway control - takeover if necessary.
RADIO: Turn off motor and OBC...
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Test 2: De-crab Landing attempts
RADIO: Turn on OBC...
RADIO: Connect motor battery, move to runway...
RADIO: Ready for takeoff...
RADIO: Arming all Longitudinal Controllers.
RADIO: Arm Autopilot
RADIO: Set altitude to 17.5 m
RADIO: Arming long range guidance with landing speed set at 16 m/s.
RADIO: Let the aircraft fly one full circuit and then activate the sudo landing flag.
RADIO: Are you happy with the aircraft approach and airspeed?
RADIO: Activating landing flag for de-crab landing.
RADIO: Observe runway control - takeover if necessary.
RADIO: Turn off motor and OBC...
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[25] R. Brockhaus and P. Wüst, “Open Loop Compensation of Wind Shear Effects in Low Level
Flight,” AGARD Conference Proceedings CP 240 .Guidance and Control Design Considerations for
Low Altitude and Terminal Area Flight, 1977. 2.2.3

Stellenbosch University  https://scholar.sun.ac.za



REFERENCES 228

[26] J. Borowski and W. Sobieraj, “The Effect of Automatic Flight Control System Structure on
Attenuation of the Short-Period Aircraft Vibrations due to Atmospheric Turbulence,” Journal
of Theoretical and Applied Mechanics, pp. 67–80, 1998. 2.2.3

[27] M. V. Cook, Flight Dynamics Principles, 2nd ed. Elsevier Ltd, 2007. 3.1.1, 3.4.1, 3.4.1, 4.5.1.2,
4.5.2.1, 4.5.2.2, 4.5.2.3, 4.5.2.3

[28] J. H. Blakelock, Automatic Control of Aircraft and Missiles, 2nd ed. John Wiley and Sons, 1991.
3.2, 3.2, 3.2, 3.2

[29] L. V. Schmidt, Introduction to Aircraft Flight Dynamics, 2nd ed. AIAA education series, 1998.
3.3.2

[30] M. C. Koen, “Modelling and Simulation of an RPV for Flight Control System Design Pur-
poses,” Department of Electronic and Computer Engineering, University of Pretoria, 2006.
3.4.2, 3.4.2

[31] M. Nita and D. Scholz, “Estimating the Oswald Factor from Basic Aircraft Geometrical Para-
meters,” Deutscher Luft-und Raumfahrtkongress, 2012. 3.4.2, B.2

[32] R. S. Shevell, Fundamentals of Flight, 1st ed. Prentice-Hall, 1983. 3.4.2

[33] W. Beeton, “Fault Tolerant Flight Control of a UAV with Asymmetric Damage to its Primary
Lifting Surface,” Master’s thesis, Stellenbosch University, 2013. 3.4.2, 8.2

[34] I. K. Peddle and J. A. A. Engelbrecht, “Introductory Course to Aircraft Dynamics,” Advanced
Automation 833 course notes, 2015. 3.4.4, 4.1, 4.3, 4.3, 5.1, D.1.4.1

[35] G. E. Urroz, Solution of Non-linear Equations, Utah State University, September 2004. 4.1

[36] M. Cavcar, “Stall speed,” PLT 225 Aerodynamics course notes, 2014. 4.5

[37] D. A. Caughey, “Introduction to Aircraft Stability and Control,” Course Notes for MAE 5070,
2011. 4.5.1.1, 4.5.1.2

[38] T. A. Talay, Introduction to the Aerodynamics of Flight, 1st ed. National Aeronautics and Space
Administration, 1975. 4.5.2.2

[39] J. R. Raol, G. Girjia, and J. Singh, Modelling and Parameter Estimation of Dynamic Systems, 1st ed.
Institution of Engineering and Technology, 2004. 4.5.3, 4.5.3

[40] J. Gera, “The Influence of Vertical Wind Gradients on the Longitudinal Motion of Airplanes,”
National Aeronautics and Space Administration, Tech. Rep., 1971. 4.5.4, 4.5.4

[41] W. J. G. Pinsker, “The Control Characteristics of Aircraft Employing Direct-Lift Control,”
Aeronautical Research Council Reports and Memoranda, Tech. Rep., 1970. 5.2.2, 5.2.2, 5.2.2,
5.2.2

[42] L. J. Clancy, Aerodynamics, 1st ed. Pitman Publishing Limited, 1975. 7.1.1

Stellenbosch University  https://scholar.sun.ac.za



REFERENCES 229

[43] Federal Aviation Administration, Pilot’s Handbook of Aeronautical Knowledge, U.S. Department
of Transportation, 2016. 7.1.1, 7.1.1

[44] D. G. Hull, Fundamentals of Airplane Flight Mechanics, 1st ed. Springer, 2007. 7.1.1

[45] U.S. Department of Defence, Flying Qualities of Piloted Aircraft MIL-F-8785C, Washington,
November 1980. 7.1.4.1

[46] ——, Flying Qualities of Piloted Aircraft MIL-HDBK-1797, Washington, June 1995. 7.1.4.2,
7.1.4.3, E.1

[47] J. R. Raol, G. Girija, and J. Singh, Modelling and Parameter Estimation of Dynamic Systems, 1st ed.
The Institution of Engineering and Technology, 2004. 8.6, 8.6

[48] C. K. Fourie, “The Autonomous Landing of an Unmanned Helicopter on a Moving Platform,”
Master’s thesis, Stellenbosch University, 2015. 9.3

[49] R. Hibbeler, Engineering Mechanics: Dynamics, 12th ed. Prentice Hall, 2010. A.1.4

Stellenbosch University  https://scholar.sun.ac.za


	Declaration
	Abstract
	Opsomming
	Acknowledgements
	Dedication
	Contents
	List of Figures
	List of Tables
	Nomenclature
	1 Introduction and Overview
	1.1 Background
	1.2 Project History
	1.3 Problem Statement
	1.4 Research Objectives
	1.5 Thesis Layout

	2 Research and Associated Literature
	2.1 Internal Projects (ESL)
	2.2 External Projects
	2.2.1 Autonomous Navigation and Landing
	2.2.2 Crosswind Landing Techniques
	2.2.3 Effect of Wind on Flight Characteristics

	2.3 Summary

	3 Aircraft Dynamic Equations
	3.1 Axis System Definition
	3.1.1 Inertial Axis System
	3.1.2 Body Axis System and Standard Aircraft Notation
	3.1.3 Stability and Wind Axis System

	3.2 Development of the Equations of Motion
	3.3 Attitude Definition
	3.3.1 Euler Angles and the Transformation Matrix
	3.3.2 Kinematic Equations

	3.4 Forces and Moments
	3.4.1 Aircraft Reference Geometry
	3.4.2 Aerodynamic
	3.4.3 Gravitational
	3.4.4 Thrust

	3.5 Summary

	4 Development of a Linear Aircraft Model
	4.1 Defining and Calculating Trim State Variables
	4.2 Small Disturbance Theory
	4.3 Linearising the Equations of Motion
	4.4 Overview of the Practical Test Vehicle
	4.5 Analysis of the Aircraft Model
	4.5.1 Longitudinal Dynamics
	4.5.2 Lateral Dynamics
	4.5.3 Effect of AoA and AoSS on Stability
	4.5.4 Effect of Wind on Stability

	4.6 Summary

	5 Control System Design
	5.1 Controller Architecture
	5.2 Longitudinal Controllers
	5.2.1 Airspeed Controller
	5.2.2 Normal Specific Acceleration Direct Lift Controller
	5.2.3 Climb Rate Controller
	5.2.4 Altitude Controller

	5.3 Lateral Controllers
	5.3.1 Lateral Specific Acceleration Controller
	5.3.2 Roll Rate Controller
	5.3.3 Roll Angle Controller
	5.3.4 Guidance Controller
	5.3.5 Heading Controller

	5.4 Summary

	6 Navigation and Landing Strategies
	6.1 Navigation
	6.2 Crosswind Landing Techniques, Limitations and Constraints
	6.2.1 Approach Methods
	6.2.2 Crosswind Limitations
	6.2.3 Landing Techniques
	6.2.4 Landing Constraints

	6.3 State Machine
	6.4 Summary

	7 Non-linear Simulations
	7.1 Simulation Environment
	7.1.1 Aircraft Model
	7.1.2 Actuator and Sensors Models
	7.1.3 Runway Model
	7.1.4 Wind Model
	7.1.5 Navigation and Flight Control

	7.2 Simulation Results
	7.2.1 Linear vs Non-linear Controller Response
	7.2.2 Navigation and Landing
	7.2.3 Effect of Wind on Controllers

	7.3 Analysis of Crosswind Landing Techniques
	7.3.1 Attitude and Trajectory Tracking
	7.3.2 Monte Carlo Simulations

	7.4 Summary

	8 HIL Simulations and Flight Test Results
	8.1 Structural Overview
	8.2 Avionics and Associated Hardware
	8.3 Embedded Software
	8.4 Ground Station
	8.5 Overview of the Flight Test Campaign
	8.6 Model Verification
	8.7 Autopilot Results
	8.7.1 HIL vs Practical Flight Data
	8.7.2 Navigation and Landing
	8.7.3 Practical Verification of Landing Techniques

	8.8 Summary

	9 Conclusion and Recommendations
	9.1 Conclusion
	9.2 Contributions
	9.3 Recommendations for Further Research

	Appendices
	A Appendix A: Mathematical Expressions
	A.1 Vector Operations
	A.1.1 Vector Notation
	A.1.2 Unit Vectors
	A.1.3 Differentiating a Vector
	A.1.4 Time Derivative of a Vector Measured from a Translating-rotating System

	A.2 Small Angle Approximation

	B Appendix B: Aircraft Model
	B.1 Standard Flight Conditions
	B.2 Airframe Specifications
	B.3 Aerodynamic Model Parameters
	B.3.1 Aerodynamic Coefficients
	B.3.2 Trim
	B.3.3 Lateral-directional Dynamic Decoupling

	B.4 Linearised Aircraft Model

	C Appendix C: Hardware and Software
	C.1 Aircraft
	C.1.1 Aircraft-specific Hardware

	C.2 Ground Station

	D Appendix D: Runway Controller Design
	D.1 Runway Controller Design
	D.1.1 Runway Model
	D.1.2 Yaw Rate Controller
	D.1.3 Heading Controller
	D.1.4 Guidance Controller


	E Appendix E: Wind Data
	E.1 Wind Models
	E.2 Measured Wind Data

	F Appendix F: Controller Robustness Investigation
	F.1 Longitudinal Controllers
	F.2 Lateral Controllers

	G Appendix G: Formal Flight Test Documentation
	References



