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Abstract

The main focus of this thesis is to document themtdation, extraction and validation of
nonlinear models for the on-wafer gallium nitrid&afN) high-electron mobility (HEMT) devices
manufactured at the Interuniversity Microelectren€entre (IMEC) in Leuven, Belgium. GaN
semiconductor technology is fast emerging and iéxpected that these devices will play an
important role in RF and microwave power amplifgplications. One of the main advantages
of the new GaN semiconductor technology is thabrmbines a very wide band-gap with high
electron mobility, which amounts to higher levels gain at very high frequencies. HEMT
devices based on GaN, is a fairly new technology mot many nonlinear models have been
proposed in literature. This thesis details theige®f hardware and software used in the
development of the nonlinear models. An intermotadistortion (IMD) measurement setup
was developed to measure the second and higher-dedeative of the nonlinear drain current.
The derivatives are extracted directly from measers and are required to improve the
nonlinear model IMD predictions. Nonlinear modeltragtion software was developed to
automate the modelling process, which was fundamhémtthe nonlinear model investigation.
The models are implemented in Agilent's Advancedibe System (ADS) and it is shown that
the models are capable of accurately predictingrnbasured S-parameters, large-signal single-
tone and two-tone behaviour of the GaN devices.



Opsomming

Die hoofdoel van hierdie tesis is om die formulgriontrekking en validasie van nie-lineére
modelle vir onverpakte gallium nitraat (GaN) hoék&tonmobilisering transistors (HEMTS) te
dokumenteer. Die transistors is vervaaardig by ldieruniversity Microelectronics Centre
(IMEC) in Leuven, Belgié. GaN-halfgeleier tegnolegs besig om vinnig veld te wen en daar
word voorspel dat hierdie transistonsbelangrike rol gaan speel in RF en mikrogolf krag-
versterker toepassings. Een van die hoof voordatedie nuwe GaN-halfgeleier tegnologie is
dat dit 'n baie wyd band-gaping het met hoé-elektabilisering, wat lei tot hoé aanwins by
mikrogolf frekwensies. GaN HEMTs is 'n redelik nuwegnologie en nie baie nie-lineére
modelle is al voorgestel in literatuur nie. Hiertksis ondersoek die ontwerp van die hardeware
en sagteware soos gebruik in die ontwikkeling vaerlineére modelle. 'n Intermodulasie
distorsie-opstelling (IMD-opstelling) is ontwikkeir die meting van die tweede en hoér orde
afgeleides van die nie-lineére stroom. Die afgelgeis direk uit die metings onttrek en moet die
nie-lineére IMD-voorspellings te verbeter. Nie-&ne onttrekking sagteware is ontwikkel om die
modellerings proses te outomatiseer. Die modellelvwgeimplementeer iAgilent se Advanced
Design System (ADS) en bewys dat die modelle in staat is om akiteiafgemete S-parameters,
grootsein enkeltoon en tweetoon gedrag van die aistors te kan voorspel.
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CHAPTER 1

| ntroduction

1.1 Introduction

The main objective of this thesis is to investigatbaracterise and model a new advanced
microwave transistor. The technology referred tgallium nitride (GaN) high-electron mobility
transistors (HEMTs). The HEMTs measured and modellme manufactured at the
Interuniversity Microelectronics Centre (IMEC) ineliven, Belgium. GaN semiconductor
technology offers higher levels of gain at verytigequencies compared to similar devices in
the market today. As this technology is relativegw, not many models have been proposed in
literature and the goal of this work is to develugnlinear models that accurately predict the
linear and nonlinear behaviour of the GaN HEMTSs sniead.

The goal of this chapter is to give a brief introtlon to the basic principles of nonlinear
modelling. These principles are fundamental toyfulhderstand how nonlinear models are
derived in practice. The final section of this clespwill present the scope and layout of this
thesis.

1.2 Overview of Nonlinear Modelling Techniques

Physically-based modelling, black box modelling @uglivalent circuit modelling are the three
main modelling approaches to describe the nonlibedaviour of a device [12]. Each of these
techniques will be discussed briefly in this sattio

Physically-based modelling describes the activecgem terms of the motion of charge carriers
and geometrical characteristics, allowing both gsptal and an electrical description of the
device. The advantage of this approach is thatowiges valuable insight into the operation of
the semiconductor device. The disadvantage, howasethat this type of model is rather



complex and requires time-consuming numerical nmagho obtain solutions, thus it will not be
considered in this work.

The next modelling technique is known as “Black Bé&delling”. In this approach, the device
is represented by a behavioural input-output moderises from system theory, where basic
building blocks of any complexity are representgdaltransfer function. The parameters of the
mathematical model are fitted to a set of meastesdlts. The newest work in this field provides
very powerful models by extracting nonlinear stgtace equations directly from measured data.
This technique requires a large amount of nonlivegtor measurements taken with the large-
signal vector network analyser (LSNA). However, texessibility of a LSNA measurement
system is in most cases problematic and is a ntigadvantage of this technique. The method
also requires extensive fitting procedures thatlmamwery time consuming. A trade-off between
model accuracy and model simplicity has to be madach does not make this approach
suitable for this work.

The most widely used type of device model in practis the equivalent circuit model. This
model offers several key advantages over the paljgibased and “Black Box” models. The
first is that the small-signal equivalent model\pdes a link between the measured DC and S-
parameters and the electronic processes occurritfynwthe device. The elements in the
equivalent circuit provide a lumped element appration to some aspect of the physical
device. A properly chosen topology, in additionb®ing physically meaningful, provides an
excellent match to measurements over a very welgugncy range and allows for extrapolation
of behaviour at frequencies beyond the capabilitthe available measurement setup. The main
advantage of this method is that it is relativedgtfand straightforward, which makes it ideal to
implement in nonlinear simulation packages. Theivadent circuit parameters (ECPs) are
extracted using measurements taken from the veetovork analyser (VNA). Once the ECPs
have been extracted, the equivalent quasi-statiinear model can be derived. The model can
be extended to a non quasi-static model to imptioeeccuracy of the model predictions.

All factors considered, it is concluded that theigglent circuit model approach will be used to
model the devices in this work. In chapter foudedailed description of the equivalent circuit
model topology is presented, as well as the dedludti the nonlinear models.

1.3 Introduction to Nonlinear Equivalent Circuit Models

The main objective of an equivalent circuit is todel all the electrical characteristics of the
original circuit on which it is based. When dealingth complex circuits such as transistor
models, the equivalent circuit is made up of linead nonlinear elements and must be able to
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accurately predict both the linear and nonlineahabeur of the device. In practice, the
nonlinear equivalent circuit model is the most Wydesed nonlinear model and is fairly simple
to implement in commercial computer aided desighl}Tprograms.

The most common method to construct these modéteris measured multi-bias DC and high-
frequency S-parameter data. Pulsed |-V measurensantsiso be used, but these measurement
setups are not always accessible and will not leel irs this work. The measured S-parameter
data from the VNA is used to extract the linearieglent circuit model. This model represents
the small-signal response of the device. A typsrahll-signal model of a field effect transistor
(FET) model consists of an intrinsic and an extdrsection as shown in Figure 1All the
elements outside the dashed box represent thenggtelements. These elements are related to
the packaging of the device and are bias-indepénd@ba elements inside the box represent the
intrinsic elements and are bias-dependent.

Intrinsic Plane

Gate
& — A

Ls

Source

Figurel.l  The typical small-signal equivalent circuit for BET.

Once the equivalent circuit parameters have beérac®d the next step is to construct the
nonlinear current and charge functions seen inreid2. The nonlinear model is consistent with
the small-signal equivalent scheme, provided thatcorresponding non-linear characteristics at
both ports are obtained by the path independentouonintegrals. The nonlinear models

transform the large amount of extracted small-digaaameters into a single set of parameters.
The result is a nonlinear circuit model represemadf the device that should be able to predict



the linear and nonlinear behaviour of the devide Mmodel seen in Figure 1.2 is known as the
nonlinear state-space representation and will beudsed in more detail in chapter four.

Lg Ry Intrinsic Plane Ry Lg

Gate Drain
O—_rm_,\/\/\r ’\/\/\/——fm\ O
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A A
—. [ OO @) e
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|
—_— R, —

Ls

Source

Figurel.2  The transformed state-space nonlinear model reptatson.

1.4 Scope and Layout of this Study

The main goal of this thesis is to develop equivalgrcuit nonlinear models for an emergent
active device technology, GaN HEMTs. The modelsukhbe capable of accurately predicting
the linear and nonlinear behaviour of the devidd® linear characteristics include the small-
signal S-parameters predictions, while the nonlingmracteristics include the harmonic and
intermodulation distortion predictions. A key focofsthe nonlinear models is to ensure that the
model can still predict the linear small-signal &gmeters.GaN is expected to play an
important role in future power amplifier applicat® of microwave and wireless digital
telecommunications systems. GaN technology isivelgtnew and not many models have been
presented in literature. The aim of this thest®idevelop a model that can accurately predict the
linear and nonlinear behaviour of the measuredcasviThe following paragraphs give a brief
overview of the content of this thesis.

In chapter two, an overview of GaN HEMT technoldagypresented, as well as the procedure
followed in the device characterisation processis Tthapter also discusses the various
measurement instruments that were used in the alkasation and validation process of the on-
wafer devices. Chapter three presents a low-freguertermodulation distortion measurement
setup used to measure the second and higher otédembdulation performance of the nonlinear
drain current sourcegsd The current sourceslrepresents one of the main nonlinearities in an
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equivalent circuit nonlinear model and should thesmodelled as accurately as possiblee
main objective of the measurement setup is to ex&rd aylor series, describing the higher order
derivatives of {s directly from measurements. The Taylor seriesfaehts are essential for the
construction of models that can accurately predanlinear intermodulation distortion (IMD)
behaviour.

The goal of chapter four is to present a formutataend investigate the nonlinear models
proposed for the GaN HEMTSs. The starting pointhaf process is to determine the small-signal
equivalent circuit model topology, followed by ttetailed ECP extraction procedure. Once the
ECPs are determined, the corresponding nonlinealems constructed. The complete nonlinear
model construction is discussed with a descriptbrihe nonlinear modelling procedure and
formulation. The current derivative data extractecchapter three is incorporated in the final
nonlinear model. The addition of the derivativeomation leads to a nonlinear model that
improves the S-parameter, large-signal single-tortelarge-signal two-tone IMD predictions.

In chapter five, the proposed nonlinear models \&8fied by comparing the CAD model
predictions to measurements from the VNA and LSNAs chapter gives an overview of the
error functions used to represent the differende/éen the measured and modelled parameters.
The software tools used to implement the nonlin@adels in Agilent’'s Advanced Design
System (ADS) is described in this chapter. Findlg, nonlinear model predictions are compared
to the measured S-parameters, large-signal siogkednd large-signal two-tone results. Chapter
six provides an overview of the results and prosiccommendations for future research.



CHAPTER 2

Device Characterisation and M easurement Setups

2.1 Introduction

It is very important to fully understand the devieehnology that is to be modelled and the
measurement instruments needed in the modellingepso This chapter is dedicated to provide
insight into the on-wafer gallium nitride (GaN) higlectron mobility transistors (HEMT)
devices modelled, as well as the measurement setgasto characterise and verify the devices.
It is vital to understand the operation and dat@ioled from each instrument. The measurement
equipment is not only used to extract the equivak@rcuit models, but also to verify the
accuracy of the models. Once the parameters hareddracted, the models are implemented in
a simulation package and the measured resultoarpared with the model predictions.

In section 2.2, an overview of the GaN HEMT teclogyl is presented, with the explanation of
the basic operation of a HEMT to provide insigtibithe modelling process. Before a device is
measured, a selection process must be followeddore that the optimal devices are measured,
which is discussed in section 2.3. Section 2.4 ides/an overview of the various linear and
nonlinear measurement instruments necessary imdhé&near modelling process. In section
2.4.1, the vector network analyser (VNA) is disagssrom which the values of the equivalent
circuit parameters (ECPs) are extracted. Sectii2 2liscusses the large-signal network analyser
(LSNA), which is used as an independent measuremoeperform the nonlinear large-signal
validations.

2.2 GaN HEMT Technology

Over the last few years, many different technolsdiave been investigated in the field of power
amplifiers. The latest breakthrough has come irddwelopment of wide band-gap materials, for
example, GaN. Devices based on wide band-gap ralsterie capable of handling higher power
densities in a more efficient way than devicesitated from other semiconductor materials. It
is a result of the combination of high energy baag- high critical electric field, low dielectric

6



constant and high thermal conductivity. The maioperty advantages of GaN over competing
semiconductor materials are demonstrated in Takl¢52. There is a wide range of applications
for GaN devices, ranging from commercial applicagido the medical field. GaN has been
grown on many different substrates, including saeplsi and SiC. The most widely reported
substrate is sapphire, as it has the advantageing lvelatively cheap and is offered in large
diameter wafers. Most importantly, it provides awedlent low-loss microwave substrate. The
disadvantage of sapphire is that the thermal candtycis very poor and will severely limit the
power density and total power performance of devfedricated on it. The devices measured in
this work are based on a SiC substrate, which hasiping characteristics in terms of lattice
matching and thermal conductivity, and it is also @xcellent microwave substrate. The
disadvantages of devices on SiC are the costsdetatthe growth process, limited wafer size
and material defects. The material defects playitecal role in the device characterisation and
will be discussed in section 2.3.

Property Si GaAs GaN
Suitable for high Medium Low High
power applications
Suitable for high Low High High
frequencies
HEMT structures No Yes Yes
Low cost substrates Yes No Yes

Table2.1 The key advantages of GaN over competing semiadadtechnologies.

A key advantage of the HEMT devices is that it cweenes the performance limits of the
conventional metal semiconductor field effect tisttg (MESFET), as it exhibits more gain, a
higher operating frequency and a lower noise figbiigure 2.1 shows the basic structure of an
HEMT device. It consists of a hetero-junction, casgd of a narrow band-gap (GaN) material
and a wide band-gap (AlGaN) material. The wide bgapl semiconductor is doped, resulting in
states of lower energy [13], which leads to thetetas diffusing from the wide to the narrow
band-gap semiconductor. These electrons form ddger which is known as a two-dimensional
electron gas (2DEG). Within this region, the elecs are able to move freely because there are
no other donor atoms or other items with which tetexs will collide, making the mobility of the
electrons in the gas very high. The output curfilemting between source and drain is controlled
by the modulation of the carrier density in theroia through the gate. When the gate voltage is
equal to zero, a 2DEG is accumulated at the hemeeoface and the channel is open. When a
positive gate voltage is applied, the output curieareases. This is a result of the increase in
2DEG density and consequently the current densitthe channel. However, when the gate
voltage is lower than the pinch-off voltage (typigaa negative voltage), the drain current
approaches zero regardless of the drain bias, #iec2DEG in the channel is depleted [13].
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Source Drain

Nucleation Layer: GaN, AlGaN or AIN

Substrate: Typically Sapphire, Si or SiC

Figure2.1  The basic structure of an HEMT device.

2.3 Device Characterisation

In this section, the selection method for the ctiarésation of on-wafer GaN HEMT devices is
detailed. As mentioned in the previous sectiondbeices measured were fabricated on a SiC
substrate, which in practice has led to difficdtregarding the growth process, wafer size and
material defects. The result is that the deviceaittaristics can differ depending on the position
on the wafer. A number of different device topokwmiare fabricated on each wafer. The
subscript in the name indicates the number of finged gate widths of the device. Table 2.2
gives a summary of the devices measured at IMEG inportant to select the appropriate
device on the wafer, in order to accurately chargs® the desired topology.

Two-Finger Devices Four-Finger Devices
To2 Devices (2x50um) 1b Devices (4x100um)
Toz Devices (2x100um) 1k Devices (4x150um)

TosDevices (2x150um)
To7 Devices (2x200pm)
Table2.2 The different GaN HEMT topologies measured at IMEC.

The first step in the characterisation process ime¢asure the drain current curves of a least five
devices of the same topology. This measuremenbng avith a constant gate voltage and the
drain voltage swept over the desired range. Froesehbs curves, a mean current plot is
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constructed, as seen in Figur@.2n this figure, the ¢ devices areselected to demonstrateis
approach. tican be seen that the cunhave arelatively wide spread. With such a spr, it
becomes vital to determirike optimal device to measuThe devices with theps curve nearest
to the mean plot are selected to characterise ct®lethe devices this way ensures that
average device is selected, which resembles the d&esage perrmance of that devic
topology.Once the appropriate device is sele, the characterisation process can begin, w
is an automated Matlab procedure uat IMEC. The automated program meies the S-
parameters over a useefined bias range and step size. Care must be taken entering th
bias range, as the device dam damageduring the process if it iput under too much stre.
The gate bias range is swépim -8V to 0V in steps of 0.2V, andrain biasing fron0V to 10V
in steps of 0.5V. Thiseads to 86Jbias points in total and is enough to fully charactetise
devices, with the measuremdithe only taking a few hours. The @&rameters are msured
from 45MHz to 40GHz with 2C frequency points. Any more pointoulc lead to extra
unwanted strain on the devieghich can cause damg, preventing the devicgom being used
for the modelling proces3he following section will describe the diffet measurement setu
used to characterise the nonlinear behaviour obt-wafer GaN HEMT devices in this wor
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Figure2.2  The different DC drain currecurves for devices of the same topolc

2.4 Linear and Nonlinear M easur ement Setups

In this sectiona brief description of the measurement setups tesetaracterisand verify the
on-wafer GaN HEMT devices giver. It is very important to understand the instrurseto
ensureaccurate and reliable measurements. Tonlinear models thawill be simulated in
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nonlinear simulation package are derived from mesmsants and thus it is vital that the
experimental data is as accurate as possible. if$tenrieasurement setup of importance is the
HP8510C VNA, which was used at IMEC to measure $Shgarameters of the devices. The
small-signal equivalent circuit parameters are aoteéd from the S-parameters. The second
system is the LSNA, which was used at the Departrofklectrical Engineering (ESAT) at the
Catholic University Leuven, Belgium, for large-sajnsingle-tone and two-tone verification
measurements.

2.4.1 Vector Network Analyser

Nonlinear models are derived from linear equivaleintuit models which are extracted from
linear S-parameters and DC measurements. Thesaw lmeasurements are performed using a
VNA which measures both the magnitude and phasdl tie complex S-parameters of a device.
The VNA measures the ratio of the scattered anddemt travelling voltage waves at the
fundamental frequency, as demonstrated in FigudevZhich implies that the VNA is a linear
measurement system. However, before the S-pararcatebe measured a calibration process
must be followed [13], [17]. The calibration enssutbat the plane of the measurement is shifted
to the ports of the device under test (DUT).

By measuring known precision standards, the sydteraaors can be removed mathematically
from the experimental setup. These systematic ®ag a result of imperfections of the VNA
and the test setup. If it is assumed that the ®reme time invariant, then it is possible to
characterise the error with a calibration process @move the effect from the measured data
[17]. The main calibration techniques which have beereldg@ed for connector and on-wafer
technologies are short-open-load-through (SOLT)y-tkeflect-load (TRL), load-reflect-match
(LRM) and the line-reflect-reflect-match (LRRM). &I 8OLT and LRM are mostly used, where
the SOLT calibration has been successfully usedR#rcharacterisation up to a few GHz.
However, the accuracy of the calibration decref&sefequencies higher than 20GHz, which is
not sufficient for the frequency ranges requiredhiis work. The reason is that it is very difficult
to produce a high quality purely resistive load &nd difficult to have an accurate definition of
the planar open circuit and the planar short dirausuch high frequencies, as the short circuit is
inductive and an open circuit radiates energy [T2lus, the calibration technique used in this
work is the LRM. This technique requires a singlélective impedance of which the model’s
preciseness is less stringent than for the SOLAnigae and the calibration is valid up to 50GHz
[13]. The advantage of using the LRM techniquehiat tonly three impedance standards are
necessary. The standards are & %@ad at each port, a short or open at both partsaline
standard between the two ports.

10



Figure 2.4 shows thelP8510CVNA used to measure the srafer GaN HEMT devices
IMEC. A close-upof the probe station is shown Figure 2.5 where the probes are placed at
gate and drain terminal of the deviA microscope is usetb place the probes at exact locati
at ports of the device. Thidispleys the enlarged image on a monitor as showFigure 2.6.
Using this measurement setup, the comgsmall-signalRF characterisation of the devices v
performed.

O L —
II ——VdsDC b2

— 4 |5 T

f, - - f,
Figure2.3 The VNA measures both the magnitude and phase of all theplea <-
parameters at the fundamental frequency of a dewider test

Figure24  The HP8510CG/NA was used to measure the line-parameters of the -wafer
GaN HEMT devices at IMEC.
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Figure25 The measurement probes are placed at the nd drain terminal of the device.
microscope is used to display the imagea monitorin order to help with the placement of 1

probes.

Figure2.6  The image of the magnifiedy, device topology is displayed on the moni
which is used to accurately place the probes atptieeise locations at the gate and d
terminals.
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2.4.2 Large-Signal Network Analyser

In order to verify nonlinear models and to use m@@r measurements in the model generation
process, amplitude and phase information of all dhectral components are necessary. The
LSNA measures both the magnitude and phase ofaathdnics of the incident and scattered
travelling voltage waves at the device ports. TB&RA has two sources that can simultaneously
excite both ports of the device as shown in Figdwg Signals g & represent the incident
travelling power waves at port one and lp the reflected travelling power waves at port two of
the device. The LSNA sweeps the excitation poweelt but the excitation frequenciesamnd

& are constant. The system also measures harmonécsngermodulation distortion (IMD)
products of b and b waves at port one and port two respectively. Qtheetravelling power
waves have been measured, the current and voltage fwrms can be calculated using Fourier
theory. The LSNA seen in Figure 2.8 was used tosomeathe on-wafer GaN devices in this
work and is located at the ESAT, K.U. Leuven, Betgi It was used under the supervision of
Prof. Dominique Schreurs. The LSNA setup has arm&tdwidth of 600MHz to 20GHz and the
nonlinear measurements consist of single-tone amdtdne measurements over various bias
conditions. The calibration process for the LSNAsists of three steps. The first is a linear
calibration, which is followed by an absolute powalibration and finally a phase calibration
[48].

The LSNA is a nonlinear measurement instrumentthod it is possible to generate a two-tone
excitation signal, which can be used to perfornermiodulation distortion measurements. In
earlier measurements, it was observed that menftegte appear in the lower MHz frequency
range when using the LSNA. The effect can be aited to the Agilent biasing network, which

is modelled as a simple series capacitor, a panalkictor and a series resistor. Table 2.3
summarises the model values according to datasfaretee inductor L, capacitor C and the

resistance R.

Agilent 11612B Pulse Labs Picosecond 5580
C 800pF 0.22uF
L 2uH 1.1mH
R 1.90 0.8

Table2.3 Comparison between model parameters for the Agildstl2B and Pulse Labs
Picosecond 5580 bias tees.

The problem originates from the time constant nedpto the model values. The effect can be
overcome by using the Pulse Labs Picosecond 5586tbes described in chapter three. The
setup is demonstrated in Figure 2.9, where the eAgilbias-tees are bypassed with the
Picosecond 5580 bias-tees. The equivalent indudapacitor and resistor values for the
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Picosecond 5580 bidses are also shown Table 2.3S;; for the Agilent bias tee becomes
only around 45MHz, while & of the Picosecond Pulse Labs -tees becomes 1 aund 10KHz.
The tonespacing used in this work is 200KHz and by evahgatine &; values of both th
Agilent and Picosecond bidses, itis concludedthat the Agilent bie-tees would be

unacceptable for the twimne experimen.

a2 A N0)
|A1,(P1 ) | 22
f

al
—_— | [
f | 1 @

O e
II ——VdsDC b2

— 4 | T
b1 VgsDC -

Figure2.7 The LSNA measures both the magnitude and phasell ahe complex -
parameters at all the harmonics of a device ureds

Figure2.8 A photograph othe LSNA setup used at the ESAELEMIC lak. The system
has an RF bandwidth 600MHz to 20GH:
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Figure2.9 The modified LSNA with the external Picosecondskiee used to perform the
large-signal two tone measurements.

2.5 Conclusion

In this chapter, an overview of GaN HEMT technolag)given, along with the basic principles
of the measurement instruments required in the fhgerocess. Before the characterisation
can begin, a device selection process is followeehsure that the optimal device of the desired
topology is selected. It is very important to havilhorough understanding of the basic principles
of the measurement instruments, which will ensheedorrect interpretation of measured data.
This chapter gives an overview of the VNA and LSNAe linear S-parameters of the devices
are measured using the VNA, which is used to ektthe small-signal equivalent circuit
parameters (ECP). From the small-signal ECP, tiimear models are constructed and verified
using an LSNA.

15



CHAPTER 3

| nter modulation Distortion Char acterisation

3.1 Introduction

Intermodulation distortion (IMD) predictions havedmme a critical part of microwave and RF
amplifier design. Greater performance is requirethfamplifier and receiver circuits due to the
development of new and more sophisticated moduladohniques. Intermodulation is unwanted
in any system, as it creates spurious signals amergtes minor to severe interference with
operations. Thus, the ability to predict IMD alloves optimal system design and simulation. In
the equivalent circuit model, the drain currentrseuysis the main contributor to the nonlinear
behaviour of the device [1], [7]. Thgs turrent derivatives are thus essential for thestrantion

of models that can accurately predict nonlinear IMID this chapter, a measurement setup is
investigated that is used to extract the higheeodkrivatives of the nonlinear drain current
source {{VgsVas). The derivatives and cross-derivatives @fwith respect to \sand Vys are
extracted directly from measurements. The technigas first applied in [6] to extract the
coefficients of GaAs field effect transistor (FETevices, where the cross-terms of the
las(VgsVas) Taylor series expansion were successfully ex@éhcthis technique is an extension
of [9], where previously the cross-terms where eeigld, also noted in [8], [10]. The goal of this
chapter is to investigate if this extraction praoedcan be applied to high-power gallium nitride
(GaN) high-electron mobility transistors (HEMT) dess. The investigation starts by
implementing the technique on a GaAs FET devicesonea at the University of Stellenbosch,
then extending the measurement setup to measumngafem- GaN HEMT devices at the
Interuniversity Microelectronics Centre (IMEC) irliven, Belgium.

The question can be asked why a special measuresatenqt must be used to extract the higher
order derivatives of the drain and why it cannotoi¢ained directly from DC measurements.
One of the most important questions when evaludtify 45, Vas) Is if data derived from DC is
still valid for AC analysis. It is generally consigdd that d{VgsVdsg) Can be represented as a
memory-less function, which implies the quasistassumption. The quasistatic approximation
implies that the response of each of the nonlitiearat a certain time does not depend on past
time AC behaviour can be viewed as a successiorstatic DC excitations. Under this
assumption, DC behaviour can indeed be used tagprA& performance. However, this is a
theoretical assumption and is not adequate in ipeat], [2]. Derivatives cannot be extracted
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from DC as a result of errors associated with ssgige differential operations. It is almost
impossible to determine small-signal nonlinearities Volterra analysis by differentiating the
measured I/V characteristic. The repeated diffeméon of the measured I/V curve introduces
numerical noise, which in most cases becomes sgnily large relative to the nonlinearity, as
shown in Figure 3.1. The most accurate and wideBdumethod is to extract the Taylor series
coefficients from RF measurements. Thus any engbincodel intended to predict very high
signal-to-distortion ratios must be extracted franat least adjusted to, measured higher order
AC data. In the same way that,@nd Gg is extracted from measured linear S-parameter, data
too the higher order current derivatives must bieaeted from higher order AC behaviour. The
goal of this chapter is to describe the measurertemitniques used to extract the nonlinear
Taylor coefficients directly from measurements.

It is vital to understand the origins of distortibehaviour before undertaking the task of IMD
characterisation. These principles are discusseggation 3.2. Section 3.3 gives an overview of
the principles of Volterra series analysis, whistused as a basis to predict the intermodulation
performance of the devices. In section 3.4, thdinear Taylor series model of the drain current
source dVgs Vas) is presented. The full IMD characterisation pahoe is discussed in section
3.5, which includes the measurement setups andatixtn software used in this work. Section
3.6 documents the detailed methodology involvedhim extraction process. The results and
experiences gained during the study are documentedction 3.7, while section 3.8 gives the
final comments of the work presented in this chapte

100 30 10
25
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\% \Y
@ Vel (b) © sV

Figure3.1 (a) The plot of measured DC drain curresdis shown, while (b) a noisy £is
shown, which was obtained by directly differentgtilrs. In () an extremely noise 3z is
plotted, which was determined by differentiating. G
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3.2 Origin of Nonlinear Distortion Behaviour

Before a nonlinear model is developed and the w@iSKMD predictions undertaken, the
fundamental principle and origin of nonlinear ditt;m behaviour should be fully understood. In
this section, a mathematical analysis of an amyitn@nlinearity will be used to demonstrate the
origin of important nonlinear parameters. Only Hasic principles are discussed in this section,
but for the full mathematical analysis of the noer phenomenon refer to [1], [3].

Figure 3.2 shows a general third order nonlineamiti an excitation ¥ and a resulting current

|. The source impedance is set to zero to simphié/ mathematical analysis and thus V equals
Vs The current | can be found by substituting therse voltage ¥ into a third order power
series function that describes the nonlinear ctie@pressed in equation (3.1) where a, b and ¢
are constant, real coefficients. For the purpoghisfexample to simplify the mathematics; iI¥
restricted to a two-tone excitation given by equaf(3.2).

| = (V)

P

Vs V

Figure3.2 A nonlinearity excited by voltage source With the current a nonlinear function
of the voltage V across the nonlinear device iddusedemonstrate the mathematical origin of
intermodulation distortion.

| =aV+bV? +c\° (3.1)

V=V =V,cosf,t) +V,cosp,t) (3.2)

Substituting equation (3.2) into equation (3.1uftssin three terms that can be grouped together
to describe the order of the nonlinear current comepts. The total current in the nonlinear
element is the sum of the currents components dyesquations (3.3), (3.4) and (3.5).
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i, =aV,(t) =aV,cos,t) +aV,cosp,t) (3.3)

(0 = bV’ :9{

V,? +V,% +V,*cos(2o,t) + V,cos(2o,t) } (3.4)
2

+2V,V,[cos(@, +w,)t) + cos((, —o,)t)]

V,’cos(,t) + V, cos(3, 1)

+3V,*V, [cos((2,+m,)t) + cos((2o,—m,)1)]
+3V,V,’[cos(fo,+20,)t) + cos(fo, — 20,)t)] (3.5)
+3(V,° +2V,V,?)cosfo,t)
+3(V,” +2V,*V,)cosfo,t)}

() =cVg =

MO

The current component given by equation (3.3) esrdsult of the first term in equation (3.1) and
is the linear or first order component. Equatiod)3s quadratic term in equation (3.1) and is the
second order component, while equation (3.5) is tduthe cubic term and is the third order
response. Trigonometric identities shown in equmti(8.6) to (3.8) for squares and products of
cosines were used to simplify equations (3.3) t6)(3

cos@) [tos@) = %COS@ -B) +%cos@' +f) (3.6)
21,1 (3.7)

cos@)” = 2 + 2Cochr)
(3.8)

cos@)® = gcos@) +%cos(3a)

In equations (3.3) to (3.5) it can be seen thaésd\new frequency products are generated by a
fairly simple nonlinearity. These equations carubed to explain a number of nonlinear effects
that are common in RF devices and systems, sudfam@sonic generation, saturation, cross-
modulation, AM-to-PM conversion and intermodulatiddl these characteristics can serve as a
figure of merit when defining different aspectsaofystem or circuits nonlinear behaviour. All
these phenomena have been describe in literatyiré3[1but the most relevant to this thesis is
harmonic and IMD.
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IMD is the result of two or more signals of diffatdrequencies that are present at the input of a
nonlinear device. These signals are mixed togedhdr form additional signals at frequencies
that are not at harmonic frequencies of the originput signals. The mixing frequencies are
linear combinations of the terms in equations (303}3.5) and are expressed as it Nwo,
except where m or n is equal to zero. The ordehefdistortion product is given by the sum of
|m| + |n]. Even-order products usually occur athrhugher or lower frequencies than the original
signals and thus do not cause any interferenceemsb The products that warrant concern are
the third order products that occur at;2», and 2v,-m; as they fall within the pass-band and are
the strongest of all the odd-order products. Thagesnent implies that these components are
significantly close to the original signals. These extremely difficult to reject with filters and
are the main source of distortion in any systemusTht is extremely important that any
nonlinear model should accurately predict thirdeorid/D products.

A

Pass Band

fi+fs 2f+f, 2f,+f4

A A A

Amplitude

f2-f 1 2f1 -f2 2f2-f1 2f1 2f2 3f1 3f2

>

Frequency
Figure3.3  The distribution of harmonics and intermodulatiomducts are plotted versus
frequency for a two-tone excitatiasy andw,. It can be seen that intermodulation products fall
within the pass band.

3.3 Principlesof Volterra Series Analysis

The standard analysis technique for distortion iptexh in medium power systems has been
Volterra series analysis, which can be divided i@ approaches. The first is a transfer
function approach where generdl order Volterra kernels are derived from first pijes [1],
[11]. However the method is fairly complex when laggb to circuits with multiple nodes and
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thus will not be considered. The second and masinoon technique is known as the method of
nonlinear currents, which has the advantage thigttbhe frequency components of interest need
to be calculated. The following section is a sumyr@rthis approach, as demonstrated in [1],

[2].

3.3.1 Nonlinear Currents Method

The nonlinear currents method is an extension ef\tblterra series and in this technique the
current components are calculated using lower onddtage components. These current
components are used to determine the voltage coemp®of the same order, which in turn are
used to calculate the next higher order currentpmmrants. As mentioned, the advantage of this
approach is that it is only necessary to calcula¢efrequency components of interest, thus it is
rarely necessary to calculate the entire nonlitr@asfer function.

The circuit shown in Figure 3.4 is used to dematetithe analysis procedure. The circuit
consists of a voltage source, a linear resistoraandnlinear conductance. The conductance has a
voltage of v(t) across it and a current responge The current/voltage relation is expressed in
equation (3.9).

i =gVv+g,vi+gve . (3.9)

The Taylor series coefficients are given by while i(t) and v(t) represent the incremental
current and voltage associated with the nonlineadactance around the bias point. The voltage
v(t) consists of all the mixing products. The sufrath "™ order mixing products is represented
by vi(t), as shown in equation (3.10). The order of mgxproducts is defined by checking the
subscript of the term, for example, nepresents the first order product, whilehve second order
product and ythe third order product. When two terms are mliéth the order of the product is
determined by adding the subscript values, for gtanwyv, results in a third order product and
Vov3 in a fifth order product.

VIV, +V, +V, +V, +... (3.10)
V=V, +V, +V, (3.11)

The circuit in Figure 3.4 is now transformed usthg substitution theorem, which is discussed
in the next section, and redrawn as shown in Fi@uséa). The nonlinearity is transformed to a
linear conductance and several nonlinear curramices. The linear conductance represents the
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linear part of equation (3.9) and the current sesinepresent the nonlinear terms in equation
(3.9). The goal is to only predict up to the thindler products (IM3) and thus the Taylor series
and the mixing products are limited to the thirdjeie. Equation (3.10) can be rewritten only to
include the third degree and lower terms, as shavequation (3.11).

Vs(t)

Figure3.4 The circuit used to demonstrate the nonlinear aisrenethod consists of a
voltage source Jt), a linear resistor R and a weakly defined noedrity with a voltage drop of

v(t).

The next step is to determine the secohdnd third ¥ order voltage terms in equation (3.9). The
determination of the “term will be demonstrated as an example. Equaoh2) shows the
product of the terms in equation (3.11), while egum(3.13) expresses all the terms after the
multiplication procedure. The result is a numbetarsfns ranging in orders from second degree
v4° to sixth degree . The only terms of interest are the third degmee lawer terms. The first
two terms in equation (3.14) are third degree amekl, while the terms in the square bracket are
higher than third degree and can be neglectedr@hat is that equation (3.14) can be simplified
to equation (3.15). The same technique is useetermiine the third order terni,which leads

to equation (3.16).

Vi = (v, +V, V)V, +V, V) (3.12)

V2 =V,2 V)V, V)V, VoV, VL VG + VoV, + VLV, V7 (3.13)
Vi = V12 T2V, H[2V,v; T2V, +V22 +V32] (3.14)
vi=v, +2vv, (3.15)

vi=v® (3.16)
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vs(t) @ v(t) g1 92V12(t) 292V1(t)V2(t)+93V13(t)
(b)

Figure3.5 In (a) the nonlinear resistor has been converted lioear resistor and a set of
nonlinear current sources. In (b) the current seaifave been rearranged so that each represents
a single order of mixing products.

Now the circuit in Figure 3.5(a¥p rearranged as shown in Figure 3.5¢b)that each current
source represents the same order of mixing fregegnthe total current i(t) is a combination of
all the current sources as expressed in equati@i)(3rhe linear part of the current is expressed
by equation (3.18) and the current soureé$ and g(t) in equation (3.19) and equation (3.20),
represent all the second and third order currentpaments in the nonlinear elements that arise
from the terms in equation (3.9).

i =i, +i,+i, (3.17)

i =0,V =0y[v, +V, +V;] (3.18)
i,=g,v," (3.19)

i, =2g,v,Vv, +g.V,° (3.20)

The voltage v(t) over the linear resistafthcan be easily expressed in terms of the exaitat
voltage \(t) by using the standard voltage divider rule.etjuations (3.18) to (3.20) it can be
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seen that the first order voltage componenty are generated by the first order sourge \the
second order curreng(i) is a function of the first order voltages, ahé third order current(t)

is a function of the first and second order voltagehis implies that the currents of each order
greater than one are always functions of lower roraBtages. From these observations, an
analysis procedure can be formulated:

The first step is to find the first order comporgeby open circuiting the current sources, thereby
setting them equal to zero and findingty under ¥(t) excitation, which is an ordinary linear
analysis. The second step is to determine the deaater current,,(t), from the voltages{t)
found in the previous step. The voltage sourg) is short-circuited, making(t) the only
excitation. Now the second-order voltagegt)vcan be determined, by performing a linear
analysis of the circuit. In the third step, therdhorder currents(t) can be derived fromaft),
Va(t), () and g(t). The voltage sourcesft) is short-circuited and the current sourg# iopen-
circuited for the calculation of the third orderltagyes components. The procedure can be
continued up to the desired higher order respdfsen these voltage and current components,
the output powers can be calculated at the deBiegdencies.

The procedure explained above forms the basis emtinlinear currents method and will be
implemented to extract the Taylor series coeffitseithe aim of the nonlinear currents method
is to predict a set of voltages and currents aed to compare the result to a set of measured
values. The result is a matrix of equations whaeednly the coefficients are unknown and by
applying simple calculations, the coefficients tansolved.

3.3.2 The Substitution Theorem

In section 3.3.1, the substitution theorem is refrto. In this section, the method will be

described as detailed in [1]. Figure 3.6(a) showsear voltage-controlled current source | with

a current GV, where V is defined as the controltagg over the source. The current is
unchanged if the controlled source is substitutét @ transconductance G. The principle stays
the same for a source with a more complicated neati transfer function. If a conductance

having the same I/V characteristic can be substituthen the presentations will be equivalent.
Thus, the formal definition of the substitution dinem is:

“Alinear or nonlinear resistive circuit element having the characteristic I=f(V) is equivalent to a
controlled current source having the same characteristic, wherein V is the terminal voltage. ”

[1].

An illustration of the substitution theorem is shoim Figure 3.6(b). The I/V characteristic of the
nonlinear conductance is described by the powéssar equation (3.21). The nonlinear element

24



can be described by an equivalent circuit thatuithes a linear conductance @énd controlled
current sources representing the higher-degreestarine series as seen with the circuit on right
in Figure 3.6(b).

i =g,v+g,v’ +g,v° +... (3.21)
i
+ +
i=gv

SNORSEEE
o | S
(a)

i i
oO——p— (e, »-
+ +

92V2 93V3

v <« g
o——— | O

(b) i =g+ gov? + gav®
Figure3.6 (a) A linear-voltage controlled source i = gv cansubstituted by a current source
with a conductance g and the current will be ungedn In (b) a nonlinear conductance
described by the power series i svg+ @.V* + g.V° is replaced by a linear conductangeagd
controlled current sources representing the higlegiree terms in the series.

3.4 Nonlinear Taylor SeriesIMD Model

The main goal of this chapter is to demonstrate Mi® modelling and characterisation
techniques implemented for the GaN HEMT power tsioss. However, before the power
devices were measured a system was investigated damdloped at the University of
Stellenbosch where firstly a CFY-30 GaAs FET waarabterised. The purpose of this system
was to serve as a test scenario, where the hardwafevare and Volterra series analysis
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techniques were evaluated. This system was suctlgsséveloped with positive results, which
will be demonstrated in section 3.7, and used assljar the on-wafer systems used at IMEC.
The measurement setup is used to directly extraciaylor series coefficients of the nonlinear
drain currentd{Vgys Vas), but before this can be done, a model fgivls Vasg) must be defined.
Firstly, the drain current source in the case ob@As FET device is modelled by a two-
dimensional Taylor series [2], [6], and secondlydoGaN HEMT by a one-dimensional Taylor
series [14] in the vicinity of the DC bias voltag@sis section will describe each of the models
and provide the reasoning behind the different nfsode

The origins of intermodulation in the FET will bavestigated by examining the nonlinear
current sourcegd(Vgys, Vag). The FET model is dependent on two control vasafvys Vas) and
thus requires a two-dimensional Taylor series esjan[1], [2], [6] given by equation (3.22).

ol ol
Ids(v s’Vds) =1 + = v S + de Vds +
¢ AV, F 8V

182, , 8 182,
+ =4S +—dsv Vd + = ds Vd

25v,2 T VvV, © % 25v,7 " (3.22)
+163Ids 5,1 8%l 4 2 1 8%, ,  18%,

A, 3 _fvgs Vs A o, 2 gsvds ~ 3 Vds

6oV, 25V, 20V, 28V 0V, 635V,

In this expressionpk represents the DC bias current @M s, Vps), While v, Vgs are the small-
signal AC deviations of } and Vs from the bias point. The derivatives are evaluatt®ys
equal to \és and Vysequal to \4s[6]. The AC component of equation (3.22) can beresged in
terms of incremental voltages and currents andittexnwrin equation (3.23).

Ids(vgs’vds) = vags + Gdsvds +
2 2

+ GmZVgs + Gmdvgsvds + GdZVds + (323)
3 2 2 3

+ GmBVgs + G Vgs Vds + Gmdzvgsvds + Gd3vds

m2d

The coefficients in equation (3.23) corresponchderivatives of equation (3.22) and Table 3.1
identifies the significance of each coefficient.[6}, and Gscan be extracted from conventional
small-signal measurements, while the cross-prodBegis Gmzq and Gngz are the coefficients that
physically arise from the interaction observed lestw the input and the output of the device,
which is responsible for the nonlinear mixing o tigs and s signals.
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Gm linear transconductance
Gus output conductance
Gm2, Gms second and third order transconductance variattisV s
Ga2, Gys second and third order output conductance vanatwith Vys
Gmd» Gmad first and second order nonlinear dependence ;966Vys
Gmd» Gmd2 first and second order nonlinear dependence,@rGVys
Table3.1 It is important to understand the physical mearohg@ach coefficient as it will

give insight into the parameter extraction proceBse significance of each coefficient is
summarised in this table.

GaAs FET’s are relatively low-power devices and egating cross-products to measure and
evaluate by exciting the gate and the drain porith wxternal sources is fairly standard.
However, as the device power increases, so too tth@esxcitation levels required to generate
distortion, especially at the drain of the devitee GaN devices measured at IMEC are high-
power devices and thus require much larger excitdévels at the drain port. Thus, to be able to
generate the required cross-products, the measotesystem should have a high-power source
at the drain side and very high-performance dipléxeeject the leakage of harmonics generated
from the large signal source. Even if such a mesamsant system can be developed, the main
problem is still that a large drive signal at theput of the device will make it act in an unnatura
way, which implies that the validity of the data fmch a measurement is questioned. This is not
a unique problem to the GaN HEMTs measured at IMBE@nore recent work [14], it has been
demonstrated that the nonlinear drain current sowt high-power GaN transistors can
successfully be modelled with a one-dimensionalldrageries expansion. The result is that the
expression in equation (3.22) is now replaced wetjuation (3.24). In terms of incremental
voltages and currents equation (3.23) can now peesged as equation (3.25).

8las |, +152'd5v 2+153|ds s (3.24)

\Y
8Vgs gs 26V932 gs 68V 3 " 0s

gs

Ids(Vgs) = IDS +

. _ , ,
46(Vge) = GVgs 7 GpVye GV (3.25)

Studies have shown that modelling high-power GaMogs with this model produces good

results [14] and thus extractingnGGn2 and Gz is sufficient for accurate intermodulation

distortion analysis. The expression given in equmat{3.25) is used to model the nonlinear
current source for the GaN HEMTSs in this work aegults shown in chapter four and five

validate the model as being accurate and relidlite. next section details the characterisation
procedure used to extract the Taylor series coefffis described in this section.
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3.5IMD Characterisation Procedure

The characterisation procedure used to extrachoméinear coefficients was based on the setup
presented in [2], [6]. An equivalent measurememasaevas used. However, additional Matlab
software was developed to automate the extractiooggure. The hardware setup in this work
was extended for test fixture and on-wafer measemgsnas demonstrated at the University of
Stellenbosch and at IMEC in Belgium. The proposezhsurement setup is a low-frequency
intermodulation test system to measure the secoddhigher order intermodulation performance
of a device’s drain current sourcgs(VysVas). The advantage of the system is that the higher
order derivatives and cross-derivatives @fwith respect to s and Vjs are directly extracted
through measurements. The following sections givketailed description of the measurement
setups and the software procedure used to extractdnlinear current coefficients.

3.5.1 IMD Measurement Setups

The IMD measurement setup is designed for low feegy measurements, which implies that
the device should behave as a memory-less nonline@he frequencies selected must be low
enough so that the effects of the device capa@tnan be neglected, but as high as possible so
that low-frequency dispersion can be avoided. Rotlg this reasoning, frequencies between
9MHz and 30MHz were selected and the measuremsteraywas designed accordingly. Taking
into account the availability of components and ttlesen frequency range, excitation
frequencies of 9MHz and 10MHz were selected fortation sources ¥ and \{ respectively.
The block diagram of the measurement setup is shawfrigure 3.7. The figure shows two
excitation sources ¥and \f that are injected at the gate and the drain pesgectively, which
must have very good spectral purity and are usethdace distortion in the device. The
distortion components are measured as output pawessspectrum analyser. The disadvantage
of using the spectrum analyser is that only themtade of the output powers can be measured
and thus another method must be used to deterrhmephase of these components. The
possibility of using an oscilloscope to determine phase of the output signals was investigated.

The investigation revealed that the oscilloscopgisamic range is not sufficient and thus phase
of signals that are less than -40dBm in power cabeodetermined. Because the second and
third order powers are low-level signals, a phdsenge cannot be determined in this way. The
general method is to determine the phase changeiaitarby evaluating the location of the
power nulls. A power null is where a nonlinear d¢o&nt has a change in sign, which will be
discussed in section 3.5.2.
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Figure3.7  The block diagram of the low-frequency IMD measueeinsetup used to extract
the nonlinear coefficients of the drain curreiMgs Vas).

As stated above, signals with very good spectratyphave to be injected into the gate and drain
terminals of the device. The second and third harasogenerated from the signal source need to
be rejected as much as possible as these compaerdscreate unwanted spurious signals that
could result in mixing products that are not getextaby the device. The additional mixing
products could lead to inaccurate coefficient etioms. Coaxial Mini-Circuits 10.7MHz low-
pass filters are connected to each signal gene@fidter out any spurious harmonic distortion,
while attenuators guarantee the necessary broadhatahing at all ports. Figure 3.8 shows the
Sy; response of the 10.7MHz coaxial filter as measred network analyser. The filter has an
insertion loss of about 0.3dB in the pass bandanejection of about 27.65dB at 18MHz and
35.5dB at 20MHz in the stop-band as demonstraté&giare 3.8.

An important consideration in the system is thagtesf the diplexer. The diplexer consists of a
18MHz high-pass and 10MHz low-pass filter connecateparallel. The filters are connected via
a 6dB resistive divider, consisting of three(lBesistors. The circuit diagram of the diplexer is
shown in Figure 3.9. The main objective is to rejee fundamental frequencies and ensure that
the signal levels from the amplifiers do not geteranwanted spurious signals. Thus, only the
higher order components are passed though thexdiple/hile the fundamental tones frong V
and \ are rejected. The response of the diplexer isngimeFigure 3.10as measured on a
network analyser. 3 is the response of the low-pass filter angtBe response of the high-pass
filter. S;3is a measure of the isolation that port 3 has fpom 1.
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The diplexer is followed by an amplifier stage. M@ircuits Era-51 broad-band monolithic
amplifiers were used for the gain blocks in thegst These are wideband amplifiers that offer
high dynamic range and are relatively simple tolement. Figure 3.9 shows the block diagram
of the diplexer and amplifier with the port allocsts as measured on the VNA. In Figure 3.10,
the S1, 1 and S, responses of diplexer and amplifier stages is shdwis figure shows that
the response over the required frequency rangeasively flat over the frequency band. Figure
3.11 shows a photograph of all the components sacg$o extract the nonlinear coefficients of
any device. Figure 3.12 shows a photograph of th® Isystem used for test fixture
measurements at the University of Stellenbosch. M2 system was adapted to measure the
on-wafer devices at IMEC, shown in Figure 3.13. Tie&t section describes the technique used
to determine the phase change of the nonlineaewcuderivatives, which corresponds to a power
null in the measured output power curves.
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Figure3.8 The $; response of the 10.7 MHz coaxial low-pass filter.
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Figure3.9  The circuit diagram of the diplexer and amplifigages with the port allocations
measured on the VNA.
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Figure3.10 The transmission coefficient$:S 1 and S measurements of the diplexer and

the amplifier stage combined.
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Figure3.11 The complete set of components needed to perfoeneiiraction procedure
consists of two bias-tees, two 10.7MHz low-pasgerd, three attenuators, a diplexer and
amplifier stages.
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Figure3.12 A photographof the IMD system used for test fixture measuresesat the
University of Stellenbosch to extract thigher order current derivatives tife CFY-30 GaAs
FET.

GaN HEMT devices measurement at IME
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3.5.2 Phase I nformation

Phase information is very important as it represéme sign of the Taylor series coefficients that
are extracted during the characterisation procAssmentioned, phase formation cannot be
determined using only the spectrum analyser and tie goal of this section is to describe an
alternative method to determine the phase defmstid’he advantage of using a low-frequency
measurement setup is that all the Taylor seriefficeats become purely real. This ensures that
the infinite possible range of unknown phases,rasgricted to a value of O or 180 degrees. A
phase change can be determined by evaluating wherpower nulls are located. The easiest
way to identify a power null is to find a sharp domard spike in the output power curves as
indicated in Figure 3.14. TheoRRw;) curve represents the second harmonic and hasrp sh
downward spike at around -3.644V, which indicatgm@aer null and a phase change. The same
argument is valid for &3w;), which is the third order harmonic. Wherg(R»;) has a gradient
of zero, the phase 0bBw;) will change as seen at about -4.615V.

By using simple reasoning, the phases of the aoeffis can be determined [2]. Firstly, below
cut-off, the device has zero current, which resialtsero ' degree coefficients as seen in Figure
3.15. As the device starts to conduct, the thresi®lpassed and every' mlegree coefficient
must start with a positive value. Th& degree coefficient will keep its sign until the Q)i
degree coefficient passes through a maximum andndep decrease. As the"rdegree
coefficient is simply the derivative of the (n"")legree coefficient at this point, th® degree
coefficient must pass through zero and changeigts &s seen in Figure 3.15. Following this

simple reasoning, the phase information of all Thglor series coefficients can be determined
up to the desired order.

20¢ Po(2wl) ||

----- Po(3wl) | |

-30¢

-40¢

-

50+

-60 -

-,

[dBm]

out

-70+

S~
S~

P

-~
~
ADS

801
90+

-100+

-110%k
Ves V1

Figure3.14 The measured second(Ro;) and third B(3w;) harmonic output power levels
with each experiencing a power null, from which ginase information can be extracted.
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Figure3.15 The extracted second.gand third G order Taylor series coefficients which
both change phase over the gate voltagebias range.

3.5.3 De-Embedding Procedure

The first objective of the de-embedding procedsreidetermine the source impedaneeZ,

the excitation voltages ¥1), V.(»2) and the port voltagesi{b), V2(») as seen in Figure 3.16.
Secondly, the response of the diplexer and amplgiages must be defined to de-embed the
measured output power levels from the spectrumyaaaland determine the exact levels at the
ports of the device. Once the exact output powersreeasured at the ports, the voltages can be
calculated. It is important to accurately deterntime voltages, impedances and currents injected
into the terminals of the device as these valuesused in the nonlinear currents method
calculations, which will be demonstrated in secti®f. Thus, the cables, filters, attenuators,
bias-tees, diplexer and amplifiers have to be dtarsed and de-embedded.

The de-embedding structures for the gate and qraits are presented in Figure 3d)7and
Figure 3.17b) respectively. The setups are reconstructed aotgxmatch the setups used during
the IMD measurements, which will ensure accuraselts. Firstly, the gate port is evaluated by
performing a two-port S-parameter measurement ens#tup shown in Figure 3(BJ and a
three-port measurement on the setup in Figure(B)1All the S-parameters are measured using
a calibrated VNA. By measuring,m1) in Figure 3.17a) and $i(wy) in Figure 3.17b), the
response of the signal through the gate and drasing network can be determined. Subtracting
the transmission parameten(®) from the level on the signal generateidRy), the exact signal
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level at the gate terminakf®;) and R(w,) can be calculated. This power level in dBm can be
converted to a voltage value using the standaraddmyersion to obtain the equivalent power in
Watts. To determine excitation voltageg(®), Vi (o2), the source impedances(®1), Z (o)
must first be determined.slfo;) is calculated by converting,Sin Figure 3.17(a) into the
equivalent input impedance as seen from the gatkeoflevice under test, (&) is determined

in an equivalent way by converting,Sseen in Figure 3.1[@), into an impedance value. Once
the excitation voltagessfv;), P.(w2) and source impedances(@;), Z. (w,) are determined, then
equations (3.26) to (3.27) can be used to calctifeequivalent source voltages(d1), Vi (w2).

The next step is to determine the port voltagéwy, V,(w) at the terminals of the device. The
measured low-frequency S-parameters taken fromVIKA at the external terminals of the
device are converted to Y-parameters. Using theMupeters, the input and output impedances
Zin(w) and Z{w) of the device are determined. With the source gekaVs(,), V. (»,), source
impedance dm,), Z.(02) and terminal impedances @), Zou{ow) shown by the transistor, it is
possible to determine the voltages at the devireital Vi(®1) and \o(wy).

V(w,)[V] = /L000< Ps(0,) [MW]x Z4 ()] (3.26)

V (@,)[V] = y1000x P_(0,)[mW] xZ, (o,)[@] (3-27)

It should be noted that the drain setup is depenodierihe device measured. In the case of the
Stellenbosch measurement setup, where the FET edevas characterised, the device was
excited with signals at the gate and drain of teeick. However, in the setup at IMEC, only a
signal at the gate of the device was injected hedhird port of the diplexer in Figure 3.17(b) is
terminated with a 90 load. Thus the drain excitation \i's set to zero, as there is no drain
excitation and the only parameter that needs tetbermined is £

The final stage in the process is to de-embed ébpanse of the diplexer and amplifier stages
seen in Figure 3.17(b). By subtracting thg(®&) transmission coefficient from the measured
output power levels on the spectrum analysgfd), the exact levels at the ports of the device
can be determined:fbnmix). The spectrum analysegffo) measurements are performed at all the
second and third order mixing products. Once agidie, measured value is in dBm and by
following the procedure above, the voltage at gretnals of the device can be determined using
equation (3.28).

Vo (0 )[V] = V000X B (0 1 JIMW] X Z, (01 Q] (3.28)
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3.5.4 M easur ement Extraction Procedure

The main goal of the measurement setup is to measnous mixing IMD products of the
devices under test (DUT). The output powers medsare converted to voltage and current
values and by applying the nonlinear currents nekthibe IMD behaviour of the devices is
predicted. The measured and predicted parameeezresented in a matrix, which is a function
of the nonlinear coefficients. The advantage ohgghis technique is that by applying simple
matrix algebra the coefficients can be determifdgk basic idea of the extraction procedure is
to measure the output powers of the device as etifumof the gate voltage 3¢ The gate
voltage is swept from a point where the deviceniginch-off to another point at which the
device is fully conducting. Each gate voltage swisgperformed at a predefined drain biasV
point. From the measurements and using the nomloweaents method, the higher order current
derivatives of the drain currends(MWys,Vas) are determined as a function of the gate biag, V
However, before this bias sweep is done, the apiatepexcitation power levels have to be
determined. The power levels should not be too,higherwise spurious signals are generated
which cause inaccurate coefficient calculationg, ghould be high enough to cause distortion
that can be measured accurately.

A Matlab procedure has been developed to fully mate the extraction process. Before the
extraction can begin, a number of parameters neebet specified, for example, voltages,
excitation frequencies, maximum power levels, deb@pween measurement points and the
spectrum analyser settings. Most of these setiviljde different for various devices, thus the
characteristics of each device should be taken astmunt. For example the biasing voltage
range for the different technologies will not be fame. The spectrum analyser settings include
the resolution bandwidth, video bandwidth and tlegdiency span. The centre frequency setting
is automatically determined when the user specifiesexcitation frequencies &nd §. A trade-

off between measurement time and spectrum analystiings has to be considered. The
narrower the resolution and video settings areJdhger the extraction time, but measurements
are done with greater accuracy. The complete didraprocedure can vary between one and
one-and-a-half hours, depending on the parametengse When working with these devices,
one must take care not to overstrain the devicgmeaally when dealing with new technologies.
In some cases, as seen at IMEC, there are only avéeking devices on a new wafer and device
degradation needs to be considered. The followedian describes the three stage extraction
procedure that was implemented in this work toaettthe nonlinear Taylor series coefficients of
the drain current source{Vgs Vas).

The first step is to determine the gate voltage & which the device switches on, known as the
threshold voltage ¥ At this point, the device behaves in its mostlimaar way and will be used
in the second step to determine the optimum inpwgps. For each measurement, the drain
voltage \bs is set to a predefined value, while the gate geltsss is swept from a state where
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the device is in the pinch-off region to a fullynclucting state. The drain currept is measured

on the programmable Agilent power supplies as atfon of the gate voltage and plotted on a
graph. A typical plot of the drain current versugegvoltage is shown in Figure 3.18, with the
black dot indicating where the device is startingconduct. The upper gate voltage boundary
could not be swept higher than OV as the DC souwrsed in these experiments could not reverse
polarity. Once the threshold voltage 6 determined, the next step is to determine fhtenal
excitation amplitudes injected into the gate areddfain ports of the transistor.
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Figure3.18 A typical plot of drain currentpk versus gate voltages. The black dot around -
1.6V is the estimated threshold voltage as detexdhby the extraction software.

Using the threshold voltagerydetermined in the previous step, the optimaltatoin amplitude
levels are determined by performing a power sweep the specified range of input powers and
measuring the output harmonics. Care must be takedetermining the excitation levels,
because if the levels are driven too high, the @esvicould start demonstrating compression or
expansion as a result of the higher order produite goal is to determine the maximum
excitation level where the device is still a donmihathird order system. It is important that the
device does not exhibit higher than third ordepoeses, as the model used to represent the
device’s behaviour is based on a third order sysieéme best value would be the largest input
signal where the fundamental curve still has a igradof 1/1, the second harmonic has a
gradient of 2/1 and third harmonic a gradient df. 3Alowever, the third harmonic is generally
below the noise floor and too small to measurethnod will not be considered. The procedure is
to sweep the excitation sourceg(¥;) from low to high power value, while Yw,) is set to zero

as seen in Figure 3.19(a). The next step is t¥ get;) to zero and sweep \v,) from a low to a
high power value as demonstrated in Figure 3.19¢bJigure 3.19(a), R{w;1) represents the
fundamental output power and.f2w;) the second harmonic for an excitation signgtb at
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the gate port. The Matlab software determines thetpvhere the fundamental and the harmonic
curves start to deviate from their expected 1/1 2ddyradients. The software also compares the
point at which the fundamental and the harmonidkahigher than third order behaviour and
selects the component with the lowest level asofiiemum point. The result is the optimum
excitation signal amplitudes to be injected inte ¢ate and the drain of the device.
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Figure3.19 (a) The output power of the fundamental and sedwrdhonic versus the input
power sweep of #w1), while R (w,) is set to zero. (b) The output curves of the amdntal and
second harmonic versus the input pownR), while R(w,) is set to zero.

In the final step, the excitation input power levdetermined in the previous step are applied to
the gate ¥(o;) and drain V() ports of the device. The gate voltagesV¥s swept with the
desired bias range with a set drain voltage. Whe extraction procedure measures the amplitude
levels at the following second and third order picid, Po(®1), Po@i+®,), Po(202), Po(3vy),
Po(2v1+®2), Po@:+2w;) and Po(8,). Typical second and third order output power lgve
measured for the CFY30 are shown in Figure a2 Figure 3.21. Some of the measured output
powers have very small levels and are almost imthise floor and a judgement has to be made
regarding the measurement uncertainty in each maasmt. Before the output products are
measured the input excitation levels are set to aed five noise floor points are evaluated to
determine an average value, which is used as tlse floor parameter. The measured output
power levels have to be at least 15dB above thgerftwor for an accurate measurement. If the
measurement uncertainty is less than 15dB, the une@dgpoint is set to the noise floor value
seen in Figure 3.21(d).
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Figure 3.23 shows the block diagram of the measen¢rprocedure and describes the basic
operation of each step. The figure provides anweer of the complete procedure in a simple
flow diagram format. As mentioned before, the systeas first developed to characterise GaAs
FETs at the University of Stellenbosch and lateNG#EMTs at IMEC. In section 3.4, the
Taylor series representation of each device isudsed, where firstly the FET is modelled as a
two-dimensional series and the HEMT with a one-disi@enal series. The procedure described
above is used in the case for the GaAs FET withexmtation sources. To characterise the GaN
HEMTSs, the procedure described above is used, &xtbap only a single excitation signal is
injected into the gate of the devicg(M;), with the source at the drain port(¥,) set to zero.
The result is that only one second order producPs#fw»;) and one third order product at
Po(3w;) needs to be measured, as shown in Figure 3.8&h frese output products, theand
Gms can be directly extracted, which will be discussedsection 3.6. G is extracted from
conventional small-signal S-parameter measuremertg. following section discusses the
extraction methodology, which details the deterrtiamaof the Taylor series coefficients from
the output powers measured in this section.
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Figure3.20 The typical second order output powers measuredh®rCFY-30 GaAs FET,
where (a) is output power product ai(Ro;), (b) at R(wi1twz) and (¢) B(2w,). The output
power products are measured as a function of tteevgdtage \ss
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Figure3.21 The typical third order output powers measuredterCFY-30 GaAs FET, where
(a) is output power product ab@Bw1), (b) at B(2wi1+wy), (€) Py(w1+2mw,) and (d) B(3wz). The
output power products are measured as a functitimeafate voltage 86
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Figure3.22 The typical second and third order output powerasueed for the GaN HEMT,
where (a) is output power second order productcé2dl) and (b) the third order product at
Po(3w1). The output power products are measured as déidanaf the gate voltage 3é
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User Input: Device Parameters
1. Voltage Boundaries

2. Excitation Frequencies

3. Source Power Limits

4. Spectrum Analyser Settings
5. Measurement Delays

e Sweep Vgs from minimum to maximum
value

h 4
Step 1: Bias Sweep

e Vpsis set constant

e Measure DC current Ips

e Determine threshold voltage (Vr)

e SetVgs=V7t

e Set Vi (wy) = 0, Sweep Vs(wi) and measure
v Pout(w1) and Pou(2w+)
Step 2: Power Sweep
e Set Vs(wy) = 0, Sweep V (wz) and measure

Pout(w2) and Pout(2w2)

e Take lowest point between Py (w) and Pyw(2w) as
optimum input power level.

e Use Vs and V, from Step 2, and set as constant

v e Vps is constant

Step 3: Voltage Sweep

e Vgs is swept over pre-defined bias range

e Output Powers are measured on Spectrum
Analyser at predefined frequency points.

h 4
END

Figure3.23 The block diagram of the complete measurement poeeis divided into three
steps. The first step is a bias sweep, the secoagower sweep and the third is a voltage sweep.
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3.6 Extraction Methodology

The main goal of this section is to demonstrat¢ tixa extraction methodology is based on the
requirement that the system can be described ley af svell conditioned equations. Using the
equations described in this section, it is posdiblgredict a set of the port voltages, for example
V1(w) and \b(w), at the mixing frequencies of interest. Compatimgse predicted voltages to the
correspondent measured voltages, the desired dixéciction of the seven coefficients can be
obtained. The following analytical analysis is ansnary of the work presented in [1], [2], [6].

The equivalent circuit used for the nonlinear cotsemethod of Volterra series is shown in
Figure 3.24, with the port voltages and currenfmdd as used in the analysis procedure. As the
test system is primarily designed as a low frequeri@racterisation system, a few assumptions
can be made to simplify the analysis. The firdhet at very low frequencies g{s basically an
open circuit and its overall nonlinear contributican be neglected. Therefore, the only major
nonlinear component is the drain current sourcg(YysVas). Thus, the main objective of the
extraction procedure is to extract the nonline&ffodents of the small-signal behavioural model
of the drain current source NNysVas). The drain source M{(VgsVas) IS assumed to be
memory-less and is represented by a bi-dimensibagor series approximation in the vicinity
of a bias point as described in section 3.4. ThEaditances g, Cysand Gg of the equivalent
circuit in Figure 3.24 can be treated as open its@t these low frequencies and the inductances
Ly La and Ls as short circuits. The simplified equivalent citcwhich is now used in the circuit
analysis, is shown ifigure 3.25. The equivalent circuit is divided ifiboir-port system as seen
in Figure 3.24 and Figure 3.25, with the Y-parametatrix relating the port currents, and
voltages 1, I;, V1, V2 to the control voltages ¢ Vgs and nonlinear components of the drain
currents Nds. The matrix of Y-parameters is expressed in equat8.29), with equations (3.30)
and (3.31) representing the boundary conditionsosed by the sources (VZ.) and (M, Z.).
Equations (3.34) and (3.35) express the contralagek (Vs Vas) in terms of the excitation
sources in the equivalent circuit namely(®1), Vi (»2) and Nks. The constants &, KgL, Kra,

Kps, KpL and Kzp can be determined by applying the superpositiamcfpie and de-embedding
the parasitics of the external Y-parameters. Infitls¢ order or linear response calculations, the
current source Nl in Figure 3.25 is set equal to zero accordindgheortonlinear currents method
of Volterra series analysis. As the first orderlgsia is assumed to be linear, the principle of
superposition holds for the driving voltageg®) and \{ (o2). The result is that control voltage
Vgs can be determined in terms of both the excitagonrces ¥ w:) and M (wy) with the a
constant scalar valuessKandK g, respectively. The same principle holds for the gheteation

of the control voltage ¥ in terms of \4(w;) and \{ (w,) with the a constant scalar valugdénd

KpL respectively.

In the determination of the second and higher oreégponse the sources &nd \{ are set equal
to zero and the nonlinear current sourcesM assumed to be the only excitation source.
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Applying the nonlinear currents method to the dirén Figure 3.25 results in a system of
coupled equations, expressed in (3.36) and (3.BBfuation (3.36) represents the second order
nonlinear components and (3.37) the third ordedinear components. Mh{®) represents the
third-order Njg{w) current component generated in the second-degefécients.

From an extraction point of view, the first stegasmeasure the second and third output power
ratios between the carriers Bg), Po(,) and the second order mixing products @i, 2o;+ >,

2m, 3m1, 201+m7, ®1+2m, and 3, on the spectrum analyser. The phase of these giodannot

be measured on the spectrum analyser and shouloubd by evaluating the power nulls that
correspond to a phase change, as discussed inrs&ch.2. By using equations (3.29) to (3.35)
the desired terminal voltages (W) and \4(w) at the seven mixing products of interest can be
predicted.The output voltages Xw) at the mixing frequencies are solved by usingaéiqus
(3.29) to (3.35), with the excitation sourceg(®;) and \ (»,) set to zerolsing the predicted
output voltages and the output impedances at ehtfiese frequencies, determined in section
3.5.3, the output powers at Pef?, Pom: + ;) and Po(a,) are calculated. By evaluating
excitation power levels &o(1) and Pog,), the predicted output carrier-to-harmonic distort
ratios can be constructed and determined. Thegisebicarrier-to-harmonic distortion rations are
now compared to the corresponding measured vallles.result is a system of three linear
eguations, seen in equation (3.36) that can beeddiw the three second order coefficients,G
Gmg and G The next step is to use these second order cgifs to predict in a similar way
the third order output power rations that are camgance again to the corresponding measured
ratios. The result is a set of four linear equatidemonstrated in equation (3.37) from which the
four coefficients G, Gmaa, Gmdazz Gys can be solved for. The nonlinear coefficients t@n
extracted with relative ease by the definitionlad set of well conditioned equations, making the
process fairly robust.

As stated in section 3.4, two Taylor series modedsextracted in this work. The first is a model
for the low-power GaAs FET two-dimensional datavgeére G2, Gma, Gy2, Gmz Gmzd, Gmdz and
Gy are extracted. The second is the extraction ofpdmameter set for the high-power GaN
HEMTSs, in which only G, Gy, and Gz are extracted. In principle, the extraction praseds
exactly the same for both models, except thatHerhigh-power device the simplified model is
obtained by setting Vequal to zero in equations (3.36) to (3.37). Byirsg V. equal to zero,
equations (3.36) to (3.37) can easily be evalubeds,, and G,3 where G, is once again
extracted from conventional small-signal S-parameteasurements.

This section has demonstrated the direct extractiethodology of the nonlinear Taylor series

coefficients for both the GaAs FET and GaN HEMTside modelled in this work. The next
section presents the extraction results.
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Figure3.24 The equivalent circuit used for calculating theasetand higher order distortion
voltages and currents by applying the nonlinearetus method.
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Figure3.25 The simplified equivalent circuit valid for low fgeency analysis.
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3.7 Extraction Results

During this author’'s exchange period in Belgiummsotime was spent at the University of
Aveiro in Portugal with Prof. J.C. Pedro, who hablshed many books and articles in the field
of intermodulation distortion. The purpose of thsitwvas to gain measurement experience and
spend time with an expert in this field of reseafthe main goal of the visit was to verify that
the measurement setup designed in this thesisceedirghe correct information. The verification
was done by measuring a device, provided by thedysity of Aveiro, using the original system
as presented in [6]. The same measurement waseépeated with the setup developed in this
thesis. The result was that the two measurements similar and the setup designed in this
thesis was indeed fully functional. Thus the extédccoefficients presented in this thesis are
accurate and can be used to construct the necessasls.

The IMD setup and extraction procedure was firstet® on a CFY-30 GaAs FET measured at
Stellenbosch University. The FET was measured uairigst fixture system as shown in the
previous section. These devices are low-power dsvand as explained in section 3.3, are
modelled with a two-dimensional Taylor series exjwth around a DC bias voltagEigure
3.26(a) to (c) shows the extracted second orddficeats, whileFigure 3.27(a) to (c) shows the
extracted third order coefficients. The output poweeasured for £(3w,) was of the order of
-80dBm and thus the extractegh§3vas so small and noisy that no useful informatan be
gathered from this product. Hence it is not plotiedhe graphs below. Figure 3.28(a) to (c)
shows the result of typical values that can be etgokfor the GaN devices. The device measured
was a two-finger Jz device with a gate width of 300um. In chapter fthue extracted Taylor
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series coefficients are used to construct a noalimaodel, which predicts the linear and
nonlinear behaviour of the device with excellersutes.
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Figure3.26 The typical second order extracted Taylor seriesffients for the CFY-30
GaAs FET, where (a) is{3, (b) Gng and (c) G The coefficients are extracted as a function of
the gate voltage 4.
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Figure3.27 The typical third order extracted Taylor seriesffioents for the CFY-30 GaAs
FET, where (a) is fs, (b) Gnhzq and (c) Gig2. The coefficients are extracted as a function of the

gate voltage ¥s.
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Figure3.28 The typical first, second and third order extracleylor series coefficients for
the GaN HEMT, where (a) isGextracted from S-parameter measurements, (b)ettend order
product Gy, and (c) the third order & product. The output power products are measures as
function of the gate voltagecdé

3.8 Conclusion

The main goal of this chapter is to present thesmesment setup used to extract the Taylor
series coefficients of the nonlinear drain cursmirce dVysVas) directly from measurements.
From the measurements, the higher order derivatimelscross-derivatives aofslwith respect to
Vgsand Vs can be determined and are essential in the catistnuof nonlinear models that can
accurately predict nonlinear IMD. The low-frequentyiD test system was successfully
designed and implemented to extract nonlinear woefits for two technologies, namely GaAs
FETs and GaN HEMTs. The setup was firstly testati@tUniversity of Stellenbosch on a GaAs
FET device, which served as a basis to expand #asunement setup to measure on-wafer GaN
HEMT devices at IMEC in Leuven, Belgium. In bothsea, the nonlinear Taylor series
coefficients were successfully extracted.

The extracted nonlinear coefficients of the drairrent sourcegi(Vys,Vas) from this chapter are

incorporated into the nonlinear model in chaptemrfand can be implemented in commercial
CAD programs such as Microwave Office and Agiledtdvanced Design System (ADS).
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CHAPTER 4

Nonlinear Model Formulation

4.1 Introduction

The goal of this chapter is to outline the basiaatire of the equivalent circuit nonlinear model.
The complete formulation and extraction procedwsedufor the on-wafer gallium nitride (GaN)
high-electron mobility transistor (HEMT) devicespgesented. The nonlinear model components
and their functions will be discussed, as well lass problems associated with different model
formulations. A few factors must be considerechie mmodel formulation process.

Firstly, it is not guaranteed that nonlinear modgisarise correctly, in other words, the small-
signal data from which they were constructed isatmurately represented. The result would be
clearly noticeable in the inability of the nonlimeaodels to accurately predict the linear S-
parameters of the device. Another factor to comsislghat table-based models may become
inaccurate due to interpolation of “noisy” dataislespecially problematic for small signals that
fall far between measured data points. The soluBot represent the data with an analytical
function. With a function, the data is representgith a smooth curve, eliminating any noisy data
points. A big advantage is that no interpolationeguired. Finally, what is required to represent
soft nonlinearities that give rise to intermoduwdatidistortion (IMD) productsAs mentioned in
chapter three, derivatives cannot be extracted fl@has a result of errors associated with
successive differential operations. It was demaedr that it is almost impossible to determine
small-signal nonlinearities for IMD predictions bdifferentiating the measured I/V
characteristic. The conclusion is that any empimeadel intended to predict very high signal-to-
distortion ratios must be extracted from, or astealjusted to, measured higher order AC data.

Before the nonlinear models are constructed, thdetfing process should be fully understood.
In section 4.2, an overview of the nonlinear mddgllprocedure is given. The section outlines
the step-by-step modelling procedure from the fiBsparameter measurements to the final
nonlinear model implementation in Agilent's Advaddeesign System (ADS).The starting point
of the modelling process is the determination of tmear small-signal equivalent circuit

topology in section 4.3. The equivalent circuit graeters (ECPs) provide a lumped element
approximation to various aspects of the physicaliae Section 4.3.1 discusses the topology
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used to model the GaN HEMT devices in this workislvery important that the small-signal
parameters are determined as accurately as pqsathtbese parameter values are used in the
large-signal nonlinear model formulation. The estian of the ECPs is performed with an
optimisation-based extraction tool, programmed kBn\Wiekerk [18]. The extraction tool is
discussed in section 4.3.2.

Once the small-signal equivalent circuit parametease been extracted, the next step is to
construct the nonlinear model. The nonlinear mdd®isforms the large amount of extracted
ECPs into a single set of parameters that can girdtk linear and nonlinear behaviour of the
device. The formulation of the nonlinear modelarfrthe ECP is discussed in section 4.4.1. In
order to investigate the functions derived in sett#.4.1 a Matlab program is developed in
section 4.5.1 that determines the table-based raieg functions. With this program, any
random integration starting point and integrati@thpcan be selected. The program is used in
section 4.5.2 to investigate the result of selgctthfferent integration starting points. By
comparing the results of the model predictions,dpemal starting point is selected. In section
4.5.3 the two models deducted in section 4.4.1, eanthe Root and modified Root are
investigated. The next step in the process is sgmténg the drain current sourcg; with an
analytical function, detailed in section 4.5.4. Thection used is known as the Fager model and
a Matlab program is used to optimise the modelmpatars. The Fager model is expanded in
section 4.5.5 to include the extracted derivatnfermation from chapter threVith the results

of the investigation and the addition of the anagltdrain current function, a nonlinear model is
proposed that improves the accuracy of the S-pamniarge-signal single-tone and large-signal
two-tone IMD predictions.

4.2 Nonlinear Modelling Procedure

This section gives an overview of the nonlinear elogbnstruction procedure, from the first
measurements to the final model. The procedurdbeasummarised in a flow diagram, as shown
in Figure 4.1 [12].

The first step is to measure the S-parameters ervelstor network analyser (VNA) over the
required voltage bias range. From these measursmém small-signal equivalent circuit
parameters are extracted for each bias point, ibesicm section 4.3. Then, by integration, the
constitutive relations are constructed using théhotthat will be explained in section 4.4. The
constitutive relations are then implemented intaléxg’s Advanced Design System (ADS),
either in table-based format or as analytical fiomst. The final step is to verify the models by
comparing the model predictions to the measurenfenmts the VNA and LSNA. The proposed
nonlinear model’s small-signal predictions are fiedi against measured S-parameters from the
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VNA. The nonlinear large-signal predictions areified by comparing the model predictions to
the measured large-signal single-tone and two-toeasurements performed on the LSNA.
Comparing the results of the measured and predicddaes, it is possible to determine the
accuracy of the models. The following section déss the small-signal equivalent circuit
topology and the optimisation-based tool for theaotion of the ECP.

S-parameter
measurements

il

Linear model extraction of
the extrinsic and intrinsic
elements

il

Integration of current and
charge sources

il

Implement functions in
ADS

il

Compare nonlinear model
predictions to
measurements

Figure4.1  Flow diagram of the nonlinear modelling procedure.

4.3 Linear Modelling

Linear models describe the linear behaviour ofvacdeand in some cases can also be applied to
evaluate nonlinear networks if the operating sigrak sufficiently small. The model used to
characterise the device’s behaviour under the ssigallal approximation is the equivalent circuit
model. In practice, this is the most widely usekdr model [12], [13], [14], [16], as it produces
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highly accurate model predictions and thus wilused as basis for the linear modelling process
in this thesis.

4.3.1 Small-Signal Equivalent Circuit M odel

The elements in the equivalent circuit provide mped element approximation to some aspect
of the physical device. The model provides a liektween the measured DC, S-parameters and
the electronic process occurring within the devise advantage of this approach is that once the
circuit parameters have been determined, then thdehtan be used to extrapolate the small-
signal behaviour beyond the available capabilittésthe measurement setups. It is very
important that the small-signal parameters arerohéted as accurately as possible, as these
parameter values are used in the large-signal meanrlimodel formulation. The first step in the
linear modelling process is to choose the corremiiehtopology that would be able to describe
the response of the device over a wide range afdma frequency points. To obtain insight into
the construction of the model and a physical meapoirthe circuit parameters, it is necessary to
evaluate a cross section of a HEMT, as shown iurEigt.2. The standard two-dimensional
representation format used in circuit analysishsva in Figure 4.3. The small-signal equivalent
circuit model can be divided into an extrinsic antlinsic part as seen in Figure 4.3. The bias-
dependant intrinsic elements are located insidedtshed box in Figure 4.2 and Figure 4.3,
while the bias-independent extrinsic elements Hhithe elements outside the dashed box.

The extrinsic part consists of parasitic elemeh&t are related to the geometry of the device.
The parasitic capacitancgd3epresents the capacitance between the gate arsbtince, while
Cud is the parasitic capacitance between the draintl@dsource. fgq represents the parasitic
capacitance between the gate and the drain. In limgdéerms, it is difficult to independently
determine Gqg and Ggq0f on-wafer devices, and thuggeis incorporated into . The parasitic
inductance |, Ls and Ly are associated to the metal contact pads. Thmsixtgate resistance is
due to the gate Schottky contact, while the draid source resistances are due to their ohmic
contacts. The resistancegsfand Rygr represent the leakage current through the gatesand
gate-drain Schottky diodes, and for the purposthisfwork are neglected, as the values do not
have a significant influence on this topology.

The intrinsic part can be divided into four secipan input section consisting of a series RC
network (Gs Rys), a feedback series RC networky{(Ryd), a voltage-controlled current source
(Gme™™) and a parallel RC network € Rs) at the output of the intrinsic plane. The
capacitances gand Gg model the change in the depletion region undegtie with respect to
Vgs and Vyq respectively. i and Rq model the charging resistances in the channebamdied

to the time that it takes for charge in the chanwoetedistribute. g models the geometric
capacitance effects between the source and dragtr@ties. The intrinsic gain mechanism is
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provided by transconductancg which represents the measure of incremental chengetput
current }s for a change in input voltagegy The output conductancessgs a measure of
incremental change in output curregtwith change in output voltage;y The two terms can be
mathematically defined as,G 0lq¢d0Vys and Gs= 0lqadOV gs respectively. The transconductance
cannot change instantaneously with a change withtinoltage s and thus the parameter
represents the transconductance delay. The delegpresents the time associated with the
redistribution of charge after a fluctuation of t@te voltage ¥ The next section describes the
extraction tool programmed by Van Niekerk [18] whiwas used to perform the extraction of
the ECP in this work.

Source Gate Drain

Ly

Intrinsic Plane

Figure4.2  The physical origin of the small-signal equivalemrtuit parameters of a HEMT
device.

54



Drain

Gate

Ls

Source

Figure4.3  The small-signal equivalent circuit to_pology used to rab@n on-wafer GaN
HEMT.

4.3.2 Extrinsic and Intrinsic Parameter Extraction

Extraction methods of the bias-independent extiasid bias-dependant intrinsic elements are
well documented in literature and will not be dissed in great detail, as it is not the main focus
of this thesis, so for further detail refer to [38][46]. The extraction of the ECP in this work is
performed using an extraction software tool calRDFETGUI programmed by Van Niekerk
[18]. The purpose dPCFETGUI is to create a user-friendly extractiool tavhich can be used to
accurately and efficiently extract the ECP for anber of circuit topologies.

Before the extraction procedure can begin, theciele of a number of S-parameter bias points
must be considered at which the extraction proedfistake place. Only a few points are
required to perform the optimisation-based extoectlf a large number of S-parameters are used
the extraction time increases significantly withaaproving the accuracy. A good selection of
bias points strongly improves the ability of thetiopsation extraction algorithms to converge.
There are two types of points that must be selectd and hot bias points. Cold bias points are
defined as points wheregds kept at OVand Vs is below the pinch-off voltage, while hot bias
points are defined as the points where the dewdcswitched on. In the cold condition, the
intrinsic part of the small-signal equivalent ciitcin Figure 4.3 is reduced to only the three
intrinsic capacitors g, Cyg and Gis[12], [22].
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With the seletion of the hot bias poir, PCFETGUI implements four filter parameters t
allow the user to specify a region in whic-parameter selection can take p, as seen in
Figure 4.4a). However, there are still t many points selected to perfoan optimisatio-based
parameter extraction. The optimal extraction setukh only consist of about five cold bi
points and ten hot bias points. The advantage inQUBCFETGUI is that the selection algoritl
automaticaly scans through the list of bias points availalné selects the optima-parameters
measured under cold and hot bias conditions, exfetlw as intelligent bias point selecti[22].
In this method, bias points aselected by evaluating the-parametersf each poir. The points
for which the Sparameters indicate the widest spreare selected. This ensures that
maximum amount of information can be extracted fittv small set of selectec-parameters
and alsamproves the ability of the extraction algorithmdonverge. The result of the intellige
bias point selection is shown Figure 4.4b). Once the cold and hot bias points have |
selected, the extraction ofelextrinsic and intrinsic parameters can be
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Figure4.4 (a) The result of applying the u«-defined filters to a complete set of extrac
bias points, while in (b) the intelligent bias pogelection reduces the deset to an optimal ¢
five cold and ten hot bias points.

The first step in the PCFETGloptimisationprocedure is to determine the starting values ®
ECP, using direct extraction techniques. From tlagting value, a minimum and maximui
limit is assgned to the element parameterhis limit is the range in which the optimis
searches for a final value. It is possible to migwdange the minimum and maximum limit
the search function, depending on the individuaimant. After the limits have en determined,
PCFETGUI implements a robust m-bias optimisatiorbased parameter extracti[22], [23],
[24], [25] technique to compute the values of the ECP. Thvamtage of the extraction algoritt
is that it is robust in the sense that it is indefent of parameter starting valuesowever, as
mentioned above, stary values have beenterminedthat are already close to the finalues,
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which increases the chance of the optimiser comvgrdgrhe result of the extracted extrinsic
parameters using PCFETGUI for theg; @evice topology is presented in Table 4.1.

After the optimised extrinsic parameters have beéetermined, all the measured S-parameters
can be used to extract the intrinsic small-signadet parameters. The intrinsic elements are
determined through direct extraction technique$ §2fl calculated using the equations proposed
in [32]. The modelled intrinsic parameter values ditted to the measured values by
implementing a Gauss-Newton optimiser. The caledlatalues are already close to the optimal
values and thus the optimisation is not too timescming. PCFETGUhas a feature where the
optimised parameters can be compared to the diregtracted parameters. By comparing the
two results, it is possible to determine the accwyraf the directly extracted parameters.
PCFETGUI does not determine the value gf Ryq was calculated using equation (4.1). The
result of the intrinsic parameter extraction fof g device is shown in Figure 4.5(a) to (h). The
next section details the nonlinear model formulatissing the equivalent circuit parameters

extracted in this section.
1
R =—-Re —
od {lej (41)

Extrinsic Parameter Value
Ry 7.63)

Lg 65.6nH
Rs 1.642

Ls 4.46nH
Ry 2.4

Lqg 47.94nH

Cpg 46fF
Cod 32fF

Table4.1 Extracted extrinsic parameters of the on-wafer GEMT Ty3 device.
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Figure45 The plots of the extracted bias-dependant intidements of the of device,

where (a) is G (b) Gis (€) Gya, (d) Gy, (€) Gis (f) Ri, (9) Rya @and (h) tau versus the intrisic gate
Vgsi and drain Vi voltages.
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4.4 Nonlinear Modelling

Nonlinear models predict the behaviour of a dewinder large-signal excitation levels, which
make them ideal for modelling GaN HEMT power desickn the previous section, the small-
signal equivalent parameter set was extracted avaredefined bias range. Nonlinear models
transform the large amount of extracted small-diglaaameters into a single set of parameters
and not only predict the DC behaviour of the devim# also the behaviour under various input
power levels.

4.4.1 Nonlinear Model For mulation

The nonlinear model is deducted from the linearlsgignal equivalent circuit model, which is
extracted at the desired gate and drain bias poAstsnentioned, the equivalent circuit can be
divided into the bias-independent extrinsic eleraad the bias-dependent intrinsic elements.
The nonlinear model is formulated with respecthe intrinsic device plane as defined by the
dashed box in Figure 4.3 After the parameter etitla®f the ECP is performed, the first step is
to de-embed extrinsic elements from the measurpdr&mneters, so that the constitutive relations
can be determined at the intrinsic device plane d&-embedding procedure is summarised in
the following steps [21].

Firstly, the external S-parameters of the devieemagasured and converted to Y-parameters. The
parasitic capacitancespand Gq are de-embedded from the Y-parameters, which leea t
converted to Z-parameters. The series elemeytRJat the gate terminal,s|Rs at the source
terminal and I, Ry at the drain terminal are subtracted from the &peeters in the previous
step. The de-embedded Z-parameters are then cedvesick to Y-parameters, which are now
referenced at the intrinsic device plane as sedfigare 4.3. These intrinsic Y-parameters will
be used in the deduction of the nonlinear model.

The procedure above described the translationeoBtparameters at the extrinsic device plane to
Y-parameters, at the intrinsic device plane. Thet 3&ep is to shift the extrinsic bias voltages
(Vgs Vug to the intrinsic device plane (Y Vgs). This is done to accurately determine the
intrinsic charge and current functions, as the fions are dependent on the intrinsic bias
voltages (\si, Vas). TO shift the bias plane, a correction has torfaele that takes into account
the voltage drop over the DC cables used to biaslévice and the extrinsic series resistances.
The effects of the voltage drops are that therisici voltages Vs and Vg do not form an
equidistant grid. A uniform voltage grid is genéralequired for the implementation of table-
based models in commercial nonlinear circuit sinauka The extrinsic voltage grid Vg is
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shifted to the intrinsic bias plane ¥ Vas) by means of Kirchhoff's voltage and current laws.
The intrinsic gate ¥ and drain voltages & are given in equations (4.2) and (4.3) [12].

Visi :Vds_(Rdcz +Ry +Rs)|ds_R I (4.2)

s'gs

Vi =V —(Ruq +R, +R. ) s —R

gsi gs

(4.3)

slds

Rqyc1 and Rezrepresent the resistances of the gate and drasribes respectively and each has a
resistance of about X5 Once the bias plane is shifted to the intringane (Vysi, Vas) and the
intrinsic Y-parameters have been determined, tleicteon of the nonlinear current and charge
sources can begin. Assuming that the resistagean® Rgq in Figure 4.3 can be neglected and
there is no frequency dispersion, the two-portimsic small-signal equivalent circuit can be
presented in a Y-matrix, as expressed in equatict) (12]. The conductanceggand Ggr are
the inverse of the resistancegfand Rqy. As mentioned in section 4.3.1, these resistaaoes
neglected, which means thajstand Ggscan be set to zero in the calculations that follow.

- Ggsf + ngf + j(*(Cgs +ng) ngf + j(*)ng 4.4
Gm _ngf _j(‘-ﬁgd gds +ngf +j("XCds +ng) ( ' )

The real parts of the Y-parameters are frequendgpandent, while the imaginary parts are
frequency dependent. By definition, the small-sigeguivalent scheme is consistent with the
nonlinear model, provided that the correspondinglinear characteristics at gate and drain port
can be obtained by the path-independent contoegials [12]. The port current and charge
functions are given by equations (4.5) and (4.6)ene port iequal to 1 represents the gate and
port i equal to 2 represents the drain, V, are the instantaneous voltages at the gate aind dra
ports and Yo, V2 the starting point of the integration functions.

L (V1 V3) = 11(Vig, Vo) +:§' Re{Yil(V1V20)}dV +j Re{Yiz (V11V)}dv (4.5)

10 20

0V - J Im{Y, (V. Vool} j m{Y, (v, ws)

2nf 2nf

10

The requirement of path-independent integrals isivedent to the special conditions that are
imposed on Y with i, j equal to 1 or 2 called the integrabilitpnditions [29], [30], [31]. Root
has shown that the integrability conditions are rapinately satisfied for MESFETs and
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HEMTSs [29]. Port charges must therefore be constrligia path-independent integration so that
only one value for charge exists for each combamatif Vysi and Vysi, [16]. Charge conservation
therefore requires that a charge source behavexiwailly over a period of simulation, and if it
is not satisfied, the model will show a non-phykgain in energy for each period of simulation.
This can cause the simulation to crash or prodoceriect results [13]. The following section
presents the formulation of the current and chéugetions.

The four constitutive relations that describe tlomlimear model can be determined from the
integration of the bias-dependent intrinsic cir@atameters with respect to the intrinsic gate and
drain voltages and are given in the following fequations (4.7) to (4.10) [12].

Vgsi

l gsi (Vgsi ’ Vdsi) =1 gs (VgsiO ’ VdsiO) + J. [Ggsf (V ! Vdsio) + ngf (V ! VdsiO )]dv
Vi (4.7)
Vd3|
- _[ ngf (Vgsi ,V)dv
Vaso
A\ Vg
sV Vie) = [ [CV.Ve) +CoaV. Vil dV = | Cyo(V V)V 4.9)
Vgso Vaso

A\
Idsi (Vgsi ’Vdsi) = Ids(VgsiO’VdsiO) + j [gm (V!Vdsio) - ngf (V!Vdsio)]dv
Vgs0

Ve (4.9)
# | 19V VAV + Gy (Vo VAV

VdsO

sti (Vgsi’vdsi) = jf [ng (Vgsi’V) + Cds(vgsiiv)]dv - f ng (V’Vdsio)dv (410)

VdsO

From equations (4.7) to (4.10) it can be shown thatnonlinear model of an HEMT device
consists of a parallel connection of a charge amdent source at the gate and at the drain, as
seen in Figure 4.6, which is referred to as thetRoadel. This nonlinear model is quasi-static
because the constitutive relations change instantesty with varying terminal voltages. The
constitutive relations are generally presentednimaalytical functions [49] to [51] or in a table-
based format [47], [48], [52] to [54]. The final oh&l presented in section 4.5.3 is a combination
of the two representations.
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Vgsi VdSi
_ Igsi(Vgsi,Vdsi) Idsi(Vgsi,Vdsi) _
(e, O

Source

Figure4.6  The intrinsic quasi-static nonlinear HEMT modefereed to as the Root model.

The Root model can be extended to include theteggiss B and Rgqin the nonlinear model.
The addition of the resistances leads to a modifigthsic small-signal equivalent circuit shown
in Figure 4.7 and is known as the modified Root el¢#i2].

Intrinsic Plane

Gate

Source

Figure4.7  The intrinsic small-signal equivalent circuit oktimodified Root model is shown.

The calculations of the intrinsic elements corresfiog to the modified small-signal equivalent
scheme, is presented in [12], [55]. Employing te&/rcomponent names of the modified small-
signal equivalent scheme results in equations @n8)(4.10) changing to equations (4.11) and
(4.12) respectively.

V,

Qgs(vgsi'vdsi) = f Cgi (V’Vdsio) + T de (Vgsi'v)dv (411)

gsio VdsiO
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Vgsio VdsiO

The corresponding nonlinear intrinsic model is show Figure 4.8 with the addition of a
nonlinear charging resistor, Bt the gate port of the model. iR dependent on the bias voltages
(Vgsi» Vasi) and is calculated using equations (4.13). Thes@ing resistor leads to the model now

becoming non quasi-static.
1
R; =Rg —— 4.13
) 13

As mentioned, the constitutive relations of the Rwramodified Root models are implemented in
a nonlinear design package, either as table-basadatytical models. In table-based models, the
relations are tabulated as a function of the teainmltages, and during simulation the tables are
accessed and the interpolated values are retuliiedadvantage of table-based models is that
the models can be straightforwardly implementechauit an optimisation process. Analytical
models offer the advantage of being represented tiynited number of parameters. These
models need some form of optimisation to fit theapzeter set of the specified function. The
main advantage of these models is the fact thafutingtions can be extrapolated, as the function
is not limited to the extracted grid and the anefftmodels also have a shorter simulation time.

Gate Drain

O
sti(Vgsi,Vdsi)
<&

lasi(V o Vas) Vas

O

+ +

Qgsi(Vgsi ,Vdsi)
Vgsi Igsi(Vgsi,VdSi)

Ri(Vgsi,Vdsi)

1 )
Source

Figure4.8  The modified Root nonlinear rr_10del with a chargiagistance R

The following section describes a Matlab programat tivas developed to determine the
constitutive relations in table-based format, whilesection 4.4.3, another Matlab program is
presented that performs the optimisation processtHe analytical drain current sourcg; |
function.
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4.5 Nonlinear Model I nvestigation and Construction

This section details the methodology behind thestraction of the proposed GaN HEMT
nonlinear model. Investigations into some key aigpetthe nonlinear model will be presented,
which will provide the basis of reasoning behind tinal model construction. To illustrate the
model construction, only a single bias point isestdd, at which the devices would typically
operate. The bias point selected is for class-Aaima, where ¥sis equal to -4V and M is
equal to 8V. At this point, the device has a maximgain. The {3 device is selected to
demonstrate the nonlinear model construction, as ihe intermediate device with respect to
gate size, which is directly proportional to thetpai current §s. Only a single bias point is
selected, as the goal of this section is only tmalestrate the methodology behind the model
construction. In chapter five the performance @ thodels are evaluated over a wide range of
bias points.

4.5.1 Construction of Table-Based I ntegration Function

In order to fully investigate the nonlinear chasegel current functions derived in section 4.4.1, a
Matlab program was developed that can integratefuhetions from any randomly selected
starting point (\so Vasg. With the Matlab program, it is also possiblestdect the integration
paths, thus either starting the integration witspeet to the x-direction @¥) and then the y-
direction (Ms), or first with respect to the y-direction {§ and then the x-direction V). The
program calculates the integration functions fothbine Root and modified Root models and
saves the data in a CITlI file format, which cardbvectly imported into ADS.

Before the functions can be calculated, it sho@dhbted that the integration functions cannot be
directly determined from the extracted equivalantuit parameters because of the voltage drop
over the DC cables and parasitic elements. Thénsitrelements must first be de-embedded so
that the voltage plane is shifted to the intringlane. After the de-embedding, the intrinsic
voltage plane is non-uniform, as shown in Figur®, 4vhich cannot be implemented in a
nonlinear simulator package. Thus, an extrapolatgmhnique must be used that ensures that
after the de-embedding process, the intrinsic laaee still uniform. The de-embedding
procedure is automatically executed in the Matladg@m using the following procedure.
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Figure4.9  The plots of the intrinsic gategy versus drain Ys voltages are non-uniform as a
result of the de-embedding process.

Firstly, the original extrinsic voltage planes bdaries (\§s V4 are shifted by linear
extrapolation. If the extrinsic boundariesg{Wgys) are not extrapolated before the de-embedding
process, the result is that after the de-embedthegintrinsic plane (¥, Vas) is mapped onto a
smaller and non-uniform grid, as seen in Figure & amount the planes are shifted is directly
related to the values of the parasitic resistogadions (4.2) and (4.3) are used to determine the
new intrinsic voltage plane. The result is that driginal plane is widened so that when the
intrinsic planes are shifted, the nonlinear funasiavill fall within the original voltage grid. Once
the extrinsic elements are de-embedded and thesittvoltage plane (), Vas) mapped, the
nonlinear integration functions can be determiridte nonlinear Root model equations (4.7) to
(4.10) and modified Root model equations (4.11§4td.3) are implemented in Matlab. ThesT
device topology is selected to demonstrate a tygieaof extracted function using the Matlab
procedure, shown in Figure 4.10(a) to (d). Thesetions can now be imported into ADS for
nonlinear model simulation. As mentioned, the dewiegneasured have no significant gate
leakage and thugs|is equal to zero as seen in Figure 4.10(b).

The functions shown in Figure 4.10(a) to (d) arglemented in a table-based format and in
section 4.5.4 an analytical function is implemertteélt the drain current source modgl.10Only
the drain current source is implemented as an acalyfunction as it is the most dominant
nonlinearity in the nonlinear model. In the nexttam, the result of selecting different
integration starting is investigated.
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Figure4.10 The table-based nonlinear functions extractedterTys device, where (a) is the
gate charge g, (b) the gate currengs, (c) the drain charge  and (d) the drain currengsi
function.

4.5.2 Investigation of the I ntegration Starting Points

The most important consideration with regard to ititegration functions is the choice of the
starting point (MsoVasg for the integrals. To investigate the integratimmctions, a Matlab
program was developed in section 4.5.1, which alawy random starting point and integration
path to be chosen. Using this Matlab program, tmesttutive relations can be constructed from
any desired starting point {Vasg and directly imported into ADS for simulation. & Matlab
program can also be used to verify whether thegratality conditions are fulfilled. The way the
integrability conditions are verified is by compagithe difference between the plots taken at the
same integration starting point, but integrateddifferent directions. By evaluating the error
associated with the integration process, it is ipbsso determine the best starting point for the
integration. The biasing values in Table 4.1 weskeded as starting points to construct the
current and charge functions.
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VgsO VdsO
1. oV ov
2. -8V ov
3. -8V 10V
4. ov 1ov

Table 4.1 Table of integration starting points

In Figure 4.11 to Figure 4.14 the absolute diffee=sim error between the different integration
paths for the starting points in Table 4.1 are gmé=d. These are the corner bias points over
which the device is characterised. More points vex@uated in the investigation, but will not
be shown in order to avoid unnecessary plots thatad add extra information. When analysing
Figure 4.11 to Figure 4.14 it can be seen thatdifference near the integration starting point
(Vgso Vuso is small. However, the difference increases asiktegration is taken further from
the starting point. This is a result of numericallgems relating to the extracted ECP in certain
regions and leads to the integrability conditiomd being perfectly satisfied. Ideally, the best
integration starting point is where the integrapiltonditions are satisfied best at the point of
operation. For a Class-A operating pointgéVequal to -4V, Vs equal to 8V), the best
integration starting point would be whergsps equal to -8V and ) is equal to OV or 10V, as
seen in Figure 4.12 and Figure 4.13 respectiveyndlthese starting parameters, the error at the
operating point is much smaller compared to theesbmsing points seen in Figure 4.11 and
Figure 4.14.

The next step is to use the same integration isgagoints shown in Table 4.1 to construct the
nonlinear models and compare the predictions ofitbdels to the measured results. This should
verify if the suggested integration starting poiafsVyso equal to -8V and ¥, equal to OV or
10V will give the best result. For each of the g points, the nonlinear functions were
constructed and modelled in ADS. A series of cornspas between measured and modelled
results were analysed to determine which startimigtives the best result. The models were
first compared to the large-signal single-tone raeaments as seen in Figure 4.15 to Figure 4.17
and then to the measured S-parameters of the desssdown in Figure 4.18 to Figure 4.21.
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Figure 4.11 The absolute difference of (a)q§ (b) Qisi and (c) 4si associated with the
integration process when an integration startingtpaf Vgso= 0V, Vyso= OV is selected.
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Figure4.12 The absolute difference of (a)q (b) Qisi and (C) &si associated with the
integration process when an integration startingtpaf Vgso = -8V, Vyso= OV is selected.
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gsi

(c)
Figure4.13 The absolute difference of (a)qf (b) Qisi and (c) 4si associated with the
integration process when an integration startingtpaf Vgso= -8V, Vuso= 10V is selected.

Figure4.14 The absolute difference of (a)& (b) Qisi and (c) &si associated with the
integration process when an integration startingtpaf Vgso= 0V, Vyso= 10V is selected.
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Figure 4.15(a) to (c) shows the plot of input pow&r versus output power R of the
fundamental, second harmonic and third harmonguréi 4.16 shows the instantaneous voltage
and current wave forms with an input poweydtjual to 2.45 dBm. As mentioned, the device is
biased for typical Class-A operationd¥equal to -4V, s equal to 8V) with the fundamental
tone § equal to 2GHz. Firstly, it should be noted that thodel prediction of the large-signal
single-tone measurements at low power levels rf/fanaccurate, which can be attributed to the
poor dynamic range of the measurement setup. Hawéve LSNA also measures the time
domain wave forms for a fixed input power, whichncgive a more accurate comparison
between the measured and simulated models atdpiat, as seen in Figure 4.16(a) to (d). The
legend bar in Figure 4.15 is the same for Figude 40 Figure 4.17. A factor that must be
considered is that these are experimental on-welfeices and the manufacturing process is not
always perfect. Devices that are exactly the saare differ dramatically, depending on the
position on the wafer, which can make the modelpnacess even more difficult. An example of
this can be observed in Figure 4.15(b), where tle@asured curve has a dip around an input
power of +2dBm. All the models predict a slope 4f, 2vhich could be correct as it is the second
harmonic. In this case, it is better to evaluatettme wave form to compare the measured and
simulated results.

Evaluating Figure 4.15 to Figure 4.21 it can bens#mat an integration starting point ofgy
equal to -8V and Y,equal to OV or 10V gives the best modelling resslipredicted earlier in
this section. This result can be attributed tof#toe that the integration starting point was takén

a low drain current condition. If the starting powas taken at a high drain current condition,
then negative and unphysical values of the drameati may be obtained. Also, if the starting
point is not taken from a low current conditionemhoutput conductance can also reach
unphysical high values in the linear region, whane due to both numerical problems and
dispersion. The other advantage of selecting ttegration starting point atgyequal to -8V is
that if the integration is firstly carried out witlespect to the intrinsic drain voltagesvand
secondly, with respect to the intrinsic gate vaitafgs the output conductance is only used under
pinch-off condition, where the effect of this paeter can be almost neglected. However, if the
integration starting point was first carried outttwrespect to the intrinsic gate voltaggsV
instead of the intrinsic drain voltage, then thainlicurrent is very sensitive to the value gfig

the linear region, as most of the area under thecgrve occurs at low drain voltage. By
evaluating Figure 4.15 to Figure 4.21 and followthg reasoning above, it is deduced that an
integration starting point of ¢oequal to -8V and ¥oeequal to OV or 10V gives the best result.
However, \ispequal to 10V is closer to the operating point dngstwill be used to determine the
integration functions in this thesis.
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Figure4.15 The large-signal single-tone measurements of thefufaamental, (b) second
harmonic and (c) third harmonic for different intatjon starting points.
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Figure4.16 The time wave forms of the gate (a) and drainv@jages, as well as the gate (c)

and drain (d) current wave forms. An excitationhaain input power level of;P= 2.45dBm and
fundamental frequency £ 2GHz is applied.
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Figure4.17 The voltage versus current plots at the gate (d)dxain (b) ports for an input
power level of R =2.45dBm and a fundamental frequency,cf PGHz.
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Figure4.18 The plots of the magnitude (a) and phase (b) Qf &rsus frequency with
different integration starting points.
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Figure4.19 The plots of the magnitude (a) and phase (b) pf &rsus frequency with
different integration starting points.
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Figure4.20 The plots of the magnitude (a) and phase (b) af &rsus frequency with
different integration starting points.

73



. . . .
© Measured o Measured

0.08 Vgso=—8V,Vdso=10V B " Vgso=—8V,VdSo=lOV
o1 » -o 7Vgso=—8V,Vd50=0V | -0 7Vgso=—8V,Vdso=OV
! 7V950=OV,Vd50=lOV Vgso=OV,Vdso=lOV
| — — — -
0.12} Vs0™ 0V Vo™V | -40r Vis0=0V Vo=V
— -0.14f
o) 5 -60f
k=] ~
=, 0165 N
o 0 -0
= 018}
02r -100f
-0.22}
-120-
-0.24r
-0.26 ‘ ‘ ‘ -140 ‘ ‘ ‘
0 10 20 30 40 0 10 20 30 40
@) Frequency [GHz] ) Frequency [GHZ]
a

Figure4.21 The plots of the magnitude (a) and phase (b) #f\@rsus frequency with
different integration starting points.

4.5.3 Root Moded versus Modified Root M odel

The model presented in Figure 4.6 is the standardimear model used for a wide range of
devices. The model consists of four sourcgs, Qysi at the gate port andsl Qusi at the drain
port. si represents the gate leakage of the device andeattributed to device degradation.
The device measured for this analysis had littledodegradation and thus thg sources will
have no significant contribution to the model aad be neglected. The sources can be presented
in either look-up tables or as analytical functioAs a starting point, the table-based models are
implemented using ADS. However, later in the segtemalytical models will be implemented.
Once again, the model predictions were compardbeaneasured large-signal one-tone results
in Figure 4.22 to Figure 4.24 and S-parameter nreasents in Figure 4.25 to Figure 4.28. The
first observation from the large-signal single-taneasurements is that there is no difference
between the Root and modified Root model. This Iteisuexpected as the only difference
between the two models is the charging resistanceltie resistance only improves the S-
parameter predictions, which can be clearly obskerwe Figure 4.25 to Figure 4.28. In
conclusion, the modified Root model gives the saeselt as the Root model with the single-
tone predictions, but better results with the Sapwaater predictions. Thus, the modified Root
model will be used as a base model in the nexiosect
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Figure4.22 The large-signal single-tone measurements of theuf@aamental, (b) second
harmonic and (c) third harmonic. The grey circlegk Irepresents the measured data, while the
solid line presents the Root modeld the dashed line the modified Root model.
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Figure4.23 The time wave forms of the gate (a) and drain (ages, as well as the gate (c)
and drain (d) current wave forms. The grey cirdled represents the measured data, while the

solid line the Root model and the dashed line thdified Root model.
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Figure4.24 The voltage versus current plots at the gate (d)daain (b) ports. The circled line
represents the measured data, while the solid theeRoot model and the dashed line the
modified Root model.
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Figure4.25 The plots of the magnitude (a) and phase (b)i@fvBrsus frequency. The grey
circled line represents the measured data, whdesditid line the Root model and the dashed line
the modified Root model.
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Figure4.26 The plots of the magnitude (a) and phase (b):efvBrsus frequency. The grey

circled line represents the measured data, wheestilid line the Root model and the black
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Figure4.27 The plots of the magnitude (a) and phase (b)fv8rsus frequency. The grey
circled line represents the measured data, whdesditid line the Root model and the dashed line
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Figure4.28 The plots of the magnitude (a) and phase (b)#fvBrsus frequency. The grey
circled line represents the measured data, whiesttlid line the Root model and the black
dashed line the modified Root model.

4.5.4 Analytical M odelling of the Drain Current Sour ce

As mentioned, the models used thus far have bdda-bt@sed models. The disadvantage of
table-based models is that the data sets include.nib is almost impossible to obtain the higher
order derivatives by differentiating the drain @mt g directly. These models also struggle

when dealing with small excitation signals. Thelealare forced to interpolate and if data points
are too far apart, the interpolation becomes naigy inaccuraten this section, the table-based

drain current source is replaced with an analyfigattion.

It is well documented that the drain current sousdde main origin of nonlinear behaviour in an
HEMT device and thus should be modelled as acdyrasepossible. Thed model must be able

to predict the higher order derivatives of the entrin order to accurately represent soft
nonlinear behaviour such as IMD. In chapter thi@eneasurement setup is presented that
extracts these derivatives directly from measureémérhe analytical function used to model the
drain current source is known as the Fager mo@! [this model has been successfully used to
predict IMD behaviour of a GaN HEMT device [14].e'model is defined by a set of equations,
each representing four specific operating regiammwn in Figure 4.29. The advantage of
observing separate regions is that the modelling lwa broken into smaller sections, which
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together form the nonlinear current equation. Htisws accurate IMD prediction, as well as the
accurate prediction of output power and efficiency.

The different regions seen in Figure 4.29 are @efias follows. Firstly, in region A, the device
is biased in the sub-threshold region, then gsi¥increased and region B is entered the drain
current starts to rise quadratically ang as a linear slope. In region C, the current iases
linearly and the transconductance becomes constédund. region is known to provide good
linearity, but at the cost of efficiency. As thasiis further increased, region D is entered aed th
device becomes saturated, which leads to a draq@msconductance. The final set of equations
is given in equations (4.16) to (4.20), which amgplemented in ADS. For the full detailed
deduction of these equations refer to [14], [188]] Table 4.2 gives a short description of each
of the parameters in equations (4.16) to (4.20).

A Matlab program was developed that implements as&&Newton optimiser to fit the analytical

function given in equation (4.20) to the table-lsh&stegration function derived in equation

(4.9). The function optimises the Fager paramaterBable 4.2 by comparing the table-based
values ¢ shown in equation (4.14), to the results from Il function gm0
Equation (4.15) is used to model the error betwthertable-basedd?*® and modelledql;
parameters. Error functions must be dimensionlesstaus the difference between!d”and
lasi"°%"®dis divided again byut®in order to normalise the function. The resulthef optimiser

is used as a figure of merit to determine if thérojser has reached the minimum target error.

Once the optimiser reaches a value under the edered target, the optimisation is complete.
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Figure4.29 The plots of the drain currenjsl and transconductance,@ersus gate voltage
Vs The graph is divided into four regions that repre the condition of the device.
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Parameter Description
Vt Determines the turn-on voltage
Y Determines the dependence gfwith Vps
Vst Controls the turn-on abruptness
B Controls the slope in the quadratic region
Vi, B Determines the slope of the quadratic region aedransition to the linear region
Piin Used to tune the transconductance slope in tkeaiiregion
Vi Represents the constant gate voltage at whictléhiee becomes saturated
A Determines the slope of the saturation
A, 0, Psat Controls the dependence on the drain source \@lfgg

Table4.2 Summary of the Fager model parameters.

_ table table tabl
Data_ [Vgs Vds I dsi e]

(4.14)

2

| table

| modelle: 2
dsi

dsi

2 (4.15)

N

Error_l,= >~

| table
dsi

The starting values for the optimiser must be mbyeatered and may require some tuning. It
should be noted that these values are only théngaralues for the optimiser and thus are not
expected to be a perfect fit. The values can beetbiby evaluating equations (4.16) to (4.20).
Firstly, the threshold voltage {Vis determined from the peak of,&Vy) or the first null in
Gma(Vgs). By tuningy in equation (4.16) it is possible to get a fitstge fit from equation (4.17),
as shown in Figure 4.30(a). The next step in tloegss is to tune yandA in equation (4.18) to
obtain the second stage fit seen in Figure 4.3Mothe third stage, 8 must be tuned in order
to obtain the relative turn-on abruptness, dematestrin Figure 4.30(c). Finally, in the last stage
VL, Bin, A, @ and paare tuned to get the first order drain currept'1®"*?fit as seen in Figure
4.30(d). Once the starting values have been detednithe next step is to run the optimiser
function to optimise each parameter for the bessiide fit.

The function optimises the Fager parameters farmaber of drain voltage )¢ points, shown in
Figure 4.31(a) to (d). The idea is to divide thaidrcurrent functionglj into smaller sections and
fit the parameters of the Fager model to each @edimultaneously. The final model is the
combination of the individual optimised sections,shown in Figure 4.32. From this figure, it
can be seen that the final optimised function destrates an excellent fit to the table-based
drain current data set. The set of parameter vdhrethe Tos device is presented in Table 4.3.
The following section describes how the optimiseekpanded to include the extracted higher
order drain current derivatives {Gn2, Gns) from chapter three.
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Vro(Vasi) = Vr 7.V (4.16)

VGSl(Vgsi) = Vs “Vo (Vasi) (4.17)
1 2. A2
VGSZ(Vgsi) = VGSl _E(VGSl + \/(VGSl - VK )2 +A? - VK +A? j (4-18)
Veso
Vs Vesi) = VST-In[l"' e’ ] (4.19)
Vv z oV, .
IdSimodeIIed(VgSi) =B Gip, 1+ kaS)tan{V—d;S'm] (4.20)
1+ GS3 GS3
Vi
o] table —o— | table
dsi dsi
200 S modelled I — modelled
dsi dsi
E 100 E 100
@ )
> 0 L o
-100 ‘ ‘ ‘ -100 ‘ ‘ ‘ )
-8 -6 -4 -2 0 8 6 4 2 0
@ Vos V] 0  VesilV
10| table _ o | lable
dsi dsi
ol —— delled
_ 150} —— |d$imodelled B 15 | modelle
Zm 100 é 100
8 E;
> 50 - 50

(©) (d)

Figure4.30 The different stages of the Fager modg"1®®"* fitted to the table-based drain
current ki data set. (a) Represents the first stage fit afign (4.17). (b) The second stage
fit of equation (4.18). (c) The third stage fit @fuation (4.19) and (d) is the fourth stage fit of

equation (4.20).
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Parameter

lgs

Vst 1.3395e-001
Vr -5.0547e+000
B 2.2426e-001
Vi 8.1402e-001
Piin 1.0090e+000
Vi -5.9153e-001
A 6.7430e+000
A -1.1725e-003
Psat 1.2374e+000
a 5.0382e-001
Y -5.9567e-002
Table4.3 The values of the optimised Fager model paraméetbe Tp; device topology.
Vdsi =2V Vdsi =5V
80 o VgSitable 150! —— VgSilable
E 6 ‘modelled E 100 _VgSimodeIIed
- 4 =
_o 20 Y _o 50
(@ Vgsi V] (b)
V, =8V Vv, =10V
oV 'table oV 'table
'E‘ 150 _Vgsfmodelled 'E‘ 150 _Vgsfmodelled
E. 100 £ 100 =
3 50 Vs =2 50
8 6 4 2 0 8 6 4 =2 0
V__[V] V.. V]

gsi

(d)

gsi

Figure4.31 The measured drain currentjls compared to the optimised modelled function
for the Tos3 device. Points at a fixed drain voltage bias (&) ¥ 2V, (b) Vusi = 5V, (€) Vusi = 8V
and (d) \4si = 10V are shown versus gate voltagg.V
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Figure4.32 The measured drain currengilshown as the mesh grid is compared to the
optimised modelled function plotted as the surt o the Tys device.

4.5.5 Incor porating Measured Gradient into the Fager Drain Current Model

The optimiser function presented in section 4.%4modified to include the drain current
derivatives (GZ! G, 2l G 2Ty axtracted in chapter three. The gradient data is
added as an extra parameter set, shown in equ@igah). The function optimises the Fager
parameters to fit the model simultaneously to th¢*°F data and the current derivatives
Gyuacted g extractedang Gns™"@® The main goal of including the gradient datahie honlinear
drain current modelyd; is to improve the accuracy of the IMD predictiombe current gradients
are extracted over a swept gate voltdgg while the drain voltage ) is set to a constant value.
The biasing voltages would be the typical pointswtdrest to model the IMD performance of the

device. The white strip in Figure 4.33 shows thpidgl range over which the gradients are
extracted for the gg device.

Data=[V,, Vi lg " G

extracted G extracted G extracte1
m m2 m3

(4.22)
As mentioned in the previous section, an error tioncis used to compare the modelling error
between the table-based data and the Fager mdaekrfor function is now expanded to include

the errors between the measured, & G2 G, 2"y and modelled (G"°%"
Gmzeled G, Jmodeled  derivatives. The final error function in equati¢d.25) is thus the

combination of the drain current modelling error equation (4.15) and the higher order
derivatives G, Gn2 and G,zshown in equations (4.22) to (4.24).
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Figure 4.34 shows a comparison between the optihdssn current function derivatives and the

extracted derivatives. The result of adding the sue=d gradient data is an optimised analytical
function that not only accurately predicts the dramnal S-parameters, but also large-signal
single-tone and two-tone IMD predictions. The resiithe table-based models compared to the
combined analytical model is shown in Figure 4@%igure 4.42.

From these figures, it can be seen that the madsimilar to the table-based model when
comparing the large-signal single-tone and S-patanpeedictions. This is to be expected as the
analytical function is directly fitted to the draiturrent sourcesqyd. However, a dramatic
improvement can be seen in the two-tone IMD premfist demonstrated in Figure 4.42, where
the model with the additional extracted derivatdeda is far more accurate than the standard
table-based model. This is the proposed modelishased in chapter five to demonstrate the
accuracy of the model over a wide range of biastgoi

2 2
Gmea _ Gmodelle
Error_G, = Z.NJ T‘Gmeﬁz 1 (4.22)
2 2
Gmea _ Gmodelled
Error_G,,= Z:\‘:l‘ - 1‘ Gmeﬁzz (4.23)
m2
2 2
Gmea _ Gmodelled
Error_G,,= ZL‘ 3 1\c;measfs (4.24)
m3
ErrorFunddn = Error_|,_+Error_G, +Error_G,, +Error_G, (4.25)
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Figure4.33 The bias points at which the nonlinear coefficieate extracted for the(J

device. The drain voltagegyis set to a constant value and the coefficiereseatracted at a gate
bias Vysi from -8V to OV.
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Figure4.34 The comparison between the optimised model functow extracted IMD

coefficients is determined as a function of theegatltage \s. The drain voltage is set to a
constant value of } = 8V.
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Figure4.35 The large-signal single-tone measurements of theufaamental, (b) second
harmonic and (c) third harmonic. The grey circlet Irepresents the measured data, while the
solid line represents the table-based model piedgand the dashed line the analytical-based

model.
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Figure4.36 The time wave forms of the gate (a) and drain @#)ages, as well as the gate (c)
and drain (d) current wave forms. The grey cirdled represents the measured data, while the
solid line represents the table-based model pied&and the dashed line the analytical-based

model.
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Figure4.37 The voltage versus current plots at the gate (d) dmain (b) ports. The grey
circled line represents the measured data, whéestiid line represents the table-based model
predictionsand the dashed line the analytical-based model.
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Figure4.38 The plots of the magnitude (a) and phase (b o/&sus frequency. The grey
circled line represents the measured data, whlestid line represents the table-based model
predictionsand the dashed line the analytical-based model.
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Figure4.39 The plots of the magnitude (a) and phase, (b):eiv&rsus frequency. The grey

circled line represents the measured data, whéestiid line represents the table-based model

predictionsand the dashed line the analytical-based model.
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Figure4.41 The plots of the magnitude (a) and phase (b)#fvBrsus frequency. The grey
circled line represents the measured data, whéestiid line represents the table-based model
predictionsand the dashed line the analytical-based model.
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Figure4.42 The (a) lower and (b) upper IMD products. The gecegled line represents the
measured data, while the solid line representdabie-based model predictioasd the dashed
line the analytical-based model.
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4.6 Conclusion

In this chapter, the linear and nonlinear modelhmgthodology of on-wafer GaN HEMT devices
is documented. Firstly, the linear small-signal ieglent circuit topology was presented,
followed by a description of the PCFETGUI extrantiprocedure. Then, the nonlinear model
was deduced so that it was consistent with the Issigadal equivalent scheme. A Matlab
program was developed that can determine the tadded nonlinear integration functions from
any desired integration starting point. The drairrent source function was then replaced with
the Fager model, which is an analytical represemanother Matlab program was developed
that implements a Gauss-Newton optimiser to fitgheameters of the function to the measured
values. To improve the prediction capabilities bg tfunction, the current derivative data
extracted in chapter three is incorporated intortiadlel. A few key aspects of the nonlinear
model were investigated, starting with the evabratf different integration starting points. The
next step was to compare the results of the Roalehto the modified Root model. Finally, the
drain current source was implemented as an analyfiimction with the IMD coefficient data
extracted from chapter three. In the nonlinear rhadeesstigation process, only a single bias
point was used to demonstrate the results. Th@meaince of the nonlinear models over a wide
range of bias points is validated in the next chaph conclusion, the nonlinear model presented
in this chapter is designed to accurately prediietlinear and nonlinear behaviour of an on-wafer
GaN HEMT device.
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CHAPTER 5

Nonlinear Model Validation

5.1 Introduction

The goal of this chapter is to verify the nonlin@aodels proposed for the on-wafer gallium

nitride (GaN) high-electron mobility transistor (NH) devices measured at the Interuniversity
Microelectronics Centre (IMEC) in Leuven, Belgiufrhe nonlinear models are implemented in
Agilent’'s Advanced Design System (ADS), where tineutation predictions are compared to the
measured data from the vector network analyser (V/IdAd large-signal network analyser

(LSNA). The models are evaluated by their abildyaccurately predict the linear and nonlinear
behaviour of the devices. Error functions are useevaluate the predictions over a wide range
of bias points and in section 5.2 an overview @f liasic principles of error functions is given.

Section 5.3 outlines the implementation of the m@mar models in ADS.

Section 5.4 presents the performance of the narinedels, which include the verification of
the small-signal S-parameter prediction, largedaigiingle-tone and two-tone intermodulation
distortion prediction. Two devices,gJJand T, are evaluated, as these are the smallest and
largest devices measured. The devices are typieapgcted to operate in a Class-AB mode and
thus a point in this region will be demonstrated hoth the devices, while error functions are
used to evaluate the performance of the device over a wide range of bias points. For the
largest T, device, only a single point in a class-AB operatmegion is verified. A limited
number of operational 1} devices were found on the wafer and for the sakpre$erving the
device, only a single biasing region is selectedd@nfy the accuracy of the nonlinear model.
Finally, the results are discussed in the last@ean this chapter.

5.2 Error Functions

Error functions are used to evaluate a modellingprepver a wide range of points by
representing the difference between the measured samulated values in an analytical
expression. The expressions are dimensionless ahdimque, as there are many different
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equations that can be used to express modellingseifhe advantage of using error functions is
that a large amount of data at a single bias pcant be presented as a single representative
value. The value of the error function is thus tooraetween the measured and simulated result.
By evaluating the values over the desired ranggamhts, it is possible to determine the
performance of the model predictions. The pointih whe largest values are the worst cases and
the points with the smallest value the best premhst The functions used to model the errors in
this work are given in equations (5.1) to (5.3).

1 N i
Err:N [E:l\sx“fas— Sf;ym\ (5.1)
Pmeas Psim 2
_ 1 out  Tou 52
E.= N [E::A:lz:il tPOT,teaf : &2

2

\lMDsmeaS— IMD35™

out out

(5.3)

1
E.= N Dzlilzi:

IMD372"

out

Equation (5.1) is used to model the error of theaGmeter predictions at a single bias point.
The simulated prediction 3™ is subtracted from the measured parameigtf®® at each
frequency point N. The result is then divided byoNbbtain the average error over the frequency
range.  represents the port parameter, where X, y is @qualor 2. Equation (5.2) represents
the large-signal single-tone modelling error anduatipn (5.3) the large-signal two-tone
intermodulation modelling error. As both equatigh) and (5.3) evaluate output power levels,
the error functions are defined in similar ways.cOmgain, the simulated predictions (",
IM3,.S™) are subtracted from the measured parametgi& @ IM3,,"%) in equation (5.2) and
(5.3). All the parameter quantities are expressedVatts. However, the error functions are
required to be dimensionless and thus the quastiiest be normalised. The subtracted result
between the simulated and measured parameterigediby the measured value, leading to a
normalised value. The parameter N represents thebeu of points evaluated, while M
represents the number of output harmonics. Theltresuwivided by N again to obtain the
average value over the N number of power pointsiakgn (5.2) is only evaluated for the
fundamental frequency,fsecond 2fand third harmonic 3f(M is equal to 3).
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In equation (5.3) N and M have similar figures o&nty however M now represents the
fundamental tones(ff,) and the intermodulation products (24, 2f,-f;). Once again, the error
value is determined at each bias point in the iatibn process. The values are tabulated
according to the corresponding bias point and @dbtin a graph. These graphs can be presented
in various types of plots. In the next sectiongthtypes of graphs are used. The first is a three-
dimensional plot of the S-parameter error functi@rsus the bias voltages ¢V Vgs). The
second is a bubble plot of the large-signal singtes error functions versus the bias voltages.
Finally, the last plot is a two-dimensional graghte large-signal two-tone IMD error functions
versus the bias voltages. The section gives a briefview of how the nonlinear models were
implemented in ADS.

5.3 Smulation Models

The implementation of nonlinear models in a simatapackage is very important, as it is the
final step in which the model predictions are coredado measured results. This section gives an
overview of the implementation of the nonlinear migdin Agilent's Advanced Design System
(ADS). Three types of modelling predictions werealeated: linear S-parameters, nonlinear
large-signal single-tone and nonlinear large-signal-tone intermodulation. Figure 5.1 shows
the complete nonlinear model with the importantises outlined in boxes. It should be noted
that the figure is not very clear, as the purpdshe figure is to capture a complete overview of
the building blocks, with the explanation of eadbck to follow in the next paragraphs.

The basic intrinsic and extrinsic model setup ishamged in all the simulations. However, the
biasing networks are different, depending on thee tgf simulation required. The gate terminal
S-parameter biasing network is shown in Figure Bath the gate and drain ports are terminated
in 50Q loads, as seen from the ports of the VNA, while Ibasing voltages are supplied by the
voltage source V_DC. A series resistance accouwntghe voltage drop over the DC cables.
Figure 5.2 also shows the method used to imporvéhaes of the extrinsic gate resistangg R
inductance | and capacitance pgusing data access components (DACs). The valugbeof
extrinsic elements are saved in a text file andatiy imported into ADS. The drain and source
extrinsic elements !}RRy, Ls, Lg and Gg are also imported using a similar method, while th
drain terminal is biased similar to the gate temhifror the large-signal single-tone and large-
signal two-tone predictions the extrinsic elememtsimported using the same technique.

Figure 5.3 shows the symbolic defined device (SDEgd to implement the nonlinear intrinsic

model topology required in this work. The SDD sfiesiport currents, which can be seen in the
notation I[X,Y] = value. The X represents the sfieqort, while Y determines if the values are
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given as a current or charge parameter. If Y isabtyuzero, the current parameter must be given.
However, if Y is equal to one, a charge parametastnibe given. The charge parameter is
differentiated to give the equivalent current ciimition. The charge sourceg£and Qs are
determined using the Matlab program described e¢ti@e 4.3.3, where the parameters are saved
in a table-based text file. Figure 5.4 shows thel@mentation of the drain current analytical
Fager model ¢ described in section 4.3.5. The final drain curreource model includes the
extracted derivative data from chapter three ireotd improve the IMD prediction capability of
the nonlinear model. Once the parameters for thensic and extrinsic parameters are
determined and imported into the model, the finepss to run the desired simulation. For each
simulation, a separate project has to be createdernthe S-parameters, single-tone and two-tone
predictions are simulated. Each model simulatesitmber of bias points measured during the
device characterisation process. At each point.etiher function calculates the corresponding
value and saves the result in a text file, whicbpsned in Matlab and presented in a graphical
chart. From the graphical information, the perfonce of the model predictions can be
evaluated. The next section gives the results @fptiedictions from the ADS models compared
to measured values from the VNA and LSNA.

Extrinsic Parameter Extrinsic Parameter
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Figure5.1  The basic simulation diagram consists of thenstd elements, extrinsic elements
at the gate, source and drain ports and biasirganks$ at the gate and drain ports.

94



©
Cpgd
C=file{DAC1,"Cpg"}

) ——i

DC_Block
DC_Blockl RRroke
S i1 -

11 Yl
I I "’W‘YL ™ A,
I R
Lg2 Rg2
L=file{DAC1."Lg"} R=file{DAC1,"Rg"}
DC_Feed
DC_Feedt
++  Term R
Term R3
Num=1 g R=1.5 Ohm
7=50 Ohm

~| Vde=real(v1DC)

Figure5.2  The biasing network used for the S-parameter isiteated in a 5Q load to
represent the terminals of the VNA. The extrinsacgmeters are saved in a text file, which is
imported using a DAC.
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Figure53  The SDD used to implement the intrinsic paramedéthie nonlinear model. The
charge sources are imported using a DAC, whiledtiagn current source is implemented using
analytical functions.
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@ };’:fhmmetems @ VAR

VTRF=-5.155292 Ids_Madel2

VKRF=.4.4 Vas1RF(Vgs)=Vas-VIORF (Vds)

\dfs"'ra’?;f '18700203 Vgs2RF(Vgs)=Vgs1RF (Vgs)-0.57(Vgs1 RF(Vas)+sqrt((Vgs1RF (Vgs)-VKRF )2+deltaRF2)-s gt (VIKRF "2-+deltaRF2))

BelaRF=03307574 Vys3RF(Vas)=WSTRF*In(1 +exp(Vys2RF (Vgs)VSTRF))

lambd aRF=-0.0001516 ldsRF (Vs Vds)=({BetaRF™Vgs3RF (Vys)*2)/(1+/gs3RF (vgs)"plinRFALRF))™({1 HambdaRFVids)"tanh(alfaRF Vd si(v'ys3RF (Vys)"psatRF)))
AlfaRF=0.44 VTORF(Vds)=vTRF +gamaRF™vds

VLRF=0.7435
plinRF=1,5252
psatRF=0
gamaRF=-008253748

Figure54  The technique used to implement the nonlinear ntiseurce Js; as an analytical
function in ADS.

5.4 Nonlinear Model Verification

In this section, the verification and performané¢he proposed nonlinear models are evaluated.
The verifications include small-signal S-parametarge-signal single-tone and two-tone IMD
predictions. A wide range of devices was measuteavever, it is not meaningful to show all
the results, so for a fair evaluation, only the besa and largest device will be demonstrated.
The smallest device is a two-fingep,Tdevice with a gate width of 2x50um and the largest
device is a four-finger 16 device with a gate width of 4x150um.

Error functions were used to evaluate the perfooeasf the T, device over a wide range of
bias points, while a typical Class-AB operatingroias selected to demonstrate the model
accuracy. The i device is not evaluated over a wide range of bw@stg, as the yield of the
device on the wafer is relatively poor and degradgamust be considered. Thus, only a typical
Class-AB operation point is evaluated for thg device. With the S-parameter predictions, a
bias point below pinch-off is used to verify the aebunder a pinch-off condition for both the
Tozand T2 devices.

5.4.1 Linear S-Parameters

The S-parameter modelling error for thg @evice is shown in Figure 5.5, where (&), $) S,
(c) $1 and (d) 9. represent the modelling error as a function of glaée \§s and drain s
voltages. From the figures, it can be seen thaeth® is the smallest in the region wherg ¢
smaller than -5.4V. In this region, the devicenighie pinch-off condition and the drain current is
equal to zero. The nonlinear model now only coasagdtthe charge gatesQand drain @
charge sources and thus the ability to predicb#teaviour simplifies. However, as the biasing is
increased, the device turns on and the drain custarts to increase, so the modelling error also
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increases. The increase in error can be attribiaste¢tie error relating to the integration staring
point discussed in section 4.5.1. The integratitarting point for the nonlinear current and
charge functions was taken at a low drain voltagegre \jso is equal to -8V and large drain
voltage Visoequal to 10V. The result is that the integratioroemcreases as the gate voltage
increases, with drain voltage decreasing, corredipgrto the trends seen in Figure 5.5(a) to (d).
In order to relate the relative values of the efumrctions, the performance of thg,Tevice is
evaluated under a pinch-off and Class-AB operategjon, which will be demonstrated in
Figure 5.6 to Figure 5.13. Figure 5.6 to Figure Skbws the predicted versus measured
magnitude and phase S-parameters values of ghdelice in a pinch-off condition. From the
plots, it can be seen that the predicted valueSiIS,, $1 and $; are very accurate, compared
to the measured values. However, above 30GHz, ikeaeslight deviation, but comparing the
relative values, the error is still small.

For the T»device, only two points are evaluated, the firgtirech-off, which is shown in Figure
5.14 to Figure 5.17 and a Class-AB operating psimwn in Figure 5.18 to Figure 5.21.
Evaluating both of these bias points, it can berdbat the modelled values 0f>SS1 and $»
are very accurate, compared to the measured valmgever, $; is not as accurate, but the
errors are still relative small. An observatiorthat the S-parameter prediction of the device
also deviates slightly over 30 GHz, but once agfagnerror is relatively small and does not have
a degrading effect on the overall performance efrttodel.

The overall performance of the nonlinear S-paranm@idictions for both theg} and T, device
proves to be very accurate up to 30GHz with a ikedbt small deviation up to 40GHz. In
conclusion, the S-parameter predictions for both T and T2 device are very accurate and in
the next section the large-signal single-tone perémce of the devices is evaluated.
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Figure55 The S-parameter error made in modelling () ®) S2 (c) S:1 (d) S as a
function of the gate voltagegy and drain voltages
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Figure5.6  The measured and modelled plots of the magnitadand phase (b) ofiSversus
frequency of the d device biased in a pinch-off condition £\= -6V, Vys = 8V). The grey
circled line represents the measured data, whidesditid line represents the modelled prediction.

98



-10

-20r

-30r

S, | [dB]

-50

-60

-70

-80

-40}

o Measured
Modelled

0 10 20 30 40

Frequency [GHZ]

@

Figure5.7

0S,, [

100

-20

o Measured
Modelled

10
Frequency [GHZ]

20 30 40

The measured and modelled plots of the magnituden@phase (b) of;pversus

frequency of the d device biased in a pinch-off condition £\= -6V, Vys = 8V). The grey
circled line represents the measured data, whidesditid line represents the modelled prediction.

-10

-20r

-30r

m' -40f
S,
i
w50
-60
70 o Measured
Modelled
8% 10 20 30 40
Frequency [GHZz]
(@)

Figure5.8

0S,, [

100

801

601

401

20¢

-20
0

(

0(a)

o Measured
Modelled

b)

10

20 30 40

Frequency [GHZz]

The figures show the plots of the magnitude (a) phdse (b) of § versus

frequency of the d; device biased in a pinch-off condition £\~ -6V, Vys = 8V). The grey
circled line represents the measured data, whidesditid line represents the modelled prediction.

99



Figure5.9
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Figure5.18 The measured and modelled plots of the magnituden@ phase (b) of;$versus
frequency of the 1 device biased for Class-AB operationg{¥ -4V, Vys = 8V). The grey
circled line represents the measured data, whlestiid line represents the modelled prediction.
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Figure5.20 The measured and modelled plots of the magnituden@phase (b) of.gversus
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Figure5.21 The measured and modelled plots of the magnituden@phase (b) of.gversus
frequency of the 1, device biased for Class-AB operationg{¥ -4V, Vys = 8V). The grey
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5.4.2 Large-Signal Single-Tone

The validation of the large-signal response is ioleth by comparing measurements taken from
the LSNA to the model predictions simulated in AO®Be highest measurable frequency of the
LSNA measurement setup is 20GHz, thus a fundaméetphency of 2GHz is chosen to be able
to measure a sufficient number of harmonics. Tis, fsecond and third output harmonics of the
models are determined as a function of input paavel are verified against measured data. The
To2 device is evaluated using error functions andoactyf Class-AB operating point is selected to
demonstrate the model accuracy. With the device, only a Class-AB operating bias point is
demonstrated, as the procedure to construct ermmtibns requires multiple points, which could
lead to device degradation or even failure.

Figure 5.22 shows the bubble plot of the error fiomcfor the T, device with the gate biased

from -5V to -2V, and a drain voltage from 2V to 10X lower gate voltage limit of -5V is

selected, as in this region the device is operatiragClass-B mode. An upper gate voltage limit
of -2V is used to evaluate the device in a ClasgpArating mode. When evaluating Figure 5.22
it can be seen that that the error decreases frgrns ¥qual to -5V, which is the Class-B mode,
to -2V in the Class-A mode. The modelling errorthie Class-B mode is expected to be fairly
inaccurate, as the device is starting to condudt tae device’s nonlinear behaviour is at its
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highest. As the biasing increases to a Class-ABanatiere Vs is equal to -4V, so the nonlinear
behaviour decreases and the model has a more sequedliction. When the biasing is further
increased in a Class-A operating region, the nealirbehaviour is small, as the device is in a
linear operating region, which can be clearly se&h the decrease in circle diameter whegg V
is equal to 2V. In order to obtain a fair result,Céass-AB operating point is selected to
demonstrate the accuracy of nonlinear model priedist Figure 5.23(a) magnitude, (b) phase
shows the plot of simulated input power,, Rrersus output power, R of the fundamental,
second harmonic and third harmonic compared taortbasured values for the,ldevice biased
for Class-AB operation. Figure 5.24 shows the mistacous voltage and current wave forms
with an input power Requal to 2.45dBm (fundamental togeefual to 2 GHz). In Figure 5.23 it
can be observed that the magnitude for all the barts is very accurate. The output phases are
also fairly accurate, except for the third ordemmanic, which has a deviation at the higher input
power levels. It should the noted that the decre@apeediction at the lower power level is due to
the resolution of the measurement setup. Howevem these figures theyd device model can
be seen to predict the nonlinear single-tone belawith a high degree of accuracy.

Figure 5.25 demonstrates the comparison betweenlai®ad and measured large-signal single-
tone results for the} device, while Figure 5.26 demonstrates the voltagecurrent wave form
comparisons with an input powey, Rqual to 12dBm (fundamental tongefqual to 2GHz) for
Class-AB operation. The model shows good resultsfifst and second output harmonics,
however there is deviation in the magnitude andelwd the third order output harmonic. This is
a small deviation relative to the relative magnésiodf the second and third harmonics and, as an
overall performance, is still very accurate. Conmaall the results, it can be concluded that the
nonlinear models for both the);Tand T, devices show a good ability to predict the larggal
single-tone response of the devices.
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Figure5.22 The error function of the large-signal single-tdaethe To, device as a function
of gate \{s and drain Vs bias voltages.
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and drain (d) current wave forms of the device in a Class-AB () = -4V, Vy4s = 8V) operating
region. The grey circled line represents the meskudiata, while the solid line represents the

model predictions.
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model predictions.
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5.4.3 Large-Signal Two-Tone IMD

The LSNA measurement setup was also used to véefyMD predictions. The measurement is
done by generating two input tones at a centreueqy of 1GHz and tone separation of
200KHz. The T, device was evaluated at a single drain voltagatpohere \4s is equal to 8V,
while the gate voltage ¢is swept from -5V to -3V. Thes} device, however, is only evaluated
at a single gate and drain voltage point. The d®vigere only measured at these specific points,
as at this stage, S-parameter and large-signdesioge measurements have been performed on
the devices. Performing the two-tone measurementscamany points could lead to device
degradation or complete failure.

Equation (5.3) is used to evaluate the IMD modglimror between the measured and simulated
predictions of the d; device. The gate voltagegMs swept steps from -5V to -3V, at a constant
drain voltage ¥s equal to 8V as shown in Figure 5.27. It can beeoled that error decreases
from -5V to -3V. This observation corresponds wilie results seen in the single-tone case,
where the least accurate prediction is in the GBassode and the most accurate is in the Class-
A mode. As stated before, the device is at its nmostlinear in the class-B operating mode,
which is at -5V. As the voltage increases, so tlhalinear behaviour of the device also
decreases. In the class-A mode giéqual to -3V, the prediction is the most accurate with

the previous predictions, a class-ABg{\¢qual to -4V, \s equal to 8V) operating point is
selected to demonstrate the accuracy of the narlim@dels, which is presented in Figure 5.28.
The input power R, is swept from -15dBm to 5dBm with ten evenly sgghpoints in between.
Figure 5.28 compares the nonlinear model predistggnerated in ADS to the measured values
taken from the LSNA, which demonstrates an accueatel of IMD predictions. The accuracy
of the IMD predictions can be attributed to therastion of the nonlinear coefficients, which are
implemented in the drain current formulation as destrated in chapter three.

Figure 5.29 shows the IMD prediction for the, Tevice for a Class-AB operating modegdV
equal to -4V, \s equal to 8V). The input power levels of the @evice are evaluated at higher
input levels, but with only five points in betweewhere R is swept from 3dBm to 12dBm. The
predictions are not as accurate as that of thenbdel, but are still highly accurate compared to
the measured values, proving that the implememtatidhe extracted nonlinear coefficients lead
to improved intermodulation predictions.
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Figure5.27 The error function of the large-signal two-toneegiction for the T, device,
where the gate voltagegs increased from -5V to -3V with a constant draattage \is = 8V.
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Figure5.28 The figure shows the (a) lower and (b) upper IMDducts of the J>device in a

Class-AB (\gs = -4V, Vys = 8V) operating region. The grey circled line eg@nts the measured
data, while the solid line represents the moddiipt®ns.

111



/ //
20 L 20t 2 1
15+ b 15
€ €
m uq)
S, S,
3 10r 3 10f
o o
5r 5l
o Measured o Measured
o — Modelled |1 o, — Modelled |1
4 6 8 10 4 6 8 10
@) P [dBm] Pi [dBm]

(b)

Figure5.29 The figure shows the (a) lower and (b) upper IMDducts of the T,device in a
Class-AB (\gs = -4V, Vys = 8V) operating region. The grey circled line eg@nts the measured
data, while the solid line represents the moddilipt®ns.

5.5 Conclusion

In this chapter, the nonlinear models proposedtlier on-wafer GaN HEMT devices were
verified by evaluating the ability of the modelspiedict the linear and nonlinear behaviour. The
Toz and T2 devices were evaluated as these are the smatl@sdaiest devices measured. Error
functions were used to determine the modellingreover a wide range of bias points forthg T
device, while the T, device was only evaluated at a single point dymotir yield on the wafer.

Error functions were used to model prediction eafathe Ty, device over a wide range of points.
Only two points were used to evaluate the deviseiall-signal behaviour, which were in pinch-
off and Class-AB. Both the models predicted thelsmignal behaviour in each of the regions
with good a level of agreement up to 30GHz, butwsdtba slight deviation above 30GHz. The
models produced extremely accurate magnitude aadeppredictions for, g for the Class-AB
condition, which is the typical region in which seedevices operate. The,Hevice had a slight
problem predicting §, but still showed good accuracy for the rest of tB-parameter
predictions.
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The accuracy of the nonlinear model predictionhef $ingle-tone harmonic power and phase as
a function of input power was evaluated for Clags-@peration for the & and T, devices. The
simulation prediction for the Class-AB mode for lb¢ihe devices was able to predict the output
power with good accuracy. The magnitude predictipnto the third harmonic showed good
agreement to the measured values and the phasetipredlso showed good agreement up to
the second harmonic, but could not predict theltbrder phase with reasonable accuracy.

The IMD predictions for both theyT and T, devices were evaluated for a Class-AB operating
bias point Both models produced extremely accupagglictions for the Class-AB operation
modes. In conclusion, the models were found to iprethe overall linear and nonlinear
behaviour of the on-wafer GaN device with good aacy.
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CHAPTER 6

Conclusion

6.1 I ntroduction

The focus of this thesis is to develop nonlineadats for on-wafer gallium nitride (GaN) high-
electron mobility transistor (HEMT) devices, withet main goal of implementing the models in
Agilent’'s Advanced Design System (ADS). The develept included the investigation of
different model topologies and the characterisihthe transistor devices. The nonlinear models
were implemented in ADS, were the measured reswdte compared to the model predictions.
An intermodulation distortion (IMD) measurement ugetwas developed, which is used to
directly extract the higher order derivatives oé tirain current nonlinearity and improves the
IMD predictions. The proposed nonlinear model isealo predict the linear and nonlinear
behaviour of the devices with a high degree of exmu The goal of this chapter is to give an
overview of the individual achievements of the wqnesented. The content and outcome of
each chapter is listed and possible future devedopsnare discussed.

6.2 Overview and Conclusions

In chapter one, an overview of the various nonlineadelling techniques is given to ensure a
basic understanding of the different methods, dsagdhe reason behind selecting the technique
used in this work. Chapter two is dedicated to mhog insight into the GaN HEMT devices
modelled, with a description of the characterisatamd device selection process. The chapter
also details the various measurement instrumeregd s characterise the devices and verify
proposed nonlinear models in this work. Knowledf¢éhe basic operation of each instrument is
needed to ensure that reliable and accurate measnte are obtained, as the nonlinear models
are derived from the measurements.

Chapter three describes a low frequency IMD measené setup that measures the second and
higher order intermodulation performance of the limaar current sourceg{VgsVas). From

these measurements, the higher order derivativés@ss-derivatives ofd with respect to Vs
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and Vys can be extracted directly. The current derivataesvital in the construction of models
that can accurately predict nonlinear IMD. The aetied coefficients are used later in chapter
four to create an analytical drain current functibat improves IMD predictions. Chapter three
also gives an overview of the Volterra series agial{echniques used to extract the Taylor series
coefficients.

The purpose of chapter four is to detail the n@dmmodel formulation of the on-wafer GaN
HEMT devices. Firstly, the determination of theelim small-signal equivalent circuit model
topology is detailed, as well as the extractioncptlure. The determination of the equivalent
circuit parameters is extremely important as thpaeameters are used as a basis in the
formulation of the nonlinear models and thus arinsightion-based extraction tool is utilised.
However, the main focus of chapter four is to pnégbe nonlinear modelling methodology
process, which starts off with the derivation o€ thuasi-static nonlinear model. A Matlab
program is developed that determines the tableeb@degration functions. The next step in the
process is representing the drain current soygc&ith an analytical function. The function used
is known as the Fager model and another Matlabranogis used to optimise the model
parameters. The IMD coefficient data extracted hapter three is then incorporated into the
function. Different aspects of the nonlinear modeg investigated to better understand what
would work best for an on-wafer GaN HEMT devicendtly, a nonlinear model is presented
that incorporates the drain current derivative® itite analytical drain current function. The
addition of the derivative information leads to@hnear model that improves the S-parameter,
large-signal single-tone and large-signal two IMidictions.

In chapter five the nonlinear models derived inpthafour are implemented in ADS, where the
device measurements are compared to model prawctidhe chapter also gives an overview of
the techniques used to implement the nonlinear lmadéADS. The main focus of the chapter is
to evaluate the ability of the models to predi@ limear and nonlinear behaviour of the devices.
The performance of the models is evaluated overda wange of bias points by implementing
error functions in the simulations. The model perfance is validated by comparing the
measured results of the small-signal S-parametdigiion, large-signal single-tone and two-
tone IMD to the model prediction. Thez&nd T;» device topologies are evaluated, as these are
the smallest and largest devices measured, wiylgieal Class-AB operating point is selected to
demonstrate the performance of the models. A vargel portion of the work was aimed at
developing the necessary infrastructure required ptaform experiments. Measurement
automation software was also developed to enssteafad accurate implementation of models.
Error functions are used to evaluate the performaridche b, device over a wide range of bias
points, while only a single point in a Class-AB meng region is demonstrated for the, T
device. With the T, device, only a limited number of operational degiavere found on the
wafer and, for the sake of preserving the devicdy a single point is selected to perform the
measurements. When comparing the measured valube bhear S-parameter, nonlinear large-
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signal single-tone and two-tone IMD to the modetdictions, it can be concluded that the
proposed models are highly accurate and definsteited for the GaN HEMT technology.

6.3 Future Work and Recommendations

The GaN HEMT technology is relatively new on therkes and the subject of nonlinear models
has yet to be fully explored. The purpose of thgsts is to create a basis for future
developments, ideas of possible future work wilpbesented in the following section.

The first possible area of improvement is the stafithermal effects relating to the modelling
process, which was neglected in this work due #&rnécessary equipment not being available.
The study would include extensive temperaturertgstivhich would have to be conducted in a
controlled system. The modelling function would n@aad an extra parameter, which is a
function of temperature. The next area of studyld/de to implement the adaptive multi-bias S-
parameter measurement algorithm to perform thecdesharacterisation. The advantage of using
the algorithm is that areas where the device cheniatics change rapidly are identified and a
number of new user-specified bias points can beeddia the required regions. The nonlinear
drain current §s was modelled using an analytical model first impdated by Fager and the
charge sources as table-based models. The nexivetdd be to implement the charge sources
with analytical functions. The final step is to uaevector-fitting technique to model the
nonlinear charge and current functions. The adggntd vector fitting is that the functions will
generate a smooth curve, eliminating noisy data.
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