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Abstract

Frequency modulated continuous wave (FMCW) radars have a large range of applications in the civilian and military sectors, including aircraft navigation (radio altimeters), subsurface examination, weather monitoring, and many more remote sensing applications. In general receivers have limited dynamic range. Therefore, FMCW radar receivers can saturate due to large reflections from close range targets or poor isolation between the radar system’s transmit and receive paths.

It is hypothesised that certain radar receiver topologies are more suited to coping with saturation. Therefore, the intermediate frequency (IF) and the commonly-used baseband (or zero-IF) FMCW radar receiver topologies are compared in terms of component non-linearity. Receiver saturation generates unwanted signals that can result in the detection of false targets. The study proposes that an IF receiver, under specific operating conditions, can suppress unwanted harmonics and intermodulation products (IMPs) much more effectively than an equivalent baseband receiver.

A detailed IF receiver design is presented that includes a discussion on image rejection, signal quantization, anti-aliasing, and sensitivity frequency control.

It is found that the IF receiver is immune to the detection of false targets caused by poor isolation between the demodulator’s local oscillator and radio frequency ports.

A noise analysis shows that the IF receiver’s noise performance is potentially greater than that of an equivalent baseband receiver due to pink noise that has a $1/f$ power spectral density, which decreases with an increase in operating frequency.

The non-linear behaviour of the IF receiver is investigated by analysing the circuit components that have the highest risk of saturation in the receiver chain. The magnitude of harmonics and IMPs are determined using an algebraic approximation of a non-linear model presented in the study. The model is used to predict under which conditions false targets will be detected.

It is found that the zero-IF receiver is susceptible to distortions that are suppressible by an IF receiver. Though the application has limitations with regards to the received signal characteristics, the IF receiver has better or equivalent performance when compared to a baseband receiver.
Uittreksel

Frekwensie gemoduleerde kontinue golf (FMCW) radars het verskye toepassings in die privaat en militêre sektore, insluitend vliegtuig navigasie stelsels (radio altimeters), grond penetrasie radars, weer monitors, en nog vele afstandswaarnemingstoeappings. In die algemeen het ontvangers ’n beperkte dinamiese bereik. Dus kan FMCW radar ontvangers versadig as gevolg van groot weerkaatsings vanaf naby geleë teikens of swak isolasie tussen die radarstelsel se transmissie en ontvang paaie.

Dit word gepostuleer dat sekere radar ontvanger topologieë meer geskik is vir die hantering van ontvanger versadiging. Daarom word die intermediêre frekwensie (IF) en die meer algemene basisband FMCW radar ontvanger topologieë vergelyk in terme van komponent nie-lineariteit. Ontvanger versadiging genereer ongewenste seine wat as vals teikens gesien kan word. Die studie wys dat ’n IF ontvanger ongewenste harmonieke en intermodulasie produkte (IMPs) kan onderdruk wat ’n soortgelyke basisband ontvanger nie kan nie.

’n Gedetailleerde IF ontvanger ontwerp word voorgelê met ’n bespreking oor beeld verwerping, sein kwantisering, anti-aliasering, en frekwensie sensitiwiteit beheer.

Met die gebruik van ’n IF ontvanger is dit bevind dat vals teikens weens swak isolasie tussen die demodulator se plaaslike ossillator en radio frekwensie poorte nie veroorsaak kan word nie.

Die ontvanger ruis analiese toon dat die IF ontvanger beter ruis gedrag het as ’n ekwivalente basisband ontvanger, omdat pienk ruis met ’n $1/f$ drywingsdigtheidsspektrum verminder met ’n toename in frekwensie.

Die nie-lineêre gedrag van die IF ontvanger word onderzoek deur die komponente met die hoogste risiko van versadiging in die ontvanger-ketting te ontleed. Die grootte van harmonieke en IMPs word bepaal met behulp van ’n algebraïese uitbreiding wat ’n nie-lineêre model beskryf. Hierdie model is toegepas om te voorspel onder watter voorwaardes vals teikens bespeur sal word.

Dit is bevind dat die basisband ontvanger vatbaar is vir distorsies wat die IF ontvanger kan onderdruk. Alhoewel die toepassing beperkings het met betrekking tot die ontvangs-sein se eienskappe, is die IF ontvanger beter of gelykstaande aan ’n soortgelyke basisband ontvanger.
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Chapter 1

Introduction

1.1 Problem statement

Frequency modulated continuous wave (FMCW) radars have a large range of applications in the civilian and military sectors, including aircraft navigation (radio altimeters) [1], subsurface examination [2] [3], weather monitoring [1], and many more remote sensing applications. There are however, some limitations to using FMCW radars. One of the most important problems faced by designers is that large reflections desensitise the receiver (this is referred to as the hidden transmitter problem by [4]) and generates spurious signals when the receiver’s full scale power level is exceeded. These reflections are commonly caused by large objects with a close proximity to the transmitter, or by insufficient isolation between the transmitting and receiving antennas [5]. In the case of a monostatic radar, the leakage caused by poor isolation resemble close range reflections. These factors have a significant impact on radar performance, and need to be taken into account during the FMCW radar design process.

1.2 Objective of this study

The objective of this study is to research and evaluate an FMCW radar receiver with an intermediate frequency (IF) offset. The IF and baseband (or zero-IF) FMCW radar receiver implementations are compared in terms of component non-linearity. The aim is to identify operating conditions that allow receiver components to be used at or above their saturation point without detecting spurious signals. By using an IF receiver under specific operating conditions unwanted harmonics and intermodulation products (IMPs) can be removed. Throughout the study the IF and baseband receiver implementations are compared.

Figure 1.1 (a) illustrates a receiver with an IF that is greater than its baseband bandwidth (BB). It is hypothesised that more of the harmonics and IMPs generated from receiver saturation will fall outside the IF receiver’s bandwidth, compared to a zero-IF receiver with an equal baseband bandwidth as in Fig. 1.1 (b). The conditions and limitations to this proposal are subject to receiver parameters, component types, and the characteristics of received signals.
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Figure 1.1: A single large reflection causes the radar receiver to saturate, generating undesired harmonics: (a) unwanted distortions fall outside the IF receiver’s passband, (b) the same reflection received by a zero-IF receiver results in the detection of false targets.

1.3 Background

In order to fully understand the advantage of using an IF FMCW radar receiver, some background information is required on the common problems faced by an FMCW radar designer. It is also important to understand why an FMCW radar would be chosen over other types of radar systems in specific applications.

1.3.1 Radar classification

Radar, as it is known today, was first developed during World War II. The word radar originated in the early 1940’s as an abbreviation for radio detection and ranging [1]. As the name suggests, radars are remote sensing devices that acquire information about an object or phenomenon without making physical contact.

Monostatic radar is defined as a radar in which the transmitter and receiver are colo-
cated, in contrast to multistatic (and bistatic) radar, where the transmitters and receivers are separated. When considering the implementation of a monostatic radar there are different viable options depending on the application. Figure 1.2 provides an overview of the most common kinds of static radars.

![Figure 1.2: Radar classification according to the type of transmitted signal.](image)

A pulse radar transmits a relatively short burst of electromagnetic (EM) energy, and after a fixed delay the receiver is turned on to listen for the echo. The echo not only indicates that a target is present, but provides information about the distance (time delay) and relative velocity (doppler effect) of the target. Moving target indication (MTI) usually refers to a radar in which the pulse repetition frequency (PRF) is chosen low enough to avoid range ambiguities, while pulse doppler radars have high PRF to avoid blind speeds. Range ambiguities occur when a detectable pulse’s travel time to an object and back exceeds the time between pulses. Targets with relative velocities that result in doppler frequencies equal to multiples of the PRF produce zero MTI responses, these velocities are called blind speeds [1].

### 1.3.2 FMCW radar

The unmodulated continuous wave (CW) radar is widely used as a method for determining a target’s velocity. As the name suggests, a CW radar transmits a sine wave of constant frequency. The CW radar works by detecting the change in echo-signal frequency caused by the doppler effect when there is relative motion between the radar and its target. However, it is not possible to detect the distance to a target using CW radar, because the time duration between transmission and reception of a signal is indeterminate. The inability of CW radar to measure distance is due to the narrow bandwidth of the transmitted waveform. The spectrum of a CW transmitter can be broadened by applying the appropriate carrier modulation scheme [1].

Figure 1.3 shows a diagrammatic representation of an FMCW radar with a single antenna that transmits and receives signals. A circulator provides isolation between the transmit (T$x$) and receive (R$x$) paths. For the baseband receiver implementation the transmitting signal is used as the local oscillator (LO). The LO is mixed with the received signal resulting in a down converted baseband signal.
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To implement an FMCW radar, the frequency of the transmitted sine wave is modulated by a periodic signal. A change in frequency between the transmitted and received echo signals is observed due to the transmitted signal’s frequency modulation (FM) and propagation delay. The most common forms of carrier modulation for FMCW radars are sawtooth, triangular and sinusoidal. Any modulation scheme can be used, but sawtooth FM is chosen in this study. The selection is based on practical considerations discussed in this chapter.

The operation of an FMCW radar is discussed in the context of Fig. 1.3, where the sinusoidal carrier signal generated by the source produces a signal described by the following function

\[ v_S(t) = A_{LO} \cos \left[ 2\pi f(t) \right], \quad (1.3.1) \]

where the frequency is a periodic sawtooth function given by

\[ f_{saw}(t) = \frac{\Delta f}{\pi} \left\{ \frac{\pi}{2} - \arctan \left[ \cot \left( \frac{t\pi}{T_m} \right) \right] \right\}, \quad (1.3.2) \]

\[ f(t) = f_{saw}(t) + f_0. \quad (1.3.3) \]

The frequency bandwidth of the transmitted signal is \( \Delta f \), and the modulation period is given by \( T_m \). Equation (1.3.2) is derived from the Fourier series representation of a periodic sawtooth function.

Figure 1.4 shows the transmitted \( (T_x) \) and received \( (R_x) \) signals for two targets detected by a FMCW radar. The round trip delays \( (\Delta T_1 \text{ and } \Delta T_2) \) for both targets are indicated on the figure. These delays are used to calculate the distance to the targets based on the time difference between transmission and reception of the echo. The round trip time delay is given by Eq. (1.3.4), where \( R \) is the distance between the radar and the target, and \( v_p \) is the propagation velocity of the EM waves,

\[ \Delta T = \frac{2R}{v_p}. \quad (1.3.4) \]

Note that the time delay cannot be determined directly, rather, the difference in frequency is detected and then interpreted to gather range information. Next, the relationship between frequency, time and range is discussed in further detail.

The difference in frequency between the LO and received signal \( (R_x) \) is determined by mixing the LO and radio frequency (RF) signal, resulting in a down converted baseband or IF signal. The process of down conversion is discussed in Appendix A.1.

Both the targets represented by Fig. 1.4 are stationary, because no doppler shift is observed and only a time delay was introduced. Doppler shifts are characterized by
an increase or decrease in carrier frequency. Since the conclusions drawn for stationary targets also apply to moving targets, the study will for the most part be concerned with static targets.

![Diagram of Frequency versus time plot for the sawtooth FM scheme](image1)

Figure 1.4: Frequency versus time plot for the sawtooth FM scheme, where the transmitted and received signals are shown. Two reflections are depicted, with their beat frequencies $f_{b1}$ and $f_{b2}$ respectively, where the red line represents the target nearest to the radar.

![Diagram of Triangular frequency modulation](image2)

Figure 1.5: Triangular frequency modulation of a transmitted carrier signal and its received echo with the down converted beat frequencies.

Each modulation scheme has its advantages and disadvantages. The chosen sawtooth modulation scheme is ill-suited for the detection of doppler frequencies, but advantageous in receiver sideband suppression. A triangular FM scheme would be more useful in detecting doppler frequencies. As shown by Figure 1.5, when applying triangular FM to a
carrier, the doppler effect caused by a target in motion produces two distinct beat frequencies, $f_{b(\text{up})}$, and $f_{b(\text{down})}$, for the same reflection. By processing the difference between these beat frequencies the object’s relative velocity can be calculated.

An advantage to using sawtooth FM in the implementation of an IF receiver is that the entire modulation period (excluding the modulation dead-band) is used when one of the sidebands are suppressed. Receiver sideband suppression is a useful tool that increases the receiver sensitivity by rejecting one half of the spectral content within the receiver’s band of interest. This topic is further discussed in section 3.2.

If the beat frequency ($f_b$) caused by a target’s echo is known, the range to that target is calculated using Eq. 1.3.5.

$$R = \frac{f_b v_p T_m}{2\Delta f} \quad (1.3.5)$$

When deriving Eq. (1.3.5) it is assumed that the modulation dead-band is orders of magnitude shorter than the total modulation period. For most practical systems this assumption is valid and the dead-band is negligible [1]. From Eq. (1.3.5) it is clear that the range to a target is linearly proportional to the beat frequency: low beat frequencies relate to close proximity targets, whereas higher frequencies indicate more distant targets.

1.3.3 Frequency offset local oscillator

An IF FMCW radar receiver is realised by introducing a frequency offset to the sawtooth FM scheme. The frequency offset is added to the FMCW radar receiver’s LO and

![Diagram](https://scholar.sun.ac.za)
results in the down converted signals having a fixed IF offset in addition to a beat frequency, as shown in Fig. 1.6. Therefore, as illustrated in Fig. 1.1, the IF receiver’s down converted spectrum has a non-zero carrier frequency and the same bandwidth as an equivalent zero-IF receiver. In section 2.2 the specifications for the FMCW radar’s sawtooth FM scheme is presented.

1.4 Project overview

This thesis consists of three main parts: the design of an FMCW radar with an IF receiver, a study on the impact component non-linearities have on FMCW radar performance, and the manufactured IF receiver’s measurements. Chapter 1 gives an introduction to the study. Chapter 2 presents an overview of the system and acts as a road map to the radar design procedure discussed in Chapter 3. The receiver’s noise is analysed in Chapter 4, while the performance of the baseband and IF receiver topologies are compared in Chapter 5. The manufactured IF receiver is characterised and the measured results are presented in Chapters 6 and 7. Lastly, conclusions and recommendations are given in Chapter 8.
Chapter 2

System design overview

In this chapter an overview of the radar system design is presented. The block diagram in Fig. 2.1 illustrates the system’s structure.

![Block diagram of the IF FMCW radar.](https://scholar.sun.ac.za)

Figure 2.1: Block diagram of the IF FMCW radar.

The IF FMCW radar receiver is realised by mixing the received signal with a frequency offset version of the transmission signal in a process called heterodyning. Heterodyning results in a signal at the difference or beat frequency between the RF and LO signals. A baseband receiver, also referred to as a zero-IF receiver, applies a homodyne process that uses the transmission signal as an LO without any frequency offset, as discussed in Chapter 1. However, an IF receiver introduces a fixed frequency offset to the LO signal. Mixing the received signal with the offset LO, results in a constant frequency offset at the demodulator’s baseband (BB) output, referred to as the IF.
CHAPTER 2. SYSTEM DESIGN OVERVIEW

As stated in the study hypothesis (in section 1.2), the IF should be greater than the receiver’s baseband bandwidth. The lowest order harmonic produced by a single received signal is found at twice the signal’s fundamental frequency (and is known as a second order harmonic) \[6\]. To ensure the harmonics fall outside the receiver’s passband, the IF should be at least higher than the receiver’s baseband bandwidth,

\[ f_{IF} > \Delta f_{BB}. \] (2.0.1)

However, for a practical anti-aliasing filter design the IF should be much greater than the receiver’s bandwidth. Therefore, the IF is approximately an order of magnitude higher than the 100 kHz baseband bandwidth,

\[ f_{IF} = \frac{f_{osc}}{N} = 0.977 \text{ MHz}, \] (2.0.2)

where \( f_{osc} \) is the 125 MHz standard oscillator frequency, and \( N \) is the pre-scaler value of 128.

2.1 System block diagram

The FMCW radar is broken into three sections, namely, the transmitter (Fig. 2.2), IF offset LO (Fig. 2.4), and receiver (Fig 2.12), the overall system block diagram is shown in Fig. 2.1.

2.1.1 Transmitter

The transmitter’s operation is discussed with reference to the block diagram as presented in Fig. 2.2.

The first block in Fig. 2.2 is a 125 MHz oscillator that is equally split by a three-port resistive power divider. One of the splitter outputs provide the Analog Devices AD9914 direct digital synthesiser (DDS) with an external clock signal. The phase lock loop (PLL) onboard the DDS frequency multiplies the external clock by 20, resulting in a 2.5 GHz internal clock (\( f_{S,DDS} \)).

The DDS has a digital-to-analog converter (DAC) that outputs a sinusoidal signal sampled at \( f_{S,DDS} \). Due to the sample-and-hold process, the DAC’s output spectrum is affected by a sinc function \( \frac{\sin(x)}{x} \). To remove signal artefacts the output is passed through an external reconstruction filter \[7\].

![Figure 2.2: Transmitter circuit block diagram.](https://scholar.sun.ac.za)
The selected reconstruction filter is the Mini-Circuits SXLP-1100+ low pass filter. It has the following specification, a passband of DC to 1100 MHz and a wide stopband of 1.44 GHz to 8.5 GHz with a minimum rejection of 20 dB. The radar’s modulation bandwidth spans from 400 MHz to 800 MHz and the unwanted harmonics generated by the DDS during the frequency modulation (FM) period are suppressed.

Lastly, the FM signal produced by the DDS is split into the transmission (Tx) and LO signals. The splitter used is the ZFSC-2-5-S+ from Mini-Circuits with a bandwidth of 10 to 1500 MHz.

Direct digital synthesiser

The DDS is controlled by an Atmel ATSAM3X8E microcontroller unit (MCU) and is set-up to periodically generate a sawtooth FM sinusoidal chirp signal that sweeps from 800 MHz down to 400 MHz in one millisecond. The DDS’ amplitude response is measured using a spectrum analyser and the result is presented in Fig. 2.3. The amplitude response is not flat and causes FM of the IF signal. The modulation results in false targets at low beat frequencies that are suppressed by the IF filter (see Fig. 2.1). The IF filter is discussed in Chapter 3.

![Figure 2.3: DDS amplitude response.](https://scholar.sun.ac.za)

2.1.2 Intermediate frequency offset local oscillator

The receiver IF is introduced as a fixed frequency offset to the LO signal. The PPF and IQ modulator are configured to utilise signal interference to realise the frequency offset by suppressing specific spectral components. The IF offset LO circuit block diagram is provided in Fig. 2.4.
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Figure 2.4: Intermediate frequency offset local oscillator circuit block diagram.

**Frequency prescaler**

The 125 MHz oscillator’s frequency is divided by 128 producing the IF offset signal. Three prescaler integrated circuits (ICs) from Peregrine Semiconductor are used. Two divide-by-8 (PE3513) and one divide-by-2 (PE3511) ICs are cascaded producing a combined prescaler of 128.

**Bandpass filter**

The prescalers are CMOS devices that work by using D-type flip-flops. The ICs have integrated pre-amps and their outputs are buffered by Schmitt-triggers. Therefore, even though the signal at the input to the prescaler is sinusoidal the output is a square wave that has many undesirable harmonics. A passive bandpass filter (BPF) is implemented to suppress these harmonics but a low pass filter (LPF) could also be used.

![Second order equal-ripple Chebyshev bandpass filter circuit.](image)

A second order 0.5 dB equal-ripple Chebyshev BPF is designed with 40 dB attenuation at 3 MHz, centre frequency at $f_{IF}$, and 29% fractional bandwidth. As shown in Eq. (2.1.1) the filter’s fractional bandwidth is described in terms of its centre frequency $\omega_0$ and passband edge frequencies $\omega_1$ and $\omega_2$ respectively.

$$\Delta = \frac{\omega_2 - \omega_1}{\omega_0} \quad (2.1.1)$$

To produce the desired filter response, a LPF prototype with a passband ripple of 0.5 dB is scaled in terms of impedance and frequency, and converted to baseband [8].

Table 2.1: Lumped element equations

<table>
<thead>
<tr>
<th>Element</th>
<th>$L_1$</th>
<th>$C_1$</th>
<th>$L_2$</th>
<th>$C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation</td>
<td>$\frac{g_1 Z_0}{\Delta \omega_0}$</td>
<td>$\frac{\Delta}{g_1 Z_0 \omega_0}$</td>
<td>$\frac{g_2 \Delta Z_0}{\Delta \omega_0}$</td>
<td>$\frac{g_2 Z_0 \omega_0}{\Delta}$</td>
</tr>
</tbody>
</table>
Table 2.2: Second order equal-ripple Chebyshev bandpass filter parameters

<table>
<thead>
<tr>
<th>Centre frequency $\omega_0 = 2\pi f_{IF}$</th>
<th>Bandwidth $\Delta$</th>
<th>Element values $g_1$, $g_2$, $g_3$</th>
<th>Characteristic impedance $Z_0$</th>
<th>Load impedance $R_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2\pi \left( \frac{125 \text{ MHz}}{128} \right)$</td>
<td>0.29</td>
<td>1.4029, 0.7071, 1.9841</td>
<td>50 $\Omega$</td>
<td>$g_3 Z_0$</td>
</tr>
</tbody>
</table>

The parameters and equations required to calculate the values assigned to the circuit elements in Fig. 2.5 are provided in Tables 2.1 and 2.2 as seen in [8]. The synthesised filter’s amplitude response is presented in Fig. 2.6.

Figure 2.6: Second order equal-ripple Chebyshev bandpass filter amplitude response.

Passive polyphase filter

A commonly used polyphase splitter topology is shown in Fig. 2.7 [9]. As illustrated in Fig. 2.4, a PPF is used to split the IF signal into differential in-phase (I) and quadrature (Q) channels respectively, where the channels have $90^\circ$ relative phase shift.

The manner in which the input signal is applied to the PPF’s first stage affects the filter’s operation. In the case presented in Figs. 2.7 and 2.8, the Q-input to the first stage is signal ground $\Delta V_{Qin,1} = 0$, and a differential signal is applied to the in-phase channel $\Delta V_{Iin,1} \neq 0$. Exciting an ideal PPF in this way results in a constant $90^\circ$ phase shift between its differential outputs, $\Delta I_{out} = I_{out+} - I_{out-}$ and $\Delta Q_{out} = Q_{out+} - Q_{out-}$ respectively. The PPF’s I and Q output channels have equal amplitude at the centre frequency of each filter stage. Therefore, a wideband network can be realised by adding additional PPF stages.
To illustrate the filter’s operation a first order PPF presented in Fig. 2.8 (a) is analysed. The circuit is reduced to a simplified non-differential model illustrated in Fig. 2.8 (b).

Figure 2.7: Multi-stage passive polyphase filter topology.

Figure 2.8: (a) First order passive polyphase filter. (b) Simplified first order passive polyphase filter.

With reference to Fig. 2.8 (b), the transfer functions from the filter’s input ($I_{in+}$) to its outputs ($I_{out+}$ and $Q_{out+}$) are given by Eqs. (2.1.2) and (2.1.3) that resemble a LPF and high pass filter (HPF) response respectively [9].

$$\frac{I_{out+}(j\omega)}{I_{in+}(j\omega)} = \frac{1}{j\omega R_1 C_1 + 1} \quad (2.1.2)$$
\[
\frac{Q_{\text{out}}(j\omega)}{I_{\text{in}}(j\omega)} = \frac{j\omega R_1 C_1}{j\omega R_1 C_1 + 1} 
\] (2.1.3)

The PPF’s design equation is produced by setting the magnitude of Eq. (2.1.2) equal to that of Eq. (2.1.3). By solving Eq. (2.1.4) for the desired centre frequency \( f_c = f_{IF} \) a 90° phase splitter is realised.

\[
\omega_c = 2\pi f_{IF} = \frac{1}{R_1 C_1} 
\] (2.1.4)

The first order PPF’s magnitude and phase response is presented in Fig. 2.9. It is seen that the I and Q outputs have a constant 90° relative phase shift and equal signal strength at the filter’s centre frequency.

![Figure 2.9: A first order passive polyphase filter’s magnitude and phase response.](image)

Using Eq. (2.1.4) the values assigned to \( R_1 \) and \( C_1 \) are selected. A small resistor value is desired to keep thermal noise as low as possible. However, to minimise the load on the buffer op-amps there is limitations on the smallest allowed resistor value.

**IQ modulator**

The functional operation of an IQ modulator is represented by two mixers with a quadrature phase splitter in the LO signal path, as seen in Fig. 2.10 (a). In practice the LO signal is buffered and its magnitude limit. Thus, the magnitude of the RF output is only dependent on the signal power presented to the in-phase and quadrature inputs. The device circuit model is simplified by assuming: the mixers are ideal signal multipliers and the phase splitter provides an exact 90° relative phase shift. The idealised IQ modulator model is shown in Fig 2.10 (b).

The quadrature modulator is selected on the grounds of its frequency bandwidth, quadrature error and IQ amplitude balance. The chosen component is the ADL5375.
broadband quadrature modulator from Analog Devices. The device has two double-balanced mixers and its LO quadrature generator is a wideband polyphase splitter. Consequently, the model presented in Fig. 2.10 (b) is used in calculations.

![Diagram](image)

**Figure 2.10:** (a) IQ modulator functional block diagram. (b) Simplified IQ modulator block diagram.

**Intermediate frequency offset**

The IF offset is realised by using a polyphase splitter and quadrature modulator topology. Depending on the configuration of these two components the upper or lower sideband (LSB) of the resulting RF output signal is selected.

![Diagram](image)

**Figure 2.11:** (a) Passive polyphase filter and quadrature modulator configuration. (b) Simplified mathematical representation of the modulation scheme with input IF and Tx signals resulting in an IF offset RF output signal.

It is theoretically possible to design a filter that can suppress the undesired sideband. Practically this is difficult, because the filter would have to be narrow bandwidth (less than 0.25% bandwidth) and tunable across a wide frequency range from 400 MHz to 800 MHz in the frame of 1 ms. These constraints result from the chirp signal’s 400 MHz
bandwidth, the 1 ms modulation (or sweep) period, and the desired IF offset. Therefore the modulation scheme shown in Fig. 2.11 is selected. It cancels the upper sideband (USB) using destructive interference leaving the desired LSB as the IF offset LO.

The IF signal is applied to the PPF, and nodes I and Q in Fig. 2.11 are described by Eqs. (2.1.5) and (2.1.6), where $\omega_{IF} = 2\pi f_{IF}$.

$$I = A \cos(\omega_{IF}t)$$  \hspace{1cm} (2.1.5)  

$$Q = -A \sin(\omega_{IF}t)$$  \hspace{1cm} (2.1.6)

The radar’s transmission signal is applied to the modulator’s LO port. The signal then passes through an internal phase splitter. By multiplying the modulator’s baseband and LO signals, as shown in Fig. 2.11 (b), results in Eqs. (2.1.7) and (2.1.8), where $\omega_{Tx}$ is the transmitting chirp signal’s frequency.

$$I' = A \cos(\omega_{Tx}t) A \cos(\omega_{IF}t)$$  

$$= \frac{A}{2} [\cos(\omega_{Tx}t - \omega_{IF}t) + \cos(\omega_{Tx}t + \omega_{IF}t)]$$  \hspace{1cm} (2.1.7)

$$Q' = A \sin(\omega_{Tx}t) A \sin(\omega_{IF}t)$$  

$$= \frac{A}{2} [\cos(\omega_{Tx}t - \omega_{IF}t) - \cos(\omega_{Tx}t + \omega_{IF}t)]$$  \hspace{1cm} (2.1.8)

Finally, Eqs. (2.1.7) and (2.1.8) are summed at the RF output producing an IF offset version of the transmission signal

$$RF_{out} = A \cos[(\omega_{Tx} - \omega_{IF})t].$$  \hspace{1cm} (2.1.9)

Equation 2.1.9 describes the LSB. The USB is selected by swapping the I and Q channels between the PPF and IQ modulator.

### 2.1.3 Receiver

This section provides a list of low noise amplifiers (LNAs) and IQ demodulators considered for the FMCW radar receiver. The chosen LNA and IQ demodulator is selected on the grounds of its dynamic range. When the appropriate components are selected the cascaded RF front-end dynamic range is calculated. The following manufacturer’s products are considered: Mini-Circuits, Analog Devices, Linear Technologies and Hittite.

Figure 2.12 provides an overview of the receiver chain. In Chapter 3 the receiver is discussed in detail, however, the selection of RF components are dealt with in this section.

#### Low noise amplifier

The LNA is selected on the grounds of its dynamic range, noise figure and absolute maximum RF input power level. The LNAs considered for the receiver’s front-end are listed in Table 2.3. Each components input third order intercept point (IIP3), input 1 dB compression point (IP1dB), gain (G), noise figure (NF), spurious free dynamic range (SFDR), linear dynamic range (LDR) and absolute maximum RF input power is provided. These parameters are also discussed in Chapters 4 and 5.

The SFDR and LDR are calculated using Eqs. (2.1.10) and (2.1.11) \cite{6},

$$SFDR = \frac{2}{3}(OIP3 - N_f),$$  \hspace{1cm} (2.1.10)
\[ LDR = \text{OP1dB} - N_o, \]  
\[ \text{OIP3} = \text{IIP3} + G, \]  
\[ \text{OP1dB} = \text{IP1dB} + G - 1. \]  
\[ N_i = kT_0\Delta f \]  
\[ N_o = 10 \log (G N_i + k G \Delta f (F - 1) T_0) \]

where the output third order intercept point (OIP3), output 1 dB compression point (OP1dB) and output noise power \( N_o \) are determined by Eqs. (2.1.12) to (2.1.15).

Table 2.3: Low noise amplifier parameters as shown on the manufacturer datasheets, and the SFDR and LDR is calculated for \( \Delta f = 100 \text{ kHz} \)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ADL5521</td>
<td>16.2</td>
<td>2</td>
<td>20.8</td>
<td>0.9</td>
<td>92.8</td>
<td>123.9</td>
<td>20</td>
</tr>
<tr>
<td>HMC374SC70E</td>
<td>20</td>
<td>4.5</td>
<td>15</td>
<td>1.6</td>
<td>94.8</td>
<td>125.7</td>
<td>15</td>
</tr>
<tr>
<td>PGA-103+</td>
<td>18</td>
<td>1.5</td>
<td>21</td>
<td>0.6</td>
<td>94.2</td>
<td>123.7</td>
<td>21</td>
</tr>
<tr>
<td>ZA60-P103LN+</td>
<td>16.2</td>
<td>3</td>
<td>20</td>
<td>0.7</td>
<td>92.8</td>
<td>125.1</td>
<td>21</td>
</tr>
<tr>
<td>ZX60-P105LN+</td>
<td>20</td>
<td>6</td>
<td>15</td>
<td>1.9</td>
<td>94.6</td>
<td>126.9</td>
<td>23</td>
</tr>
</tbody>
</table>

From the components listed in Table 2.3 the Mini-Circuits ZX60-P105LN+ is selected for its greater linearity and absolute maximum input power.

**IQ demodulator**

The demodulators are considered on the same criteria as the LNAs namely, dynamic range, noise figure and maximum RF input power. According to these qualifiers the Linear Technologies LT5584 demodulator is the best component. However, the Analog Devices ADL5380 was available for this project. Therefore, it is used instead.
Table 2.4: IQ demodulator parameters as shown on the manufacturer datasheets, with $f_{LO} = 900$ MHz, $P_{LO} = 0$ dBm, and the SFDR and LDR is calculated for $\Delta f = 100$ kHz

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ADL5380</td>
<td>30</td>
<td>11.6</td>
<td>7</td>
<td>13.1</td>
<td>93.8</td>
<td>121.3</td>
<td>15</td>
</tr>
<tr>
<td>ADL5387</td>
<td>31</td>
<td>13</td>
<td>4.3</td>
<td>14.7</td>
<td>93.4</td>
<td>121.1</td>
<td>15</td>
</tr>
<tr>
<td>HMC597LP4</td>
<td>25</td>
<td>12</td>
<td>-3.5</td>
<td>15</td>
<td>89.2</td>
<td>119.8</td>
<td>15</td>
</tr>
<tr>
<td>LTC5517</td>
<td>21</td>
<td>10</td>
<td>3.3</td>
<td>12.4</td>
<td>88.3</td>
<td>120.4</td>
<td>10</td>
</tr>
<tr>
<td>LT5584</td>
<td>31</td>
<td>13.1</td>
<td>5.4</td>
<td>9.9</td>
<td>96.6</td>
<td>126</td>
<td>20</td>
</tr>
</tbody>
</table>

Radio frequency front-end cascaded dynamic range

The LNA (ZX60-P105LN+) and IQ demodulator (ADL5380) constitute the RF front-end. The RF front-end’s cascaded dynamic range is calculated using the parameters in Tables 2.3 and 2.4.

With reference to Fig. 2.13, the cascaded conversion gain ($G_{cas}$) is the sum of the individual component’s power gain

$$G_{cas} = G_1 + G_2,$$  \hspace{1cm} (2.1.16)

where $G_1$, OIP3’ and OP1dB’ are the first stage power gain, third-order intercept point and output 1 dB compression point respectively, and $G_2$, OIP3” and OP1dB” are the corresponding values for the second stage.

Figure 2.13: Third-order intercept point for a cascaded system: (a) two component cascaded network, (b) equivalent network.

The worst-case cascaded non-linearity results from coherent intermodulation products (IMPs) that are phase related and experience positive interference. However, it is possible that IMPs from different stages could have random relative phase. Therefore, phase delays within the stages could cause partial cancellation of IMPs as is the case with uncorrelated noise powers [8].

Assuming the worst case with coherent IMPs the cascaded system’s third order intercept point is described by Eq. (2.1.17).

$$OIP3_{cas} = \left( \frac{1}{G_2OIP3'} + \frac{1}{OIP3''} \right)^{-1} \hspace{1cm} (2.1.17)$$

In the same way the cascaded output 1 dB compression is determined as follows

$$OP1dB_{cas} = \left( \frac{1}{G_2OP1dB'} + \frac{1}{OP1dB''} \right)^{-1}. \hspace{1cm} (2.1.18)$$
Table 2.5: Cascaded network parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>13.8</td>
<td>-3.9</td>
<td>22</td>
<td>3.4</td>
<td>89.5</td>
<td>115.6</td>
<td>13.6</td>
</tr>
</tbody>
</table>

Equations (2.1.17), (2.1.18), and (2.1.10) through (2.1.13) are used to generate the results provided in Table 2.5. The cascaded noise figure is calculated as shown in section 4.3.1.

By comparing the results from Tables 2.3, 2.4 and 2.5 it is clear that adding an LNA to the receiver front-end improves the overall cascaded noise figure and increases the gain. However, from Eqs. (2.1.17) and (2.1.18) it seen that the receiver’s dynamic range will deteriorate with each additional stage. In Chapter 5 it is shown that the analog-to-digital converter (ADC) truncates the receiver’s front-end dynamic range.

### 2.2 Sawtooth frequency modulation

The FMCW radar makes use of a sawtooth modulation scheme and any image signals received by the radar is suppressed by an image rejecting receiver topology. To ensure that the correct sideband is rejected, consider the following receiver parameters: ADC sample frequency, frequency chirp/sweep direction, and the IF offset. In section 3.2 the image rejecting receiver topology is discussed in further detail.

![Figure 2.14: Tx (black line): sawtooth down chirp, generated by the DDS for transmission. LO (green line): transmission signal with a negative IF offset. Rx (red line): received signal.](image)

The receiver is band limited and signals that pass are undersampled by the ADC. Undersampling occurs because the IF is higher than half the ADC’s sample frequency ($f_s$) and according to Nyquist’s sample theory the signals are aliased,

$$\frac{f_s}{2} < f_{IF}. \tag{2.2.1}$$

As shown in Chapter 3, received signals are undersampled and alias/wrap-down from the third Nyquist zone to the ADC’s baseband frequency. Signals discretized from odd order Nyquist zones alias without being mirrored. The receiver is band limited to prevent aliasing into any of the neighbouring Nyquist zones.
The modulated signal’s frequency \( f_{Tx} \) is either swept up or down,
\[
f_0 < f_1, \quad \text{or} \quad f_1 < f_0,
\]
and the LO can be produced by adding or subtracting the IF to or from the modulated signal’s frequency,
\[
f_{LO} = f_{Tx} \pm f_{IF}.
\]

As shown in Fig. 2.14, the DDS is set-up to generate a sawtooth chirp signal that sweeps from high to low, where \( f_0 = 800 \text{ MHz} \) and \( f_1 = 400 \text{ MHz} \). The radar is designed to operate in the ultra high frequency (UHF) band to be used as a hand held surface penetrating radar. At this operating frequency the radar’s antennas can be compact, and a useful signal penetration depth and range resolution is expected. The demodulator’s LO signal is produced by subtracting the IF from the transmitted signal as follows (see section 2.1.2),
\[
f_{LO} = f_{Tx} - f_{IF}.
\]

By selecting a negative IF offset, using a frequency modulated down chirp, and undersampling in a non-inverting Nyquist zone, an increase in beat frequency \( f_b \) is related to an increase in propagation delay \( \Delta T \) i.e.
\[
f_b \propto \Delta T.
\]

In other words, outside the modulation dead-band, the received signal frequency is always greater than the LO frequency even at zero propagation delay,
\[
f_b = f_{Rx} - f_{LO} > 0.
\]

## 2.3 Conclusion

This chapter provides an overview of the FMCW radar system design. The radar’s operation is broken into three main sections, namely the transmitter, IF offset LO, and receiver.

In the transmitter section, it is shown how the FM is achieved using a DDS. The method applied to realise the IF offset LO circuit is explained, and some filter designs are presented. The RF front-end components are selected, and the cascaded front-end’s performance is calculated.

The sawtooth modulation scheme and the impact the IF offset, chirp direction, and ADC sampling has on the system’s operation is discussed. The design decisions made in this chapter are applied throughout the study.
Chapter 3

Receiver design

In general RF receivers are designed to recover a desired signal from a wide frequency spectrum that contains spurious transmitting sources, interference, and noise.

This chapter examines the FMCW radar receiver. The use of an IF receiver is discussed and a design is presented and implemented. When designing an RF receiver it is important to keep the following parameters in mind:

- **Selectivity** – the ability of the radar to receive desired signals while rejecting adjacent channels, image frequencies, and interference.

- **Sensitivity** – the minimum magnitude required from an input signal to successfully produce a detectable output signal.

- **Down-conversion** – the process of converting the received RF signal to a lower IF for processing.

- **Isolation** – an indication of the transmitters influence on the receiver.

- **Gain** – required to detect low power signals while minimizing the receiver chain’s noise figure.

In this chapter, commonly used receiver architectures are discussed with emphasis on their advantages and disadvantages. Variations on these architectures are shown and their principal benefits explained. Image rejecting architectures are investigated and measurements presented for an implemented design. Sample theory and signal discretization is discussed in the context of the anti-aliasing filter and sensitivity frequency control (SFC) designs.

### 3.1 Intermediate frequency receiver

For FMCW radar systems, the IF is the spectral location of the carrier signal as an intermediary step during the transmission or reception process. The IF is generated by mixing the carrier signal with an LO in a process called heterodyning resulting in a signal at the difference (or beat) frequency of the two mixed signal [8].

In general IF receiver architectures are used because signal processing circuits are difficult to design and implement at high operating frequency.

IF receivers with tunable LOs are versatile and, depending on the application, capable of down-converting target frequencies to a common frequency band or several different
frequency bands. A zero-IF receiver with the same amount of tunability requires tunable amplifiers, filters, and detectors.

Superheterodyne receivers are tuned to different frequencies by adjusting the LO’s frequency at the input stage. Therefore, processing can be done after down-conversion at a single fixed IF. Without the use of an IF receiver the filter, amplifier and detector components would have to be tuned in unison every time a different frequency is selected for reception. This was the case for early tuned RF receivers [8].

3.1.1 Zero intermediate frequency receiver

A typical receiver architecture is the zero-IF receiver, it is also known as the homodyne or direct-conversion receiver. This architecture, as presented in Fig. 3.1, is implemented by setting the receiver’s LO to the same frequency as the transmitted signal. Consequently the received RF signal is converted to baseband [8].

![Figure 3.1: Block diagram of a zero-IF receiver topology.](https://scholar.sun.ac.za)

3.1.2 Intermediate frequency receiver

A frequency offset is added to the FMCW radar receiver’s LO, resulting in a fixed IF offset in addition to the beat frequency. Stated differently, the down converted received signal has a fixed bandwidth but its carrier frequency is non-zero [8]. In this study the addition of an IF offset is discussed.

In general IF receivers are less susceptible to the problem of LO-to-RF crosstalk. This issue occurs when the LO conducts or radiates through an unintended path to the mixer’s RF input port, effectively mixing with itself and producing an unwanted DC component at the mixer’s output. Conversely, if a strong in-band interference signal at the RF port has a path to the mixer’s LO-input, it results in self-mixing. Numerous mechanisms contribute to poor isolation, these include substrate coupling, ground bounce, bond wire radiation, and capacitive and magnetic coupling [10]. In the case of an IF receiver the unwanted DC component is outside the frequency band of interest and is removed by filtering.

As discussed in section 3.2, image signals are a fundamental problem in IF receivers and it is solved by implementing some form of image rejection. Phase matching between the image rejecting receiver topology’s in-phase and quadrature channels is critical because phase error results in less image suppression.

3.1.3 Super-heterodyne receiver

The super-heterodyne receiver is usually configured with two down-conversion stages, i.e. the RF received signal is first demodulated to an IF and then converted down to a second
IF or baseband. In many receiver designs, where the first IF stage is at a low enough frequency the second stage is replaced by an undersampling ADC. Undersampling is a form of signal down-conversion and is discussed in section 3.3.3.

The super-heterodyne architecture is applied in many receivers due to the availability of low cost, low power, narrow band RF and IF components. The architecture potentially has good selectivity, because the desired frequency band is usually relatively narrow compared to the center frequency. The architecture is also immune to most DC problems that affect homodyne architectures [8].

### 3.2 Image signals and image rejection

Frequency down-conversion is an essential operation in RF receivers that translates the incoming RF signal to an IF. This is typically performed by mixing the RF signal with the LO [11]. In practice mixers generate many frequency components, where the component of interest is found by the difference in frequency between the RF and LO signals

\[
\text{f}_{\text{IF}} = |\text{f}_{\text{RF}} - \text{f}_{\text{LO}}|.
\] (3.2.1)

Given that a double-sideband (DSB) signal is received, two RF signals can satisfy Eq. (3.2.1),

\[
\text{f}_{\text{RF,upper}} = \text{f}_{\text{LO}} + \text{f}_{\text{IF}},
\] (3.2.2)

\[
\text{f}_{\text{RF,lower}} = \text{f}_{\text{LO}} - \text{f}_{\text{IF}},
\] (3.2.3)

where Eqs. (3.2.2) and (3.2.3) represent the upper and lower sideband frequencies respectively. Therefore, the classic super-heterodyne receiver topology does not discriminate between the upper and lower sidebands, and both components are mixed down to the same IF.

As discussed in section 2.2 either the upper or lower sideband is designed to carry the target reflections. For this study the upper sideband is selected; therefore, the lower sideband has the potential to carry unwanted signals at image frequencies

\[
\text{f}_{\text{image}} = \text{f}_{\text{RF,lower}} - \text{f}_{\text{IF}}.
\] (3.2.4)

![Figure 3.2: Schematic representation of the IF receiver topology.](image)

In many super-heterodyne topologies, image suppression is done before down-conversion by a narrow band high quality factor image rejection filter. To allow for a practical filter design, a high IF is desired so that the RF signal is relatively far from the image frequency \(\text{f}_{\text{RF,upper}} >> \text{f}_{\text{image}}\) [12].

It is challenging to implement the image rejecting super-heterodyne topology for a FMCW radar receiver, because the RF and LO signals are frequency modulated. Thus
the image rejecting filter’s centre frequency has to sweep alongside the chirp to effectively remove the unwanted image signals without suppressing the desired signals. The classic IF receiver topology is shown in Figure 3.2.

To understand the problem of image signals, consider the process of down-conversion as represented in Figs. 3.3 and 3.4. Mixing the desired RF signals with an LO shifts the carrier to an IF. If \( X(\omega) \) represents the spectrum of a real signal \( x(t) \), its spectrum will adhere to

\[
|X(-\omega)| = |X(\omega)|. \tag{3.2.5}
\]

Real signals consist of an equal contribution of positive and negative frequency components. The spectrum at \( f_{LO} - f_{IF} \) is translated to the same IF as the signals at \( f_{LO} + f_{IF} \). In this case, the signals at frequency \( f_{LO} - f_{IF} \) is the image frequency band. If no image rejection is implemented, undesired signals in the image band will translate to the same IF band as the desired RF signals. This leads to signal distortion and results in spurious targets in the IF band.

![Image rejection filter](image.png)

Figure 3.3: Down conversion without image-rejection filter.

![Image rejection filter](image.png)

Figure 3.4: Down conversion with image-rejection filter.

The image rejection performance metric for RF receivers is known as the image rejection ratio (IRR). It is defined as the ratio between the magnitude in the attenuation band to that in the passband [11],

\[
IRR = \frac{\text{Desired Signal Level}}{\text{Image Signal Level}}. \tag{3.2.6}
\]

The IRR required to ensure the desired signal’s integrity, varies with application. For an FMCW radar receiver, all image signals should be suppressed sufficiently so that they are
CHAPTER 3. RECEIVER DESIGN

not detected as false targets by the ADC. The image signal power should be below the ADC’s minimum detectable signal level.

Image suppression is also applied to the noise in the rejected sideband. Over a narrow band, noise is described as a signal at a single frequency that has randomly varying amplitude and phase. Therefore, by rejecting the image sideband, the receiver’s sensitivity is improved.

3.2.1 Image rejection architectures

This section is concerned with image rejecting receiver architectures and focuses on the use of mixers and polyphase filters to obtain the required rejection.

For a PPF design, signal path symmetry and component parasitic effects should be taken into account [11]. However, at low frequencies these variables do not have such a great influence on the overall performance of the PPF. Techniques are proposed by Haddad et al [11], dedicated to layout matching and optimum component sizing to increase the IRR.

The Hartley and Weaver image rejection architectures make use of PPFs and either a half-complex or full-complex image rejection block as seen in Figs. 3.5 and 3.6 [12].

Figure 3.5: (a) Half complex and (b) full complex receiver architectures using polyphase filters.

Figure 3.6: (a) Hartley (Half complex) and (b) Weaver (full complex) image rejection architectures.

The level of image rejection by the Hartley and Weaver architecture’s is dependent on three parameters: the I and Q channel balance (phase and magnitude error), mixer matching and symmetry, and polyphase filter performance [11]. The principal drawback to the Hartley architecture is its sensitivity to signal path mismatches [13].

For the IF receiver design the required image rejection is narrow band compared to the carrier frequency (10% bandwidth). The image rejecting architecture’s operating frequency is considered low with regards to layout and lumped element performance.
The IF band is from 0.977 MHz to 1.077 MHz, therefore a single stage PPF will provide satisfactory image rejection. Component tolerances and temperature variation have less of an impact on the IRR when fewer PPF stages are used. The number of lumped elements are directly correlated to how stringent the restrictions on component value variation are [11].

![Figure 3.7: IRR versus phase error at different gain mismatch values.](image)

Typically an IRR of around 30 to 40 dB is expected for the basic Hartley and Weaver implementations. Lower image rejection results from phase and gain mismatch between the I and Q channels. The IRR is expressed as a function of the mismatches as is illustrated in Fig. 3.7 and is described by

\[
IRR = \frac{1 + (1 + \Delta A)^2 + 2(1 + \Delta A) \cos(\Delta \phi)}{1 + (1 + \Delta A)^2 - 2(1 + \Delta A) \cos(\Delta \phi)}
\] (3.2.7)

where \( \Delta A \) is the gain error and \( \Delta \phi \) is the phase deviation from 90° between the I and Q channels [14]. The ADL5380 demodulator’s gain and phase mismatch is respectively, \( \Delta A < 0.1 \) and \( \Delta \phi < 1^\circ \) at an LO frequency of 400 MHz to 3 GHz [15]. In the worst case the FMCW radar receiver’s image rejection ratio would be around 27 dB.

More sophisticated image rejection architecture make use of negative feedback loops to correct for gain and phase mismatch [16]. After considering the options at hand, it is decided to implement the half complex Hartley image rejection architecture because of the low complexity and the number of components required.

### 3.2.2 Passive polyphase filters

The PPF is briefly discussed in Chapter 2 for use as a phase splitter. In the case of the Hartley image rejection architecture the PPF is driven at each input by a differential signal as depicted in Fig. 3.8 (a). The manner in which a PPF is fed affects the filter’s operation [9].
When the PPF is excited at both inputs, its operation is illustrated by calculating the output voltage at node $I_{out+}$ in Fig. 3.8 (b). By applying voltage division and superposition Eq. (3.2.8) is derived.

$$V_{I_{out+}}(s) = V_{I_{lin+}}(s)\frac{(sC_1)^{-1}||Z_L}{R_1 + (sC_1)^{-1}||Z_L}$$

$$+ V_{Q_{lin+}}(s)\frac{R_1||Z_L}{(sC_1)^{-1} + R_1||Z_L} \tag{3.2.8}$$

Figure 3.8: (a) First order passive polyphase filter excited differentially at both inputs. (b) Simplified first order passive polyphase filter fed at both inputs.

The practical radar system’s PPFs have buffered inputs and outputs. Operational amplifiers (op-amps) are used as buffers to ensure a low source impedances ($Z_S \approx 0$) and high load impedances ($Z_L \approx \infty$). These approximations reduce Eq. (3.2.8) to

$$V_{I_{out+}}(s) = V_{I_{lin+}}(s)\frac{(sC_1)^{-1}||Z_L}{R_1 + (sC_1)^{-1}||Z_L}$$

$$+ V_{Q_{lin+}}(s)\frac{R_1||Z_L}{(sC_1)^{-1} + R_1||Z_L} \tag{3.2.9}$$

Equation (2.1.4) derived in Chapter 2 is used to design the PPF and provide optimal image rejection at the receiver’s baseband centre frequency ($\omega_c = 1.027$ MHz). By assuming operation at the centre frequency, Eq. (3.2.9) is reduced to the following expression

$$V_{I_{out+}}(j\omega_c) = V_{I_{lin+}}(j\omega_c)\frac{1}{1 + j}$$

$$+ V_{Q_{lin+}}(j\omega_c)\frac{j}{1 + j} \tag{3.2.10}$$

It is clear from Eq. (3.2.10) that a relative phase shift of 90° is introduced to the PPF’s in-phase and quadrature inputs.
3.2.3 Hartley image rejection architecture analysis

The Hartley image rejection architecture is shown in Figs. 3.5 (a) and 3.6 (a). The incoming RF signal is mixed with an in-phase and quadrature LO to produce the I and Q channels respectively. The IQ demodulator frequency response is taken into account by including a low pass filter (LPF) on each baseband output, as depicted in Fig. 3.6 (a). The Analog Devices ADL5380 demodulator used in the receiver has a 3 dB bandwidth of 390 MHz. A PPF provides the \(90^\circ\) relative phase shift required between nodes \(I_B\) and \(Q_B\). When the PPF produces a single sideband signal, either the upper or lower sideband is suppressed, and signals at nodes \(I_C\) and \(Q_B\) are summed.

To simplify the calculations it is assumed that the mixers are ideal signal multipliers. The mixer input signals are given by

\[
A_{RF} = \cos(\omega_RF t + \theta_RF) \tag{3.2.11}
\]

\[
A_{LO_I} = \cos(\omega_LO t + \theta_LO) \tag{3.2.12}
\]

\[
A_{LO_Q} = \sin(\omega_LO t + \theta_LO) \tag{3.2.13}
\]

where \(A_{RF}\) is the incoming RF signal, and the in-phase and quadrature components of the LO signal are represented by \(A_{LO_I}\) and \(A_{LO_Q}\) respectively.

The signals on channels I (\(A_{IA}\)) and Q (\(A_{QA}\)) are determined by multiplying Eq. (3.2.11) with Eqs. (3.2.12) and (3.2.13),

\[
A_{IA} = A_{RF} \times A_{LO_I},
\]

\[
= \cos(\omega_RF t + \theta_RF) \cos(\omega_LO t + \theta_LO),
\]

\[
= \frac{1}{2} \{\cos[(\omega_RF + \omega_LO)t + (\theta_RF + \theta_LO)] + \cos[(\omega_RF - \omega_LO)t + (\theta_RF - \theta_LO)]\},
\]

\[
A_{QA} = A_{RF} \times A_{LO_Q},
\]

\[
= \cos(\omega_RF t + \theta_RF) \sin(\omega_LO t + \theta_LO),
\]

\[
= \frac{1}{2} \{\sin[(\omega_RF + \omega_LO)t + (\theta_RF + \theta_LO)] - \sin[(\omega_RF - \omega_LO)t + (\theta_RF - \theta_LO)]\},
\]

where the frequency term at \(\omega_RF - \omega_LO\) produces the IF.

The signals at nodes \(I_A\) and \(Q_A\) described by Eqs. (3.2.14) and (3.2.15) are filtered. The RF and LO frequencies are of the same order of magnitude but the IF is two orders of magnitude lower. Therefore, the summing frequency components (at \(\omega_RF + \omega_LO\)) fall outside the demodulator’s 3 dB bandwidth. The FMCW radar’s transmitted signal is modulated to sweep from 800 MHz to 400 MHz.

After the signals are mixed and filtered, two outcomes are possible. The first case considers the upper sideband, where \(\omega_RF > \omega_LO\), and the second case the lower sideband, where \(\omega_RF < \omega_LO\). In both cases the IF is equal in magnitude as shown by Eq. (3.2.1). The following calculation are done with reference to Fig. 3.6 (a).

**Case I - upper sideband (\(\omega_RF > \omega_LO\))**

The filtered signals at nodes \(I_B\) and \(Q_B\) are represented by Eqs. (3.2.16) and (3.2.17),

\[
A_{I_B} = \frac{1}{2} \cos[(\omega_RF - \omega_LO)t + (\theta_RF - \theta_LO)] \tag{3.2.16}
\]


The in-phase channel $I_B$ given by Eq. (3.2.16) is phase shifted by $90^\circ$ resulting in Eq. (3.2.18).

$$A_{IC} = \frac{1}{2} \cos[(\omega_{RF} - \omega_{LO})t + (\theta_{RF} - \theta_{LO}) + 90^\circ]$$

$$= -\frac{1}{2} \sin[(\omega_{RF} - \omega_{LO})t + (\theta_{RF} - \theta_{LO})]$$

(3.2.18)

Summing the in-phase and quadrature channels described by Eqs. (3.2.17) and (3.2.18) results in case I’s output signal

$$A_{IC} + A_{QB} = -\sin[(\omega_{RF} - \omega_{LO})t + (\theta_{RF} - \theta_{LO})].$$

(3.2.19)

Case II - lower sideband ($\omega_{RF} < \omega_{LO}$)

The procedure for case I is repeated in case II. The signals at nodes $I_B$ and $Q_B$ are calculated as,

$$A_{IB} = \frac{1}{2} \cos[-(\omega_{RF} - \omega_{LO})t + (\theta_{RF} - \theta_{LO})],$$

$$= \frac{1}{2} \cos[(\omega_{RF} - \omega_{LO})t - (\theta_{RF} - \theta_{LO})],$$

(3.2.20)

$$A_{QB} = -\frac{1}{2} \sin[-(\omega_{RF} - \omega_{LO})t + (\theta_{RF} - \theta_{LO})],$$

$$= \frac{1}{2} \sin[(\omega_{RF} - \omega_{LO})t - (\theta_{RF} - \theta_{LO})].$$

(3.2.21)

The in-phase channel from Eq. (3.2.20) is phase shifted by $90^\circ$ producing the signal at node $I_C$,

$$A_{IC} = -\frac{1}{2} \sin[(\omega_{RF} - \omega_{LO})t - (\theta_{RF} - \theta_{LO})].$$

(3.2.22)

Equations (3.2.21) and (3.2.22) are summed to produce the output signal

$$A_{IC} + A_{QB} = 0.$$

(3.2.23)

The calculations show that the Hartley image rejection architecture can effectively suppress a single sideband without the use of tunable filters. Depending on how the polyphase filter is excited, either the upper or lower sideband is suppressed. For the analysis, a $90^\circ$ phase shift is introduced to the in-phase channel relative to the quadrature path. Thus, the lower sideband is suppressed [11].

### 3.2.4 Measured image rejection ratio

The Hartley architecture’s IRR is measured using an oscilloscope (Tektronix TDS1002B) and two signal generators which supply the LO and RF signals. The architecture’s frequency response is measured for the lower and upper sidebands respectively, where $\omega_{RF} < \omega_{LO}$, and $\omega_{RF} > \omega_{LO}$. The normalised image rejection is presented in Fig. 3.9 and the IRR in Fig. 3.10. Figure 3.10 shows that the IRR in the receiver’s passband (0.977 MHz to 1.077 MHz) is at least 33 dB.
3.3 Selecting an analog-to-digital converter

In general analog-to-digital converters (ADCs) translate analog quantities, which are continuous physical quantities (e.g. voltage levels), to a digital discrete representation of the
analog value. The ADC’s performance has bearing on the following receiver design parameters: the anti-aliasing filter’s bandwidth and rejection rate, the receiver gain, and the intermediate frequency ($f_{IF}$).

The concept of discretizing an analog signal is illustrated in Fig. 3.11. A continuous analog signal is sampled at discrete time intervals, $T_s$. The sample frequency ($f_s = 1/T_s$) is carefully chosen to insure an accurate representation of the original analog signal [17]. At higher sample rates the digital representation of the sampled signal becomes more accurate. The minimum sample frequency to unambiguously recover a signal $y(t)$ from its samples $\bar{y}(t)$ is called the Nyquist sample rate [18].

### 3.3.1 Differential analog-to-digital converters

With regards to noise rejection, ADC’s with fully differential inputs offer a performance improvement over single-ended inputs. Taking the difference in signal strength between the positive and negative terminals results in common-mode rejection. It is often specified for fully-differential ADCs as a ratio

$$CMRR = \frac{A_{DIFF}}{A_{CM}},$$

where CMRR is the common-mode rejection ratio, $A_{DIFF}$ the differential gain, and $A_{CM}$ the common-mode gain. CMRR describes an ADC’s ability to reject common-mode signals such as DC offsets or coupled common-mode noise. Examples of common-mode noise sources are noise from 50/60 Hz power lines, power supply ripple, and RF or high-frequency switching noise [19].

CMRR is a frequency dependent parameter and as the common-mode signal frequency increases, the phase matching between the positive and negative terminals to the ADC becomes more critical. The desired signal applied to a differential input requires a relative phase shift of 180° between the ports. This leads to constructive interference for the desired signals [20].
3.3.2 Nyquist-Shannon sampling theorem

The Nyquist-Shannon sampling theorem states that for unambiguous signal recovery an analog signal with a bandwidth of $\Delta f$ must be sampled at twice the signal’s bandwidth

$$f_s > 2\Delta f.$$  \hfill (3.3.2)

Usually when referring to baseband sampling the signal bandwidth is defined from $-f_s/2$ to $f_s/2$. Sampling signals at frequencies higher than the Nyquist sample rate is referred to as undersampling (or either, bandpass, harmonic, or super-Nyquist sampling). When undersampling the sampled signal’s bandwidth is defined as $\Delta f = f_1 - f_0$ where $f_1 > f_0 > f_s/2$. The Nyquist criterion is analogous to the Nyquist-Shannon sampling theorem. It states that if the sample frequency is less than twice the signal bandwidth ($f_s < 2\Delta f$) the phenomena called aliasing will occur. Undersampling applications use aliasing as a way of sampling signals that are of higher frequency than the Nyquist sampling rate [21].

![Figure 3.12: Spectral representation of a quantized continuous baseband signal.](image)

When discretizing a continuous baseband analog signal $y(t)$, as in Fig. 3.11, it is assumed that the signal is band limited to $\Delta f$ Hz. This is described by Eq. (3.3.3) where $Y(f)$ is the frequency domain representation of the analog signal.

$$Y(f) = 0 \quad \text{for } |f| > \Delta f.$$  \hfill (3.3.3)

The relationship between the sampled signal $\bar{y}(t)$ and the original analog signal $y(t)$ is given by

$$\bar{y}(t) = \sum_n y(nT_s)\delta(t - nT_s),$$  \hfill (3.3.4)

where $\delta_{T_s}(t) = \sum_n \delta(t - nT_s)$ is an unity impulse train (Dirac comb). The impulse train is periodic and repeats every $T_s$ seconds, $T_s$ is defined as $T_s = 1/f_s$, and $f_s$ is the ADC’s sample frequency. Due to the Dirac comb’s periodicity, it can be expressed as an exponential
Fourier series as in Eq. (3.3.5), where $\omega_s = 2\pi f_s$.

$$\delta_{T_s}(t) = \frac{1}{T_s} \sum_{n=-\infty}^{\infty} e^{jn\omega_st}$$  \hspace{1cm} (3.3.5)

By applying Eq. (3.3.5) the discretized signal is expressed as

$$\bar{y}(t) = y(t)\delta_{T_s}(t) = \frac{1}{T_s} \sum_{n=-\infty}^{\infty} y(t)e^{jn\omega_st}.$$  \hspace{1cm} (3.3.6)

The frequency domain representation of the sampled signal provides insight into why aliasing occurs

$$\bar{Y}(f) = \frac{1}{T_s} \sum_{n=-\infty}^{\infty} Y(f - nf_s).$$  \hspace{1cm} (3.3.7)

Equation (3.3.7) is the Fourier transform of $\bar{y}(t)$ producing $\bar{Y}(f)$. The spectrum of $\bar{Y}(f)$ consists of $Y(f)$ scaled by a constant $1/T_s$ and repeated periodically every $f_s$ Hz.

A visual representation of Eqs. (3.3.4) and (3.3.7) is presented in Fig. 3.12. From inspection of Fig. 3.12 (e) it is clear that when the sample frequency is $f_s < 2\Delta f$ the spectrum of adjacent replicas will overlap causing aliasing and signal distortion [18].

Aliasing is prevented by applying an anti-aliasing filter which band limits the received signal so that the spectrum conforms to the Nyquist criterion. The anti-aliasing filter requirements and design is discussed in section 3.4.

### 3.3.3 Undersampling

Case 1: $f_s = 8f_a$

Case 2: $f_s = 2f_a$

Case 3: $f_s = 1.5f_a$

Figure 3.13: Time domain representation of sampling and aliasing.

The process of sampling signals outside the first Nyquist zone is referred to as undersampling. ADCs that sample signals above the first Nyquist zone is widely used in modern communication systems because the process is analogous to analog down-conversion.
Super-Nyquist sampling allows direct quantization of IF signals without additional hardware required for demodulation [22].

Figure 3.13 illustrates a signal sampled at different frequencies. For Case 1, the signal is sampled at more than the Nyquist sample frequency. Therefore, the signal information is preserved. Case 2 represents the ambiguous condition where \( f_s = 2f_a \), i.e. \( f_s = 2\Delta f \).

If the relationship between the sample points and the sine wave is such that the samples are precisely at the zero crossings (rather than at the peaks, as shown in Fig. 3.13) all information regarding the sine wave is lost. With regards to case 3, where \( f_s < 2f_a \) the samples relate to a sine wave with a frequency lower than \( f_s/2 \), i.e. the signal is aliased into the Nyquist zone between DC and \( f_s/2 \). As the sample frequency decreases, the aliased signal approaches DC in the frequency spectrum. At DC the aliased signal wraps and starts to increases until \( f_s/2 \). This back and forth continues as the sample frequency decreases. Therefore, knowing in which Nyquist zone the undersampled signal exists allows calculation of the signal’s actual frequency.

![Figure 3.14: Signal aliased from a higher Nyquist zone to baseband.](image)

As depicted in Fig. 3.14 signals in even Nyquist zones are inverted when aliased to baseband. It is possible to correct the inversion in software. A minimum required sample rate is determined to ensure that the bandwidth of interest does not exist in more than one Nyquist zone. The greatest increase in sample frequency is required when the signal bandwidth is at the threshold of wholly crossing from one Nyquist zone to the next as
calculated by Eq. (3.3.8), where $N_{\text{zone}}$ is the operating Nyquist zone. Figure 3.15 plots the ratio between the minimum required sample rate and the received signals bandwidth as a function of the signal’s position in the spectrum.

$$f_{s,\min} = \left(2 + \frac{2}{N_{\text{zone}}}\right)\Delta f$$  \hspace{1cm} (3.3.8)

An ADC’s performance usually deteriorates as the operating frequency increases beyond the ADC’s baseband bandwidth. Therefore, ADC parameters such as input bandwidth, distortion performance and dynamic range is considered in undersampling applications. An ADC suited to undersampling maintains its dynamic range into the higher order Nyquist zones [23].

### 3.4 Anti-aliasing filters in undersampling applications

In this section a method is presented to determine an anti-aliasing filter’s minimum requirements in the context of undersampling applications. Two bandpass filters in the receiver chain are designed using these concepts. With reference to Fig. 2.12, the first filter is the SFC and the second an anti-aliasing filter.

![Frequency Response](image)

**Figure 3.16: Anti-aliasing filter for undersampling.**

The ADC’s sample frequency is set-up so that the signal bandwidth of interest is in the centre of the third Nyquist zone, as illustrated by Fig. 3.16. The ADC’s dynamic range (DR) is ±60 dB and it dictates the filter’s required stopband attenuation. The transition bands, illustrated in Fig. 3.16, are the sections of spectrum in between the signal bandwidth and its neighbouring images. The transition band and desired stopband attenuation describes the anti-aliasing filter’s roll-off. The lower transition band stretches from $2f_s - f_0$ to $f_0$, and the upper band from $f_1$ to $3f_s - f_1$. The anti-aliasing filter requirements can be relaxed by increasing the sample frequency. However, the carrier frequency ($f_c$) should be increased proportionally to keep the bandwidth centred in the third Nyquist zone.

Two equations are used to determine the sample frequency. The first equation is the Nyquist criteria as described by Eq. (3.3.2) and the second is Eq. (3.4.1).
(3.4.1) ensures that the carrier frequency is placed in the centre of a Nyquist zone, where \( N_{\text{zone}} = 1, 2, 3, \cdots \) corresponds to the Nyquist zone in which the signal bandwidth is located [23].

\[
fs = \frac{4fc}{2N_{\text{zone}} - 1}
\]  

(3.4.1)

Using Eq. (3.4.1) the receiver’s sample frequency is determined \( fs = 0.821 \text{ MHz} \), where the carrier frequency is \( fc = \frac{125 \text{ MHz}}{128} + \frac{100 \text{ kHz}}{2} = 1.027 \text{ MHz} \) and the operating Nyquist zone is \( N_{\text{zone}} = 3 \).

Selecting \( N_{\text{zone}} \) as large as possible while still maintaining \( fs > 2\Delta f \) results in the minimum required sampling rate

\[
2\Delta f = \frac{4fc}{2N_{\text{zone,max}} - 1},
\]

(3.4.2)

where \( N_{\text{zone,max}} \) is the maximum theoretical operating Nyquist zone. Therefore, an ADC’s super-Nyquist sampling performance must be considered when determining the maximum operating Nyquist zone.

### 3.5 Intermediate frequency filter

The IF filter design is presented following a discussion on passive lumped elements. The filter’s specifications are determined in this section. It is desired that the IF filter serve a dual purpose as anti-aliasing filter and to provide sensitivity frequency control (SFC).

#### 3.5.1 Lumped element considerations

The filter’s operating frequency is low enough that passive lumped elements can be used. Therefore the limitations and considerations associated with lumped elements are briefly discussed.

For passive filter designs the network’s energy efficiency is an important parameter. Each lumped element’s energy efficiency is described by its quality (Q) factor. The Q factor represents the ratio of energy stored to energy dissipated through the element’s equivalent series resistance (ESR) [24]. The Q factor of a capacitor is given by

\[
Q_C = \frac{X_C}{R_C} = \frac{1}{\omega CR_C},
\]

(3.5.1)

where \( X_C \) is the reactance of the capacitor, \( R_C \) is the ESR, \( C \) is the capacitance, and \( \omega \) is the frequency of operation in radians. An inductor’s Q factor is defined in the same way

\[
Q_L = \frac{X_L}{R_L} = \frac{\omega L}{R_L},
\]

(3.5.2)

where \( X_L \) is the reactance of the inductor, \( R_L \) is the ESR, and \( L \) is the inductance.

The filter resonator elements are usually the most critical components for the network’s energy efficiency. It is found that energy is concentrated in the filter’s resonators, therefore more power is exerted through losses in the resonators than the coupling elements. The capacitors used in the filter’s resonators have relatively high Q factors of \( \pm 1000 \) (as seen
for ceramic capacitors with a COG (NP0) dielectric [25]), where the measured resonator inductor Q factors are ±130. The order of magnitude difference in Q factor does not necessarily indicate that the resonator inductors are the primary contributors to the overall filter insertion loss. A component’s ESR is the absolute indicator of its ability to spend signal energy, usually in the form of heat.

![Diagram of inductor and capacitor models](image)

Figure 3.17: (a) Inductor model, (b) Capacitor model.

The inductor and capacitor models shown in Fig. 3.17 include each component’s equivalent parasitic elements. Each lumped element has a self resonant frequency (SRF) at which point the capacitive and inductive impedances cancel each other out leaving only a resistive component [24]. Thus, the SRF of the inductor is given by

\[
SRF_L = \frac{1}{2\pi \sqrt{LC_{ESC}}},
\]

where \(C_{ESC}\) is the equivalent shunt capacitance. The capacitor’s self resonance is calculated by

\[
SRF_C = \frac{1}{2\pi \sqrt{CL_{ESI}}},
\]

where \(L_{ESI}\) is the equivalent series inductance. Beyond the SRF a capacitor starts behaving as an inductor and vice versa.

### 3.5.2 Sensitivity frequency control

The SFC’s frequency response is designed to attenuate signals from close proximity targets more than echoes received from targets that are further away. This has a normalising effect on the FMCW radar’s received spectrum. The amount of attenuation required is dependent on the transmission power and the object’s radar cross section (RCS).

The received signal power is determined using the radar equation

\[
P_r = \frac{P_t G^2 \lambda^2 \sigma}{(4\pi)^3 R^4},
\]

\[
10 \log(P_r) = 10 \log \left( \frac{P_t G^2 \lambda^2 \sigma}{(4\pi)^3} \right) - 40 \log(R),
\]

where \(P_t\) is transmission power (watts), \(P_r\) is received power (watts), \(G\) is the antenna gain, \(\lambda\) is the signal wave length, \(\sigma\) is a target’s RCS \((m^2)\), and \(R\) is the distance to the target [1].
As discussed in Chapter 1, an FMCW radar’s range is related to beat frequency by the following equation

\[ R = \frac{f_b v_p T_m}{2\Delta f}. \]  

(3.5.6)

By substituting Eq. (3.5.6) into Eq. (3.5.5) it is shown that propagating electromagnetic waves attenuate at 40 dB per decade. It is assumed that the variables in term one of Eq. (3.5.7) is frequency independent. At baseband, Eq. (3.5.7) is normalised (with regards to frequency) by adding a filter with an amplitude response that increases by 40 dB per decade. Normalisation of the spectrum is usually the intended function of an SFC.

\[ 10 \log(P_r) = 10 \log \left( \frac{P_t G^2 \lambda^2 \sigma}{(4\pi)^3 \left( \frac{v_p T_m}{2\Delta f} \right)^4} \right) - 40 \log(f_b) \]  

(3.5.7)

### 3.5.3 Intermediate frequency filter specifications

As stated in section 3.4 the desired signal has a 100 kHz bandwidth \((\Delta f = 100 \text{ kHz})\) and is centred around \(f_c\), where \(f_c = 1.027 \text{ MHz}\). The ADC is set-up to undersample the desired spectrum at a frequency of \(f_s = 821 \text{ kHz}\) as calculated using Eq. (3.4.1).

It is shown in section 5.2 that the cascaded RF components have a greater dynamic range than the ADC. Consequently, the receiver’s dynamic range is restricted to 60 dB by the ADC. To prevent aliasing, the IF filter is designed to have more than 60 dB attenuation in the neighbouring Nyquist zones.

![Figure 3.18: Representation of the desired intermediate frequency filter characteristics.](image)

The SFC attenuation degrades the receiver chain’s noise figure as shown in Chapter 4. Therefore, the IF filter is designed to partially suppress and normalise the desired spectrum. The signal bandwidth of interest is defined from frequency \(f_0\) to \(f_1\) as illustrated in Fig. 3.18, i.e. \(\Delta f = f_1 - f_0\). The strongest reflections with the potential to saturate the receiver are found at low beat frequencies, \(f_0\) to \(f_{SFC}\). These reflections are suppressed
by the SFC. However, maximum sensitivity is desired in the section of spectrum that is expected to contain weak echoes ($f_{SFC}$ to $f_1$).

Frequency $f_0$ in Fig. 3.18 is equal to the IF,

$$f_0 = f_{IF}. \tag{3.5.8}$$

Thus, $f_0$ relates to the IF FMCW radar’s zero beat frequency. For the design, the SFC is set-up to operate in half of the desired bandwidth,

$$f_{SFC} = f_0 + 0.5\Delta f = 1.0266 \text{ MHz}. \tag{3.5.9}$$

The range to a target with a beat frequency of

$$f_{b,SFC} = 0.5\Delta f = 50 \text{ kHz} \tag{3.5.10}$$

is calculated using Eq. (3.5.6). Assuming propagation in free space the target is at a distance of 18.75 m.

As discussed in section 3.5.2, the SFC baseband roll-off should be 40 dB/decade to normalise the received power in a section of spectrum. The 40 dB/decade baseband roll-off is translated to the IF by ensuring the magnitude of the beat frequency, $f_0 + \frac{f_{b,SFC}}{10}$, is 40 dB lower than the magnitude at $f_0 + f_{b,SFC}$. The desired baseband behaviour is approximated at the IF by adding two finite frequency transmission zeros to the filter response.

A MATLAB script generates the polynomials needed to realise a Chebyshev filter response that has the specified characteristics. It is found that placing a transmission zero at the IF (i.e. zero beat frequency $f_0$) produces the desired roll-off,

$$f_{z1} = f_0. \tag{3.5.11}$$

The synthesised filter’s return loss (RL) is 16 dB. By tuning the RL the passband ripple and out-of-band attenuation is influenced. The filter’s equiripple magnitude must be as low as possible and the out-of-band attenuation no less than the SFC’s attenuation. The passband ripple ($A_r$) is related to RL by Eq. (3.5.12) and a maximum ripple of 0.11 dB is calculated [26].

$$10^{A_r/10} - 1 = \frac{1}{10^{RL/10} - 1}$$

$$A_r = 10 \log_{10} \left( \frac{1}{10^{RL/10} - 1} + 1 \right) = -\alpha_r \tag{3.5.12}$$

During the filter synthesis the low pass prototype’s zero frequency maps to the bandpass filter’s centre frequency at

$$f_{centre} = \frac{f_{SFC} + f_2}{2} = 1.0616 \text{ MHz}. \tag{3.5.13}$$

The parameters in Table 3.1 are used during the IF filter synthesis and describe a symmetrical amplitude response. The filter’s cut-off frequency at $f_2$ is slightly higher than the bandwidth requirement. This ensures minimum attenuation at $f_1$. Further experimentation with regards to the IF filter’s response is regarded as future work. It might be beneficial to normalise the entire desired spectrum by expanding the SFC bandwidth.
Table 3.1: Intermediate frequency filter parameters (refer to Fig. 3.18)

<table>
<thead>
<tr>
<th>Filter parameter</th>
<th>Description of magnitude</th>
<th>Value</th>
<th>Value of frequency [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_r$</td>
<td>Ripple</td>
<td>-0.11</td>
<td></td>
</tr>
<tr>
<td>$\alpha_c$</td>
<td>Cut-off</td>
<td>-3</td>
<td></td>
</tr>
<tr>
<td>RL</td>
<td>Passband return loss</td>
<td>-16</td>
<td></td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>SFC att.</td>
<td>$\alpha_0$</td>
<td></td>
</tr>
<tr>
<td>$\alpha_m$</td>
<td>Minimum out-of-band att.</td>
<td>-40</td>
<td></td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>Anti-aliasing</td>
<td>-60</td>
<td></td>
</tr>
<tr>
<td>$f_s$</td>
<td>ADC sample freq.</td>
<td>0.821</td>
<td></td>
</tr>
<tr>
<td>$f_{IF}$</td>
<td>Intermediate frequency</td>
<td>0.9766</td>
<td></td>
</tr>
<tr>
<td>$f_0$</td>
<td>Start of band</td>
<td>$f_{IF}$</td>
<td></td>
</tr>
<tr>
<td>$f_{z1}$</td>
<td>Transmission zero 1</td>
<td>$f_0$</td>
<td></td>
</tr>
<tr>
<td>$f_{SFC}$</td>
<td>End of SFC band</td>
<td>1.0266</td>
<td></td>
</tr>
<tr>
<td>$f_c$</td>
<td>Centre of band</td>
<td>1.027</td>
<td></td>
</tr>
<tr>
<td>$f_{centre}$</td>
<td>Centre of band-pass filter</td>
<td>1.0616</td>
<td></td>
</tr>
<tr>
<td>$f_1$</td>
<td>End of receiver band</td>
<td>1.0766</td>
<td></td>
</tr>
<tr>
<td>$f_2$</td>
<td>Filter cut-off frequency</td>
<td>1.0966</td>
<td></td>
</tr>
<tr>
<td>$f_{z2}$</td>
<td>Transmission zero 2</td>
<td>1.1466</td>
<td></td>
</tr>
<tr>
<td>$\Delta f$</td>
<td>Receiver bandwidth</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>$\delta f_{-3dB}$</td>
<td>Filter bandwidth</td>
<td>0.070</td>
<td></td>
</tr>
</tbody>
</table>

3.5.4 Intermediate frequency filter synthesis

The IF filter synthesis is essentially a three step process. First, the polynomials required to realise the desired Chebyshev filter response is generated. Then a coupling matrix is synthesised for a realisable double terminated network. Finally, the passive lumped element values for a narrow band coupled resonator filter is produced from the coupling matrix [27].

Synthesis of the Chebyshev filter function

For a two-port network, the voltage scattering matrix $[S]$ is represented by a $2 \times 2$ matrix

$$
\begin{bmatrix}
  V_1^- \\
  V_2^-
\end{bmatrix} =
\begin{bmatrix}
  S_{11} & S_{12} \\
  S_{21} & S_{22}
\end{bmatrix}
\begin{bmatrix}
  V_1^+ \\
  V_2^+
\end{bmatrix}
$$

or

$$[V^-] = [S][V^+]$$

where $V_n^+$ is the amplitude of the voltage wave incident on port $n$ and $V_n^-$ is the amplitude of the voltage wave reflected from port $n$ [8].

Assuming the network is passive, lossless, and reciprocal, the scattering matrix yields the following equations that describe the conservation of energy. The sum of the reflection and transmission parameters at each port is unity and produces

$$S_{11}(s)S_{11}(s)^* + S_{21}(s)S_{21}(s)^* = 1,$$

$$S_{22}(s)S_{22}(s)^* + S_{12}(s)S_{12}(s)^* = 1,$$
and an orthogonality equation
\[ S_{11}(s)S_{12}(s)^* + S_{21}(s)S_{22}(s)^* = 0, \quad (3.5.18) \]
where the S-parameters are assumed to be functions of the complex frequency variable, \( s = j\omega \) [28].

A lossless two-port network’s reflection and transmission coefficients can be expressed as the ratio of two polynomials [28]. Therefore, the reflection parameter \( S_{11}(s) \) at port 1 of the network is represented by the ratio of two finite-degree polynomials \( E(s) \) and \( F(s) \),
\[
S_{11}(s) = \frac{F(s)}{\epsilon_R E(s)}, \quad (3.5.19)
\]
where \( \epsilon_R \) is a real constant that normalises the highest degree coefficients of \( E(s) \) and \( F(s) \) to unity. By reorganising Eq. (3.5.16) and substituting Eq. (3.5.19), we obtain
\[
S_{21}(s)S_{21}(s)^* = 1 - \frac{F(s)F(s)^*}{\epsilon_R E(s)E(s)^*}, \quad (3.5.20)
\]
The transmission parameter \( S_{21}(s) \) is also expressed as the ratio of two polynomials
\[
S_{21}(s) = \frac{P(s)}{\epsilon E(s)}, \quad (3.5.21)
\]
where
\[
E(s)E(s)^* = \frac{P(s)P(s)^*}{\epsilon^2} + \frac{F(s)F(s)^*}{\epsilon_R^2}. \quad (3.5.22)
\]

From Eqs. (3.5.19) and (3.5.21) it is seen that the S-parameters share a common denominator polynomial \( E(s) \), where \( E(s) \), \( P(s) \) and \( F(s) \) are \( N \)-th degree polynomials with complex coefficients (for lowpass and bandpass filters). Parameter \( N \) is the order of the filter network under consideration [28].

Under the assumption that a lossless passive network is described by these polynomials, \( E(s) \) should be strictly Hurwitz, meaning that all the roots of \( E(s) \) [poles of \( S_{11}(s) \) and \( S_{21}(s) \)] should be the left half of the complex plane. However, these poles need not be symmetrical about the real axis in the complex plain [28].

The roots of the numerator polynomial \( F(s) \) of \( S_{11}(s) \) are the points of zero reflected power, or perfect transmission. The transmission zeros of the filter function are the zeros described by the numerator polynomial \( P(s) \) of \( S_{21}(s) \). The degree \( n_{zf} \) of the polynomial \( P(s) \) matches the number of finite transmission zeros that the filter transfer function incorporates. This implies that \( n_{zf} \leq N \), because \( S_{21}(s) \) may not exceed unity for a passive network as \( s \rightarrow j\infty \). Note, because of the orthogonality condition both polynomials \( [F(s) \) and \( P(s)] \) must have zeros that are either on the imaginary axis of the complex S-plane or in mirror image pairs symmetrically arranged about the imaginary axis. However, to determine the denominator polynomial \( E(s) \) the alternating pole method is applied as described by [28], therefore reducing Eq. (3.5.22) to
\[
\epsilon^2 \epsilon_R^2 E(s)E(s)^* = [\epsilon_R P(s) + \epsilon F(s)][\epsilon_R P(s) + \epsilon F(s)]^*, \quad (3.5.23)
\]
for odd values of \( N - n_{zf} \), and
\[
\epsilon^2 \epsilon_R^2 E(s)E(s)^* = [\epsilon_R^2 jP(s) + \epsilon F(s)][\epsilon_R^2 jP(s) + \epsilon F(s)]^*, \quad (3.5.24)
\]
when \( N - n_{f_z} \) is even. Equations (3.5.23) and (3.5.24) show that by selecting the position of the \( N \) singularities in the left half of the S-plane, the denominator polynomial \( E(s) \) can be formed. The alternating pole method is valid on the condition that the reflection zeros of \( F(s) \) lie on the imaginary axis.

By definition a Chebyshev function’s reflection zeros [roots of \( F(s) \)] are on the imaginary axis of the complex S-plane (or real axis of the \( \omega \) plane). Therefore, the alternating pole formula is valid for a lossless network described by the Chebyshev function as follows

\[
S_{21}(\omega)S_{21}(\omega)^* = \frac{P(\omega)P(\omega)^*}{\epsilon^2 E(\omega)E(\omega)^*},
\]

where

\[
kC_N(\omega) = \frac{F(\omega)}{P(\omega)},
\]

and where \( k \) is a normalising constant, and \( \omega \) is the real frequency that is related to the complex frequency variable \( s = j\omega \). The real constant \( \epsilon \) is determined by evaluating \( P(s)/E(s) \) at a convenient value of \( \omega \). For the Chebyshev filter function, \( \epsilon \) is a constant that normalises \( S_{21}(\omega) \) to the desired equiripple level \( (A_r) \) at \( \omega = \pm 1 \) [28],

\[
|S_{21}(\omega)|^2_{\omega=\pm 1} = \left| \frac{P(\omega)/\epsilon}{E(\omega)} \right|_{\omega=\pm 1},
\]

\[
|P(\omega)|^2_{\omega=\pm 1} = 10^{A_r / 10},
\]

and solving for \( \epsilon \),

\[
\epsilon = \sqrt{10^{A_r / 10} - 1} \left| \frac{P(\omega)}{F(\omega)/\epsilon_R} \right|_{\omega=\pm 1},
\]

where \( A_r \) is the prescribed equiripple level in dB at \( \omega = \pm 1 \). Equation (3.5.28) is expressed in terms of return loss by applying Eq. (3.5.12) resulting in

\[
\epsilon = \frac{1}{\sqrt{10^{RL / 10} - 1}} \left| \frac{P(\omega)}{F(\omega)/\epsilon_R} \right|_{\omega=\pm 1}.
\]

The maximum level of \( |S_{21}(s)| \) for a passive network is 1 (or 0 dB). If \( n_{f_z} < N \) [i.e., \( E(s) \) is a higher order polynomial than \( P(s) \)] it follows that \( |S_{21}(s)| = 0 \) at \( s = \pm j\infty \). When \( |S_{21}(j\infty)| = 0 \) the conservation of energy dictates that

\[
S_{11}(j\infty) = \frac{1}{\epsilon_R} \left| \frac{F(j\infty)}{E(j\infty)} \right| = 1.
\]

With reference to Eq. (3.5.30), if \( n_{f_z} < N \) the highest degree coefficients of \( E(s) \) and \( F(s) \) are normalised to 1, thus \( \epsilon_R = 1 \).

When \( P(s) \) is a \( N \)th-degree polynomial (fully canonical function), where all \( N \) available transmission zeros are at finite positions in the complex plane \( (n_{f_z} = N) \), the attenuation at infinite frequency \( (s = \pm j\infty) \) is finite. For the fully canonical case, \( E(s) \), \( F(s) \), and
$P(s)$ are all $N$th-degree polynomials and their highest degree coefficients are unity. By assessing the conservation of energy condition at $s = \pm j\infty$, $\epsilon_R$ is derived for the fully canonical case,

$$
S_{11}(j\infty)S_{11}(j\infty)^* + S_{21}(j\infty)S_{21}(j\infty)^* = 1,
F(j\infty)F(j\infty)^* + P(j\infty)P(j\infty)^* = 1,
\frac{1}{\epsilon_R^2}E(j\infty)E(j\infty)^* = 1,
\left(3.5.31\right)
$$

$C_N(\omega)$ is the filter function of degree $N$, where its poles and zeros are the roots of $P(\omega)$ and $F(\omega)$ respectively. The general Chebyshev characteristic equation has the form

$$
C_N(\omega) = \cosh \left[ \sum_{n=1}^{N} \cosh^{-1}(x_n(\omega)) \right].
\left(3.5.32\right)
$$

To represent a Chebyshev function, $x_n(\omega)$ requires the following properties: At $\omega = \omega_n$, where $\omega_n$ is the position of a transmission zero $x_n(\omega_n) = \pm \infty$. For $\omega = \pm 1, x_n(\omega) = \pm 1$, and between $\omega = -1$ and $\omega = 1$ (in-band), $1 \geq x_n(\omega) \geq -1$. Equation (3.5.33) is found to satisfy all the requirements [28].

$$
x_n(\omega) = \frac{\omega - 1/\omega_n}{1 - \omega/\omega_n}
\left(3.5.33\right)
$$

![Figure 3.19: The roots of the $E(s)$, $P(s)$ and $F(s)$ polynomials in the complex S-plane.](image)

A recursive technique to calculate the numerator of Eq. (3.5.32) is described in [28] and [29]. Polynomial $F(\omega)$ is determined because it has the same zeros as the numerator of $C_N(\omega)$. The filter’s prescribed transmission zero’s are used as roots to determine polynomial $P(\omega)/\epsilon$. Lastly, the denominator polynomial $E(\omega)$ is constructed by applying the alternating singularity principle [Eqs. (3.5.23) or (3.5.24)].
A MATLAB script provided in Appendix B.1 generates the coefficients of polynomials $E(s)$, $P(s)$, and $F(s)$ that satisfy the IF filter specifications given in section 3.5.3 from the parameters specified in Table 3.1. The corresponding roots of the polynomials are presented in Fig. 3.19 and the IF filter’s S-parameters in Fig. 3.20.

**Fully-canonical coupling matrix**

A synthesised filter can be represented by a coupling matrix. Inter-resonator couplings directly correspond to the non-zero elements of the matrix. Therefore, by mathematically manipulating the coupling matrix many different filter topologies can be realised [29].

In this section the generalised fully-canonical or $N + 2$ folded coupling matrix is synthesised. The fully-canonical representation allows for multiple input/output couplings. These couplings are made from the source and/or load to the resonators. The coupling matrix is synthesised by producing two different representations of the filter network’s two-port short-circuit admittance matrix $[Y_N]$ (i.e. the Y-parameter matrix). The resultant $[Y_N]$ matrices are then equated [30].
Case 1 - Synthesis of the Y-parameter matrix \([Y_N]\) from the transmission and reflection coefficients

The first approach is to derive the \([Y_N]\) matrix from the coefficients of the rational polynomials of the transmission and reflection scattering parameters, \(S_{21}(s)\) and \(S_{11}(s)\) respectively, where the S-parameters describe the filter’s characteristics.

The input impedance to the network shown in Fig. 3.21 is

\[
Z_{\text{in}}(s) = R_1 \frac{1 + S_{11}(s)}{1 - S_{11}(s)},
\]

where the matched loads are normalised to 1 \(\Omega\) with \(R_1 = R_N = 1 \Omega\). By applying Eq. (3.5.19) the input impedance is rewritten as

\[
Z_{\text{in}}(s) = \frac{\epsilon R E(s) \pm F(s)}{\epsilon R E(s) \mp F(s)} = \frac{m_1 + n_1}{m_2 + n_2},
\]

(3.5.35)

where \(m_1, m_2\) and \(n_1, n_2\) are complex-even and complex-odd polynomials, respectively, constructed from \(E(s)\) and \(F(s)\) [29]. The input impedance of the lossless network can be represented in terms of \(Y\) and \(Z\)-parameters as

\[
Z_{\text{in}}(s) = \frac{Z_{11}}{Z_{22} + 1} \left( \frac{1}{y_{22}} + 1 \right).
\]

(3.5.36)

By comparing Eqs. (3.5.35) and (3.5.36) it is seen that

\[
y_{22}(s) = \begin{cases} 
\frac{n_1}{m_1} = \frac{y_{22n}}{y_d}, & \text{for } N \text{ even} \\
\frac{m_1}{n_1} = \frac{y_{22n}^d}{y_d}, & \text{for } N \text{ odd}
\end{cases}
\]

(3.5.37)

and because the denominator of \(y_{21}\) is the same as that of \(y_{22}\), and the numerator of \(y_{21}\) has the same transmission zeros as \(S_{21}(s)\)

\[
y_{21}(s) = \begin{cases} 
\frac{P(s)/\epsilon}{m_1} = \frac{y_{21n}}{y_d}, & \text{for } N \text{ even} \\
\frac{m_1}{n_1} = \frac{y_{21n}^d}{y_d}, & \text{for } N \text{ odd}
\end{cases}
\]

(3.5.38)

To ensure that both \(m_1\) and \(n_1\) have purely real or imaginary coefficients they are constructed from \(E(s)\) and \(F(s)\) using the numerator of Eq. (3.5.35) as follows:

\[
m_1 + n_1 = \epsilon R E(s) + F(s).
\]

(3.5.39)

Then,

\[
m_1 = \text{Re}\{e_0 + f_0\} + \text{Im}\{e_1 + f_1\} s + \text{Re}\{e_2 + f_2\} s^2 + \cdots,
\]

(3.5.40)

and

\[
n_1 = \text{Im}\{e_0 + f_0\} + \text{Re}\{e_1 + f_1\} s + \text{Im}\{e_2 + f_2\} s^2 + \cdots,
\]

(3.5.41)

where \(e_i\) and \(f_i\), \(i = 0, 1, 2, 3 \cdots N\) are the complex coefficients of \(E(s)\) and \(F(s)\) [29].
The procedure followed to generate \( y_{22}(s) \) and \( y_{21}(s) \) is different depending on whether the filter order \((N)\) is even or odd. The highest degree coefficient in the polynomials \( n_1 \) and \( n_1 \) are unity and by extension those coefficients are real. By following this procedure the denominator polynomials of Eqs. (3.5.37) and (3.5.38) have equal or greater orders when compared to those of the nominators.

By knowing the numerator and denominator polynomials for \( y_{21}(s) \) and \( y_{22}(s) \), their resultant residues \( r_{21k} \) and \( r_{22k} \) is found by calculating the partial fraction expressions for \( y_{21}(s) \) and \( y_{22}(s) \). The real eigenvalues \( \lambda_k \) of the network is determined by rooting the common denominator \( y_d(s) \) of both \( y_{21}(s) \) and \( y_{22}(s) \). Expressing the residues in matrix form yields the following equation for the Y-parameter matrix,

\[
[Y_N] = \begin{bmatrix}
  y_{11}(s) & y_{12}(s) \\
  y_{21}(s) & y_{22}(s)
\end{bmatrix},
\]

\[
= \frac{1}{y_d(s)} \begin{bmatrix}
  y_{11n}(s) & y_{12n}(s) \\
  y_{21n}(s) & y_{22n}(s)
\end{bmatrix},
\]

\[
= j \left[ \begin{array}{cc}
  0 & K_{\infty} \\
  K_{\infty} & 0 \\
\end{array} \right] + \sum_{k=1}^{N} \frac{1}{s - j\lambda_k} \begin{bmatrix}
  r_{11k} & r_{12k} \\
  r_{21k} & r_{22k}
\end{bmatrix},
\]

where the real constant \( K_{\infty} = 0 \), except for the fully canonical case where the nominator and denominator polynomials of the Y-parameters in the admittance matrix are of the same order, i.e. \( n_{fz} = N \).

To determine \( K_{\infty} \) for the fully canonical case it is convenient to evaluated its value at \( s = j\infty \),

\[
 jK_{\infty} = \left. \frac{y_{21n}(s)}{y_d(s)} \right|_{s=j\infty} = \left. \frac{jP(s)/\epsilon}{y_d(s)} \right|_{s=j\infty},
\]

where the constant \( K_{\infty} \) is independent of \( s \). Due to the process followed to build up \( y_d(s) \), its highest degree coefficient has a value of

\[
y_d(j\infty) = e_N + f_N = 1 + \frac{1}{\epsilon R},
\]

and since the highest degree coefficient of polynomial \( P(s) \) is normalised, \( P(j\infty) = 1 \), it results in

\[
K_{\infty} = \frac{1/\epsilon}{1 + 1/\epsilon R}.
\]

**Case 2 - Synthesis of the Y-parameter matrix \([Y_N]\) using a circuit approach**

The \( k \)-th resonator in Fig. 3.22 (a) can be represented by an \( ABCD \) transfer matrix by cascading the elements in Fig. 3.22 (b) as follows

\[
[ABCD]_k = \begin{bmatrix}
  0 & j/M_{Sk} \\
  jM_{Sk} & 0
\end{bmatrix} \begin{bmatrix}
  1 & 0 \\
  jB_k + C_k s & 1
\end{bmatrix} \begin{bmatrix}
  0 & j/M_{Lk} \\
  M_{Lk} & M_{Sk} M_{Lk}
\end{bmatrix},
\]

where \( M_{Sk} \) and \( M_{Lk} \) are the source-resonator and load-resonator admittance inverters respectively. The \( ABCD \)-parameters of Eq. (3.5.46) are converted to the equivalent
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Y-parameter matrix producing Eq. (3.5.47).

\[
[Y_k] = \begin{bmatrix}
y_{11k}(s) & y_{12k}(s) \\
y_{21k}(s) & y_{22k}(s)
\end{bmatrix}
= \frac{1}{sC_k + jB_k} \begin{bmatrix}
M^2_{Sk} & M_{Sk}M_{Lk} \\
M_{Sk}M_{Lk} & M^2_{Lk}
\end{bmatrix}
\] (3.5.47)

The fully canonical two-port admittance matrix \([Y_N]\) for the parallel-connected transverse array (as in Fig. 3.22) is the sum of the Y-parameter matrices for the \(N\) individual sections. The Y-parameter matrix \([Y_{SL}]\) for the direct source-load coupling matrix \(M_{SL}\) is added [29], to produce

\[
[Y_N] = \begin{bmatrix}
y_{11}(s) & y_{12}(s) \\
y_{21}(s) & y_{22}(s)
\end{bmatrix},
= [Y_{SL}] + \sum_{k=1}^{N} [Y_k],
= j \begin{bmatrix}
0 & M_{SL} \\
M_{SL} & 0
\end{bmatrix} + \sum_{k=1}^{N} \frac{1}{sC_k + jB_k} \begin{bmatrix}
M^2_{Sk} & M_{Sk}M_{Lk} \\
M_{Sk}M_{Lk} & M^2_{Lk}
\end{bmatrix}.
\] (3.5.48)

Figure 3.22: Canonical transversal array. (a) \(N\)-resonator transversal array including direct source-load coupling \(M_{SL}\). (b) Equivalent circuit of the \(k\)-th resonator with coupling in the transversal array.

The two expressions for \([Y_N]\), Eqs. (3.5.42) and (3.5.48), are equated producing the following relationship between the residues and the transversal coupling matrix elements

\[
M_{SL} = K_\infty,
C_k = 1 \quad \text{and} \quad B_k = -\lambda_k \ (\equiv M_{kk}),
M^2_{Lk} = r_{22k} \quad \text{and} \quad M_{Sk}M_{Lk} = r_{21k}.
\] (3.5.49)

The capacitors \(C_k\) of the parallel networks are all unity and the frequency-invariant susceptances \(B_k\) represent the self couplings \(M_{11}\) to \(M_{NN}\) [27],

\[
M_{Lk} = \sqrt{r_{22k}},
\] (3.5.50)
and

\[ M_{Sk} = \frac{r_{21k}}{\sqrt{r_{22k}}} = \sqrt{r_{11k}} \quad k = 1, 2, \cdots, N. \quad (3.5.51) \]

From Eqs. (3.5.49) to (3.5.51) the reciprocal \( N + 2 \) transversal coupling matrix \( M \) is constructed. As shown by Fig. 3.23, \( M_{Sk} \) and \( M_{Lk} \) are the \( N \) input and output couplings and occupy the first and last row and column of the matrix from 1 to \( N \) respectively. All other entries are zero [27].

**Figure 3.23:** \( N + 2 \) canonical coupling matrix \( M \) for the transversal array. The matrix is symmetric about the principal diagonal, i.e., \( M_{ij} = M_{ji} \).

A MATLAB script (provided in Appendix B.2) generates the transversal coupling matrix \( M \) (see Table 3.2) from the IF filter’s S-parameters as calculated in section 3.5.4.

**Table 3.2:** The transversal array’s \( N + 2 \) canonical coupling matrix for the IF filter

<table>
<thead>
<tr>
<th></th>
<th>S</th>
<th>1</th>
<th>2</th>
<th>\cdots</th>
<th>k</th>
<th>\cdots</th>
<th>N</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td></td>
<td>( M_{S1} )</td>
<td>( M_{S2} )</td>
<td>\cdots</td>
<td>( M_{Sk} )</td>
<td>\cdots</td>
<td>( M_{SN} )</td>
<td>( M_{SL} )</td>
</tr>
<tr>
<td>1</td>
<td>( M_{1S} )</td>
<td>( M_{11} )</td>
<td>\cdots</td>
<td>( M_{k1} )</td>
<td>\cdots</td>
<td>( M_{1L} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( M_{2S} )</td>
<td>( M_{21} )</td>
<td>\cdots</td>
<td>( M_{k2} )</td>
<td>\cdots</td>
<td>( M_{2L} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k</td>
<td>( M_{kS} )</td>
<td>( M_{kk} )</td>
<td>\cdots</td>
<td>( M_{kL} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>( M_{NS} )</td>
<td>\cdots</td>
<td>( M_{NN} )</td>
<td>( M_{NL} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>( M_{LS} )</td>
<td>( M_{L1} )</td>
<td>( M_{L2} )</td>
<td>\cdots</td>
<td>( M_{Lk} )</td>
<td>\cdots</td>
<td>( M_{LN} )</td>
<td></td>
</tr>
</tbody>
</table>

The elements of the transversal coupling matrix (in Table 3.2) may be realised directly by the coupling elements of a filtering structure. However, the multiple source and load couplings of the transversal array is not ideal for lumped element filter implementations. The negative entries on the coupling matrix are inductive elements when converted to passive lumped structures. The use of few coupling inductors with small values is desired. At the IF filter’s low operating frequency inductors tend to have large values. In practice the manufacturing tolerances on large inductors are high and they usually have relatively low quality factors. Resulting in more laborious tuning, greater insertion loss, and the self-coupling elements on the diagonal of the \( M \) matrix require more adjustment. Similarity
transforms (sometimes called rotations) are applied to produce a more convenient coupling topology [27].

The use of similarity transforms ensure that the eigenvalues and eigenvectors of the matrix $M$ are preserved. Consequently the transformed matrix will yield the same transfer and reflection characteristics as the original matrix [27].

### Similarity transformation and matrix reconfiguration

A similarity transform is applied to a $N \times N$ coupling matrix $M_r$ by pre-multiplying $M_r$ by a $N \times N$ rotation matrix $R_r$ and post-multiplying $M_r$ by the transpose of $R_r$,

$$M_r = R_r M_{r-1} R_r^T$$

$r = 1, 2, 3, \ldots, R.$ (3.5.52)

The resultant matrix $M_R$ at the end of the series of transformations yields the same performance as the original matrix $M_0$ [27].

The rotation matrix is constructed as illustrated by the example in Fig. 3.24. Selecting a pivot of $[i,j]$ ($i \neq j$) for matrix $R_r$ means that elements $R_{ii} = R_{jj} = \cos \theta_r$, $R_{ji} = -R_{ij} = \sin \theta_r$, where $i, j \neq S$ or $L$, and $\theta_r$ is the angle of rotation. The remaining principal diagonal entries are equal to 1 and all other undefined off-diagonal entries are zero.

$$\theta_r = \tan^{-1}(-M_{5S}/M_{5S})$$

Figure 3.24: Example of a sixth degree rotational matrix $R_r$ with pivot point [2,5]. The angle $\theta_r$ is setup to annihilate entry $M_{5S}$.

If a similarity transform with pivot $[i,j]$ and angle $\theta_r \neq 0$ is applied to a coupling matrix $M_{r-1}$ as in Eq. (3.5.52). The elements in rows and columns $i$ and $j$ of the resultant matrix $M_r$ are transformed from the corresponding elements in $M_{r-1}$. These elements are in line with the pivot’s crossings (and are indicated in green on Fig. 3.24). For the $k$th element not at the pivot cross-points (i.e., $k \neq i, j$) in row or column $i$ or $j$ the value is

$$M_{ik,r} = c_r M_{ik,r-1} - s_r M_{jk,r-1}$$

for an element in row $i$,

$$M_{jk,r} = s_r M_{ik,r-1} + c_r M_{jk,r-1}$$

for an element in row $j$,

$$M_{ki,r} = c_r M_{ki,r-1} - s_r M_{kj,r-1}$$

for an element in column $i$,

$$M_{kj,r} = s_r M_{ki,r-1} + c_r M_{kj,r-1}$$

for an element in column $j$, (3.5.53)
where \( k(\neq i,j) = 1, 2, 3, \cdots, N, c_r = \cos \theta_r, \) and \( s_r = \sin \theta_r. \) The elements on the cross-points of the pivot \((M_{ii}, M_{jj}, M_{ij} = M_{ji})\) of \( \mathbf{M}\) are

\[
M_{ii,r} = c_r^2 M_{ii,r-1} - 2 s_r c_r M_{ij,r-1} + s_r^2 M_{jj,r-1},
\]
\[
M_{jj,r} = s_r^2 M_{ii,r-1} + 2 s_r c_r M_{ij,r-1} + c_r^2 M_{jj,r-1},
\]
\[
M_{ij,r} = M_{ij,r-1}(c_r^2 - s_r^2) + s_r c_r (M_{ii,r-1} - M_{jj,r-1}).
\]

During the matrix reduction process two properties of the similarity transform is exploited:

- In matrix \( \mathbf{M}\) only the elements on rows and columns \( i \) and \( j \) related to the pivot \([i,j]\) of \( \mathbf{R}\) are affected by the transform (if \( \theta_r \neq 0\)).

- Assuming two zero elements face each other across the rows and columns of the pivot before the transform, these values remain zero after the transform.

The angle \( \theta_r \) needed to annihilate (i.e. null) an entry in matrix \( \mathbf{M}_{r-1}\) is determined by setting the values related to matrix \( \mathbf{M}_r\) to zero in Eqs. (3.5.53) and (3.5.54), then solving for \( \theta_r\)

\[
\theta_r = \arctan \left( \frac{M_{ik}}{M_{jk}} \right) \quad \text{for the } k\text{th element in row } i \ (M_{ik}),
\]
\[
\theta_r = - \arctan \left( \frac{M_{jk}}{M_{ik}} \right) \quad \text{for the } k\text{th element in row } j \ (M_{jk}),
\]
\[
\theta_r = \arctan \left( \frac{M_{ki}}{M_{kj}} \right) \quad \text{for the } k\text{th element in column } i \ (M_{ki}),
\]
\[
\theta_r = - \arctan \left( \frac{M_{kj}}{M_{ki}} \right) \quad \text{for the } k\text{th element in column } j \ (M_{kj}).
\]

The angle \((\theta_r)\) of rotation for the cross-pivot entries \((M_{ii}, M_{jj}, M_{ij}, M_{ji})\) are documented in [28]. These transforms are not applied during the transversal matrix \( \mathbf{M}\) transformation presented in Table 3.3.

Table 3.3: Similarity transform sequence for the reduction of the transversal matrix

<table>
<thead>
<tr>
<th>Transform Number</th>
<th>Pivot ([i, j])</th>
<th>Elements to be Annihilated</th>
<th>( \theta_r = \tan^{-1}(c_{M_{kl}}/M_{mn}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[1,2]</td>
<td>( M_{S2} ) (and ( M_{2S} )), row ( S )</td>
<td>( k ) ( l ) ( m ) ( n ) ( c )</td>
</tr>
<tr>
<td>2</td>
<td>[1,3]</td>
<td>( M_{S3} ) (and ( M_{3S} )), row ( S )</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>[1,4]</td>
<td>( M_{S4} ) (and ( M_{4S} )), row ( S )</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>[2,4]</td>
<td>( M_{L2} ) (and ( M_{2L} )), column 2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>[3,4]</td>
<td>( M_{L3} ) (and ( M_{3L} )), column 3</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>[3,2]</td>
<td>( M_{L3} ) (and ( M_{3L} )), column 2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>[2,3]</td>
<td>( M_{L3} ) (and ( M_{3L} )), row 1</td>
<td></td>
</tr>
</tbody>
</table>

Due to symmetry in the outer rows and columns of the transversal matrix in Table 3.2, corresponding entries in these rows and column are annihilated simultaneously. The pivots of the rotations to annihilate the source couplings start at position \([i = 1, j = 2]\) and progress toward the end of the matrix until position \([i = 1, j = 4]\). The load
couplings are nulled by moving the pivot from \([i = 4, j = 2]\) to \([i = 4, j = 3]\). An additional rotation is applied to transform inductive coupling elements between resonators to capacitive coupling. Element \(M_{1,3}\) is annihilated because only two finite zero's are desired. Therefore, a third cross coupled element is redundant. The transforms are shown in sequence in Table 3.3.

A MATLAB script provided in Appendix B.3 reduces the transversal matrix in Table 3.2, by following the steps shown in Table 3.3, to the matrix presented in Table 3.4.

Table 3.4: Transformed \(N + 2\) coupling matrix that has the desired topology and filter characteristics

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0.9349</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9349</td>
<td>0</td>
<td>0.8092</td>
<td>0</td>
<td>-0.0692</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.8092</td>
<td>0</td>
<td>0.6847</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.6847</td>
<td>0</td>
<td>0.8092</td>
</tr>
<tr>
<td>0</td>
<td>-0.0692</td>
<td>0</td>
<td>0.8092</td>
<td>0</td>
<td>0.9349</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.9349</td>
</tr>
</tbody>
</table>

**Passive lumped elements from a coupling matrix**

The coupled resonator filter is constructed using impedance inverters and LC resonators as shown in Fig. 3.25. In practice the inverters are either T- or \(\Pi\)-networks made of frequency dependent reactive elements. The LC resonator’s lumped elements can be connected in series or parallel.

![Figure 3.25](image)

Figure 3.25: (a) Idealised filter elements illustrating the loaded Q source impedance (\(R_{QS}\)), LC-resonator, and the admittance inverter between resonator 1 and 2. (b) Practical filter elements, matching network between the loaded Q and desired input impedance (\(R_{S}\)). A capacitive \(\Pi\)-inverter network replaces the ideal \(J\)-inverter.

The physical inverters are frequency dependent and only produce the correct inverter-constants at their centre frequencies. Therefore, the coupled resonator filter design is only suited to narrow band implementations. A relative bandwidth of 10 % is acceptable when using lumped elements (inductors and capacitors) in a coupled resonator filter.
The coupling matrix $\mathbf{M}$ is normalised according to the synthesised filter’s 3 dB relative bandwidth. To undo this normalisation a new coupling matrix is defined as follows

$$ k = \left( \frac{f_2 - f_{SFC}}{f_{centre}} \right) \mathbf{M} = \left( \frac{\delta f_{-3dB}}{f_{centre}} \right) \mathbf{M} = \Delta \mathbf{M}. $$

Refer to Fig. 3.18 for an illustrative definition of the variables used in Eq. (3.5.56).

To keep the synthesis general, it is assumed that the IF filter’s frequency response is asymmetrical. Therefore, the resonators have offset resonant frequencies. The self coupling coefficients ($M_{ii}$) on the diagonal of the coupling matrix indicate the required adjustment. By analysing a parallel resonator and equating its impedance to the bandwidth scaled self coupling coefficient, the adjusted centre frequency is determined

$$ y_i(s) = C_i s + \frac{1}{L_i s}, $$

$$ y_i(j\omega) = \frac{1}{jM_{ii}} = C_i j\omega_0 + \frac{1}{L_i j\omega_0}, $$

where $\omega_0 = \omega_{centre}$ is the design centre frequency during the filter synthesis. At the compensated centre frequency $\omega_0 i$, the lossless resonator’s admittance is zero, i.e. $y_i(j\omega_0 i) = 0$. Consequently, the following relationship is found

$$ \omega_0 i = \frac{1}{\sqrt{L_i C_i}}, $$

and the characteristic impedance is

$$ Z_i = \sqrt{\frac{L_i}{C_i}}. $$

By applying Eqs. (3.5.57) to (3.5.60) the resonator’s compensated centre frequency is identified

$$ \frac{M_{ii}}{Z_i} = \frac{\omega_0 i - \omega_0}{\omega_0 i}, $$

$$ \omega_0 i = \omega_0 \left[ \frac{1}{2} \frac{M_{ii}}{Z_i} + \sqrt{\left( \frac{1}{2} \frac{M_{ii}}{Z_i} \right)^2 + 1} \right]. $$

The values of the frequency compensated inductor and capacitor pair are determined using Eqs. (3.5.61) and (3.5.62)

$$ C_i = \frac{1}{Z_i \omega_0 i}, $$

$$ L_i = \frac{Z_i}{\omega_0 i}. $$

The slope of the impedance/admittance function of a resonator is an important constant in coupled resonator filters because it represents the resonator’s susceptance at its resonant frequency. For parallel resonators, as illustrated in Fig. 3.25, the normalised slope parameter at $\omega_0 i$ is given by

$$ \beta_i = \frac{\omega_0 i \left. \frac{dB_i}{d\omega} \right|_{\omega=\omega_0 i}}{2}, $$

$$ = \frac{\omega_0 i}{2} \left. \frac{d}{d\omega} \left[ C_i \omega - \frac{1}{L_i \omega} \right] \right|_{\omega=\omega_0 i}, $$

$$ = \frac{C_i \omega_0 i}{2} + \frac{1}{2L_i \omega_0 i}. $$

(3.5.63)
At the resonators resonant frequency its impedance \( y_i(j\omega_0) = 0 \), therefore, from Eq. (3.5.57) it is evident that

\[
C_i\omega_0 = \frac{1}{L_i\omega_0}.
\]

Consequently, the admittance slope parameter \( \beta_i \) of the \( i \)-th resonator is calculated

\[
\beta_i = C_i\omega_0 = \frac{1}{L_i\omega_0}.
\]

The admittance inverter coefficients \( (J_{ij}) \) are scaled according to the neighbouring resonator’s susceptances as follows

\[
J_{ij} = \sqrt{\beta_i\beta_jk_{ij}},
\]

where \( k_{ij} \) are the coefficients of the frequency scaled coupling matrix \( k \).

By calculating the loaded Q-factor \( (Q_L) \) for the filter’s end resonators it is possible to determine the required source and load matching impedances. A parallel resonator’s external quality factor is calculated by [8]

\[
Q_e = \frac{\beta_S}{G_S}.
\]

The source conductance \( (G_S = \frac{1}{R_S}) \), as seen from resonator one through the admittance inverter \( J_{S1} \), is taken into account

\[
Q_e = \frac{\beta_S}{J_{S1}/G_QS}.
\]

Applying Eq. (3.5.66) to Eq. (3.5.68) produces the external Q-factor

\[
Q_e = \frac{G_{QS}}{\beta_1k_{S1}^2},
\]

\[
= \frac{G_{QS}}{\beta_1\Delta^2M_{S1}^2}.
\]

The loaded Q-factor is related to the bandwidth by

\[
Q_L = \frac{\omega_0}{\delta f_{-3dB}} = \frac{1}{\Delta}.
\]

The unloaded Q-factor \( (Q_u) \) for the parallel resonator is infinite when assuming the resonators are lossless because no energy is dissipated in the resonator [8] [28]. The loaded Q is expressed in terms of the external and unloaded Q by

\[
\frac{1}{Q_L} = \frac{1}{Q_e} + \frac{1}{Q_u},
\]

where \( Q_L \approx Q_e \) for the lossless resonator. The source resistance seen at the input to the filter is determined

\[
Q_L = \frac{1}{\Delta} \approx Q_e = \frac{G_{QS}}{\beta_1\Delta^2M_{S1}^2},
\]

solving for \( G_{QS} \), where \( G_{QS} = \frac{1}{R_{QS}} \) results in

\[
R_{QS} = \frac{1}{\beta_1\Delta M_{S1}^2}.
\]
The same holds at the filter’s output, producing

\[ R_{QL} = \frac{1}{\beta N \Delta M_{SL}}. \]  

(3.5.74)

The loaded Q input and output impedances, calculated by Eqs. (3.5.73) and (3.5.74), are matched to the desired characteristic impedance \( (Z_0) \) by narrowband LC matching networks as shown in Fig. 3.25.

Figure 3.26: (a) Operation of the admittance inverter. (b) Implementation of the admittance inverter using a capacitor network.

Capacitive Π-inverter networks are chosen, because the inverter’s negative shunt capacitors simply add to the adjacent parallel resonator capacitors. In practice, coupling capacitors are more convenient than inductors, because of component tolerances, quality factors, and availability.

The capacitor values of the Π-inverter shown in Fig. 3.26 are calculated by [8],

\[ C_{ij} = \frac{J_{ij}}{\sqrt{\omega_0 i \omega_0 j}}. \]  

(3.5.75)

In cases where the cross coupling coefficients of matrix \( M \) are negative, it results in negative coupling capacitor \( C_{ij} \) values. Therefore, the Π-inverter’s series capacitor is transformed to an inductor by ensuring both components have equal impedance,

\[ X_c = j \sqrt{\omega_0 i \omega_0 j} C_{ij} = \frac{1}{j \sqrt{\omega_0 i \omega_0 j} L_{ij}} = X_L, \]

\[ L_{ij} = \frac{-1}{\omega_0 i \omega_0 j C_{ij}}. \]  

(3.5.76)

A MATLAB script, provided in Appendix B.4, calculates the lumped element values for the compensated LC resonators, input and output loaded Q impedances, source load matching networks, and the capacitive Π-inverters. The appropriate elements are combined to form the IF filter network shown in Fig. 3.27 (c) and the element values are given in Table 3.5.
Figure 3.27: (a) IF filter lumped element circuit with ideal admittance inverters, (b) equivalent lumped element model and Π-inverters, (c) practical IF filter implementation.

Table 3.5: IF filter lumped element values

<table>
<thead>
<tr>
<th>Elements</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_S, R_L$</td>
<td>50</td>
<td>Ω</td>
</tr>
<tr>
<td>$C_S, C_L$</td>
<td>720</td>
<td>pF</td>
</tr>
<tr>
<td>$C_{11}, C_{44}$</td>
<td>2.9</td>
<td>nF</td>
</tr>
<tr>
<td>$C_{22}, C_{33}$</td>
<td>2.7</td>
<td>nF</td>
</tr>
<tr>
<td>$C_{12}, C_{34}$</td>
<td>150</td>
<td>pF</td>
</tr>
<tr>
<td>$C_{23}$</td>
<td>130</td>
<td>pF</td>
</tr>
<tr>
<td>$L_{11}, L_{44}$</td>
<td>6.1</td>
<td>μH</td>
</tr>
<tr>
<td>$L_{22}, L_{33}$</td>
<td>7.5</td>
<td>μH</td>
</tr>
<tr>
<td>$L_{14}$</td>
<td>1.7</td>
<td>mH</td>
</tr>
</tbody>
</table>

Note that a zero-IFSFC is usually a simple second order high pass filter. The baseband filter is less complex and requires fewer components than the IF filter. This should be taken into account when considering an IF FMCW radar receiver.

3.5.5 Measured intermediate frequency filter

The IF filter’s measured and simulated results are shown in Figs. 3.28 and 3.29. Compared to the synthesised filter response in Fig. 3.20, the measured and simulated lumped
element frequency responses are asymmetrical. The asymmetry is due to the narrow-band approximation of the negative cross coupling between resonator one and four ($J_{14}$). The approximation, described by Eq. (3.5.76), is only accurate around the filter’s centre frequency.

Figure 3.28: The IF filter’s amplitude response. Shown are the measured results, ideal lumped element simulation, and ESR simulation.

Figure 3.29: The IF filter’s phase response. Shown are the measured results, the ideal lumped element simulation, and the ESR simulation.
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The ESR of each component used in the filter is calculated from its quality factor. The component Q-factors are found on data sheets and from measurements made using a network analyser. By including each component’s ESR, a more accurate simulation is obtained as seen in Figs. 3.28 and 3.29.

The filter’s resonators are constructed using single passive toroidal inductors. An inductor’s Q-factor usually improves with less turns on the ferrite core. Therefore, the filter’s insertion loss can be improved by replacing a single large inductor with multiple series inductors that have higher Q-factors.

![The IF filter response is transposed to baseband, where zero beat frequency is located at zero frequency.](image)

Figure 3.30: The IF filter response is transposed to baseband, where zero beat frequency is located at zero frequency.

Figure 3.30 is a transposed version of the simulated IF filter’s frequency response. The 40 dB/decade baseband roll-off is illustrated by transposing the IF filter’s zero beat frequency to zero frequency (x-axis origin). In other words the IF receiver is converted to baseband, where frequency is directly related to beat frequency. In Fig. 3.30 a roll-off of 37 dB is seen between 3 kHz and 30 kHz for the simulated response. Due to the measured filter’s insertion loss, the filter roll-off plateaus at beat frequencies below 8 kHz.

3.6 Anti-aliasing filter

As illustrated in Figs. 2.1 and 2.12 a bandpass filter is added after the high voltage gain op-amps to prevent aliasing. Aliasing of harmonics and IMPs can occur because of strong reflections that cause the op-amps to saturate.

The anti-aliasing filter’s requirements are fixed by applying the theory documented in section 3.4. The anti-aliasing filter is designed to operate in the third Nyquist zone. The filter spans from the start of the lower transition band (at $2f_s - f_0 = 665$ kHz) to
the end of the upper transition band (at $3f_s - f_1 = 1.39$ MHz) as illustrated by Fig. 3.16. To prevent aliasing 60 dB attenuation is desired outside these frequency bounds in neighbouring Nyquist zones.

Figure 3.31: The anti-aliasing filter’s amplitude response: measured results, ideal lumped element simulation, and ESR simulation.

Figure 3.32: The anti-aliasing filter’s phase response: measured results, ideal lumped element simulation, and ESR simulation.
A fifth order Chebyshev bandpass filter is designed from element values documented in [8]. By applying the band-pass transform on the equal-ripple (Chebyshev) low-pass filter prototype the desired response is achieved. The anti-aliasing filter’s schematic is provided in Fig. F.3 under Appendix F.1. The measured and simulated results are shown in Figs. 3.31 and 3.32.

3.7 Conclusion

In this chapter the receiver and image rejection topologies are discussed. The Hartley (or half complex) image rejection architecture is selected for its low complexity and because its design requires few components.

The Nyquist-Shannon sampling theorem and the design interaction between the ADC and anti-aliasing filter is discussed. This chapter also elaborates on the application of undersampling and the effect it has on the minimum required sample frequency.

An IF filter is designed for a dual purpose as an initial anti-aliasing filter and SFC. Large reflections from targets close to the radar are suppressed by the IF filter (SFC) and harmonics and IMPs generated by receiver saturation are attenuated by a second anti-aliasing filter.

Designing for SFC at an IF is more challenging than at baseband. The zero-IF SFC is usually a second order high pass filter. Therefore, the baseband SFC is less complex and requires fewer components than the IF filter.

The receiver’s schematic and printed circuit board (PCB) layout is presented in Appendix F.
Chapter 4

Receiver noise

An analysis of the FMCW radar’s receiver noise is presented in this chapter. This includes a general discussion on noise and the impact noise has on RF system performance.

The IEEE Standard Dictionary of Electrical and Electronic Terms, defines noise as, *unwanted disturbances superposed upon a useful signal that tend to obscure its information content* [31]. This definition applies to both intrinsic and extrinsic noise. Where intrinsic noise refers to noise generated inside a system, while extrinsic noise describes noise originating elsewhere [32] [33].

4.1 Overview

This section gives a broad overview of noise, its origin, and the impact noise has on circuit operation and performance. In Appendix C some general guidelines are given on the notation used in this chapter.

Noise has a direct impact on the performance of RF and microwave systems: in most cases a receiver’s noise floor determines the threshold of the minimum signal it can reliably detect. Noise is introduced to RF receivers from external environmental sources (extrinsic noise) and is generated internally (intrinsic noise) by the receiver circuitry [33]. Noise can be described in terms of noise temperature, noise figure or an equivalent noise voltage [8].

If the total cascaded noise figure of a receiver is known it is possible to determine the receiver’s minimum detectable signal (MDS) level, which is used in quantifying a receiver’s dynamic range (DR).

4.1.1 Noise power

In this chapter it is assumed that all noise signals have the property of being stochastic, band limited, and centred around a stationary frequency, $f_0$, with a random amplitude and phase, i.e.

$$x(t) = A(t)e^{j(2\pi f_0 t + \phi(t))}. \quad (4.1.1)$$

Equation (4.1.1) describes a general stochastic noise signal, in which $x(t)$ is the instantaneous voltage across or current through a unit resistor ($1 \Omega$). Due to this definition, $x^2(t)$ is referred to as the *instantaneous power* in the signal $x(t)$ [34]. The random and ergodic nature of a noise signal results in its mean value being zero. It is possible to calculate a noise signal’s power spectral density (PSD) by taking the Fourier transform of the noise.
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signal’s auto-correlation, shown by Eqs. (4.1.2) and (4.1.3).

\[ R_{xx^*}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} x(t + \tau)x^*(t)dt \quad (4.1.2) \]

\[ S_{xx^*}(\omega) \overset{FT}{\leftrightarrow} R_{xx^*}(\tau) \quad (4.1.3) \]

Signal \( x(t) \) is assumed to be wide sense stationary (WSS), thus \( R_{xx^*}(\tau) \) is time invariant [34]. The integral of the power spectral density \( S_{xx^*}(\omega) \), is the expected instantaneous power of the signal \( x(t) \) as shown below [34],

\[ \frac{1}{2\pi} \int_{-\infty}^{\infty} S_{xx^*}(\omega)d\omega = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{xx^*}(\tau)e^{-j\omega\tau}d\tau d\omega, \]

\[ = \int_{-\infty}^{\infty} R_{xx^*}(\tau) \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-j\omega\tau}d\omega \right) d\tau, \]

\[ = \int_{-\infty}^{\infty} R_{xx^*}(\tau)\delta(\tau)d\tau, \]

\[ = R_{xx^*}(0), \]

\[ = E[|x(t)|^2]. \quad (4.1.4) \]

It is worth noting that noise signals are unilateral, thus by integrating over one half of the frequency spectrum the whole of the time averaged instantaneous power is known, as shown in Eq. (4.1.5).

\[ \bar{x(t)^2} = R_{xx^*}(0) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} x^2(t)dt \quad (4.1.5) \]

4.1.2 Intrinsic noise

Intrinsic noise refers to the noise generated inside a device or circuit. The physical origin of noise in linear systems is due to the discrete nature of charge carriers. It is possible for the number of charge carriers in a specific plane to fluctuate with time. These fluctuations have a stochastic nature and are universal and unavoidable. The random behaviour of intrinsic noise leads to the adoption of statistical descriptions of noise characteristics [33].

Well-known examples of intrinsic noise sources are:

- **Thermal noise**: caused by the thermal agitation of charge carriers (electrons or holes) resulting in their random motion inside a piece of conductive material. Thermal noise is spectrally flat or has a uniform power spectral density and is independent of current flow [35]. Thermal noise is further discussed in section 4.2.

- **Shot noise**: described by Schottky as being due to the random passage of charge carriers across a barrier of potential, similar to a \( pn \) junction. Schottky attributed the random fluctuations in current to the fact that current is composed not of a continuum but rather of a sequence of discrete increments of charge carriers with electrons arriving at random times. The average rate of charge arrival constitutes the direct current (DC) component while the superposition of a fluctuating component describe each discrete charge as it arrives [36]. Thus, shot noise is generally specified in terms of its mean-square variation about the average value as,

\[ \overline{\epsilon_n^2} = \int 2q_i_{DC}df. \quad (4.1.6) \]
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Where \( q \) is the electron charge, \( i_{DC} \) is the average value, and \( df \) is the differential frequency. The \( qi_{DC} \) term is the current power spectral density in \( A^2/Hz \).

Similar to thermal noise, shot noise is also spectrally flat but is independent of temperature. An example would be the shot noise generated from current impulses that are caused by the DC biasing current flowing through pn-junctions that are found in many semiconductor devices [36].

- **Flicker noise**: observed in circuits with DC signals, it displays a \( 1/f \) characteristic. It is present in all active devices and has various origins. Its mean-square value is of the form,

  \[
  \overline{v^2_n} = \int \frac{K^2_e}{f} df \quad \text{or} \quad \overline{v^2_n} = \int \frac{K^2_i}{f} df.
  \]  

  (4.1.7)

  Where \( K_e \) and \( K_i \) are device specific constants in volts and amps respectively, \( f \) is frequency, and \( df \) is differential frequency. The terms \( K^2_e/f \) and \( K^2_i/f \) are voltage and current power densities having units of \( V^2/Hz \) and \( A^2/Hz \).

  Since flicker noise is a function of \( 1/f \), it decreases substantially with an increase in frequency. Therefore, the DC signal should be taken into consideration when evaluating flicker noise [35].

### 4.1.3 Extrinsic noise

Extrinsic noise sources are situated outside the investigated circuit, the circuit acts as an antenna receiving the noise or spurious signals. For this reason extrinsic noise is also known as extraneous signals, spurious signals, or perturbations. According to its possible origins, two main categories of extrinsic noise exist [33]:

- **Environmental perturbations** are a broad noise classification including sky noise from strong broadband noise sources like the Sun, atmospheric noise caused mainly by lightning during thunderstorms, and man made noise such as electrical equipment, cellular telephones, radio and TV broadcast services [33].

- **Crosstalk noise** describes signals that are desirable in one circuit that pass via parasitic coupling into nearby circuits where they are undesirable, resulting in perturbations (or spurious signals). Coupling is usually a function of the relative proximity of various cables or equipment to one another.

### 4.1.4 Noise character

Since noise sources are stochastic they can be described by probability density functions, for example thermal noise and shot noise can be represented by Gaussian probability density functions. A Gaussian probability density function produces a uniform power spectral density that characterise a white noise source. By definition white noise has a zero mean,

\[
E[x(t)] = 0, \quad \text{for all } t,
\]  

(4.1.8)

with \( E[x(t)] \) being the expected value of the random noise signal \( x(t) \). White noise has unity variance,

\[
E[x(t)^2] = 1, \quad \text{for all } t,
\]  

(4.1.9)
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and is time invariant,

$$E[x(t)x(t - \tau)] = 0, \quad \text{for } k \neq 0 \text{ and all } t. \quad (4.1.10)$$

Another example is Flicker noise, which is classified as pink noise because its power spectral density is inversely proportional to frequency,

$$S(f) \propto \frac{1}{f}. \quad (4.1.11)$$

4.1.5 Intermediate-frequency receivers and noise

In theory, intermediate frequency (IF) receivers have the potential to be more sensitive than an equivalent zero IF receiver because of the increased noise at lower frequencies caused by the flicker effect.

By selecting a high enough intermediate frequency, it is possible to render flicker noise insignificant compared to the Gaussian noise in the system. The reduction in noise results from the inverse frequency dependence of pink noise sources like flicker noise. This concept is shown to be true when concerned with the integration of operational amplifier noise (see section 4.6.1). According to [1], the improvement in receiver sensitivity with IF superheterodyne topologies, could in some cases be as high as 30 dB over the zero-IF receiver.

4.2 Thermal noise

Thermal noise is a major limiting factor to the useful sensitivity of any linear amplifier. A thermal noise source is described by a black body radiator operating in a single propagation mode. The first two laws of thermodynamics and Planck’s relation provide an essential foundation to the theory of black body radiation [37]. The radiation is emitted according to Planck’s law, meaning that its spectrum is determined by temperature alone, not by the body’s shape or composition.

The thermodynamic laws of interest are:

- The first law of thermodynamics: in any closed system the total energy is constant, which is a restatement of the principle of the conservation of energy. Assuming that a closed system is one in which neither energy nor mass enter or leave [37].

- The second law of thermodynamics: in any closed system the entropy eventually maximizes, i.e. a closed system tends to distribute its energy randomly among the various degrees of freedom present in the system. Entropy is a measure of the number of specific ways in which a thermodynamic system can be arranged, thus it is a measure of randomness [37].

In 1927, John Bertrand Johnson, conducted a series of experiments that showed electrical noise exists in all conductors and that this noise is inherent and not the result of poor component design [38].

In 1928, Harry Nyquist, considered two conductors each of resistance $R$ and of the same uniform temperature $T$ connected in the manner indicated in Fig. 4.1. The electromotive force ($e_n$) due to thermal agitation in conductor $I$ causes a current ($i_n$) to be set up in
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the circuit. The value of the current is obtained by dividing the electromotive force by 
\( 2R \) [39]. Equation (4.2.1) describes this deduction made by Nyquist.

\[
i_n = \frac{e_n}{2R}
\]  
(4.2.1)

Figure 4.1: Nyquist’s conductor setup for thermal noise description.

Planck’s relation states, *electromagnetic energy is radiated and absorbed in discrete quanta (photons) of energy*. When referring to the quantisation of energy, it is implied that energy comes in 'discrete' quantities and not a continuous stream. Planck found that light of a certain frequency comes not as a continuous flow of energy, but it comes in little ‘packets’ called photons. The effect of quantization on the thermal energy in a single resonant mode is treated quantitatively using Planck’s law, described by Eq. (4.2.3) [8]. According to Planck’s relation, the energy \( (E) \) of a photon is proportional to its frequency,

\[
E = hf,
\]  
(4.2.2)

where, \( h \) is Planck’s constant in Joule-seconds, and \( f \) denotes frequency. Planck’s law states that the average radiated energy of a single black body propagation mode in thermal equilibrium is given by,

\[
W(f) = \frac{hf}{e^{hf/kT} - 1},
\]  
(4.2.3)

where \( k \) is Boltzmann’s constant, \( T \) is the temperature in Kelvin. It is possible to simplify Eq. (4.2.3) by applying the Rayleigh-Jeans approximation, producing Eq. (4.2.7). The approximation is achieved by taking the Maclaurin series expansion of Eq. (4.2.3)’s denominator,

\[
f(x = \frac{hf}{kT}) = e^x - 1
\]  
(4.2.4)

The Mcclaurin series is given by Eq. (4.2.5), and represents is a special case of the more general Taylor series when expanded around the functions origin.

\[
f(x) = f(0) + f'(0)x + \frac{f''(0)}{2!}x^2 + ...
\]  
(4.2.5)

Equation (4.2.4) is approximated by truncating the Taylor polynomial’s terms up to the first-order as in Eq. (4.2.6). The approximation is accurate for the average energy within a limited bandwidth \( \Delta f \), while \( hf/kT << 1 \). Thus, the approximation is more accurate at higher temperatures and lower frequencies. It can be shown that at room temperature \( (T = 300K) \) the approximation holds for frequencies in the Terahertz range.

\[
f(x) \approx f(0) + f'(0)x
\]  
(4.2.6)

\[
W(f) \approx kT
\]  
(4.2.7)
Nyquist showed using Johnson’s experimental results, that for a matched load the average thermal noise power is equal to the average energy of a single black body propagation mode \[38\] \[39\],

\[
\hat{P} = W(f) df \approx kT df.
\] (4.2.8)

The total power (into or out of the conductor) in a bandwidth of \(\Delta f\) is described by Johnson’s formula – Eq. (4.2.9), which gives the maximum available power from the noisy resistor at temperature \(T\),

\[
\mathcal{P} = \int_{f_o}^{f_o+\Delta f} W(f) df \approx \int_{f_o}^{f_o+\Delta f} kT df = kT \Delta f,
\] (4.2.9)

where \(f_o\) is the bandwidth’s starting frequency. From Eq. (4.2.1) and Eq. (4.2.9) it follows that, in terms of Planck’s law, the mean square electromotive force of thermal noise generated by a conductor with resistance \(R\) within a bandwidth \(\Delta f\) is expressed as,

\[
\overline{P} = \overline{e_n^2} R = \left(\frac{e_n}{2R}\right)^2 R = \frac{e_n^2}{4R}.
\] (4.2.10)

Equating Eq. (4.2.9) and Eq. (4.2.10) results in the mean square thermal noise voltage,

\[
\overline{e_n^2} = 4kTR \Delta f.
\] (4.2.11)

In the same way the mean square thermal noise current generated by a conductor \((G = 1/R)\) can be expressed as follows,

\[
\overline{i_n^2} = 4kTG \Delta f.
\] (4.2.12)

Equations (4.2.11) and (4.2.12) can be used to represent any noisy resistor with a noiseless Thévenin or Norton equivalent circuit model as illustrated in Fig. 4.2. The equivalent circuit models are useful when analysing noise in linear circuits.

Figure 4.2: (a) Noisy resistor, (b) Thévenin equivalent circuits, (c) Norton equivalent circuit.

Noise power, as defined by Eq. (4.2.9), is independent of frequency, i.e. the noise source’s power spectral density is constant with varying frequency and is a white noise source. Independent white noise sources can be treated as Gaussian-distributed random variables, thus the noise power of independent noise sources are additive [8].

On closer inspection of Eq. (4.2.9) the following is observed:

- \(\Delta f \to 0, P_n \to 0\). As the receiver’s bandwidth tends to zero less noise power is collected.
- \(T \to 0, P_n \to 0\). Decreasing the device temperature results in the component generating less noise power.
4.2.1 Equivalent noise temperature

Consider an arbitrary white noise source (thermal or non-thermal) as depicted in Fig. 4.3. White noise signals have a uniform power spectral density, thus the noise power is not a function of frequency over the desired bandwidth. The noise source is modelled as an equivalent thermal noise source that is characterized by an equivalent noise temperature.

The arbitrary white noise source in Fig. 4.3 has a characteristic impedance of $R$ and delivers a noise power $N_0$ to a matched load resistor, $R$. The noise source can be replaced by a noisy resistor of value $R$ at an equivalent noise temperature of $T_e$. The equivalent noise temperature is selected so that the same noise power is delivered to the load [8], i.e.

$$T_e = \frac{N_0}{k}.$$  \hspace{1cm} (4.2.13)

Eq. (4.2.13) is restated so that the noise power is in terms of the noise source’s equivalent noise temperature,

$$N_0 = kT_e \Delta f.$$  \hspace{1cm} (4.2.14)

This result allows components and systems to be characterized by an equivalent noise temperature $T_e$. It is clear from Eq. (4.2.13) that the network’s bandwidth is assumed to be fixed.

Figure 4.3: (a) An arbitrary white noise source generating a noise power of $N_0$. (b) An equivalent noise temperature ($T_e$) and matched impedance ($R$) to characterise the arbitrary white noise source.

4.3 Noise figure

Noise factor ($F$) is a measure of the reduction in signal-to-noise ratio (SNR),

$$F = \frac{S_i/N_i}{S_o/N_o} = \frac{1}{G} \frac{N_o}{N_i} \geq 1,$$  \hspace{1cm} (4.3.1)

where $S_i$ and $S_o$ are the input and output signals, while $N_i$ and $N_o$ are the input and output noise. The signal-to-noise ratio is the ratio of desired signal power to undesired noise power [8]. As described in section 4.2, the input noise power is due to a matched resistor at a uniform environmental temperature of $T_0$.

$$N_i = kT_0 \Delta f.$$  \hspace{1cm} (4.3.2)

Consider a noisy two-port network, as shown in Fig. 4.4, that has an input noise and signal power of $N_i$ and $S_i$ respectively. The network is characterized by an equivalent noise temperature $T_e$, gain $G$, and bandwidth $\Delta f$. Given an input noise power as described
by Eq. (4.3.2), the output noise power is the sum of the amplified input noise and the internally generated noise,

\[ N_o = kG \Delta f (T_0 + T_e). \]  

(4.3.3)

The output signal power is equal to the amplified input power,

\[ S_o = G S_i. \]  

(4.3.4)

Applying these results to Eq. (4.3.1) gives the noise factor of the two-port network,

\[ F = \frac{S_i}{kT_0 \Delta f} \frac{kG \Delta f (T_0 + T_e)}{G S_i} = 1 + \frac{T_e}{T_0}. \]  

(4.3.5)

Solving for the equivalent noise temperature \( T_e \) of the network results in,

\[ T_e = (F - 1)T_0. \]  

(4.3.6)

Noise factor (F) is a linear unit that can be converted to decibel (dB). The dB scaled noise factor is referred to as noise figure (NF),

\[ NF = 10 \log(F) \geq 0. \]  

(4.3.7)

From Eq. (4.3.6) it is seen that noise figure and equivalent noise temperature \( T_e \) are interchangeable characterizations of the noise properties of a network. Therefore, a noisy network’s output noise power is given in terms of its noise factor by substituting Eq. (4.3.6) into Eq. (4.3.3), resulting in Eq. (4.3.8).

\[ N_o = G N_i + kG \Delta f (F - 1)T_0 \]  

(4.3.8)

### 4.3.1 Noise figure of a cascaded system

RF receivers and microwave systems usually consist of many different cascaded components. Each stage in the receiver chain degrades the SNR by some degree. The cascaded noise figure \( (NF_{\text{cas}}) \) is an indicator of the degradation in the receiver’s SNR. By knowing the NF of the individual stages in a receiver chain, it is possible to determine the cascaded noise figure of the receiver.

Figure 4.5 depicts the general case where a finite number of stages are cascaded \((n \geq 1)\). Using the first component’s equivalent noise temperature, the noise power at the output of the first stage can be calculated as,

\[ N_1 = G_1(N_i + k\Delta f T_{e1}) = G_1kT_0\Delta f + G_1kT_{e1}\Delta f. \]  

(4.3.9)
Figure 4.5: General n stage cascaded network, where each stage is represented by its gain, noise figure, and equivalent noise temperature.

By generalising Eq. (4.3.9) the noise power at the output of the n-th stage is determined
\[ N_o = G_n (N_{n-1} + k \Delta f T_{en}), \]
\[ = (G_1 G_2 \cdots G_n) k \Delta f \left( T_0 + T_{e1} + \frac{1}{G_1} T_{e2} + \cdots + \frac{1}{G_1 G_2 \cdots G_n} T_{en} \right), \] (4.3.10)
\[ = \prod_{i=1}^{n} G_i k \Delta f \left( T_0 + \frac{\sum_{q=1}^{\infty} T_{eq}}{\prod_{p=1}^{Q} G_p} \right), \quad G_0 = 1, n \geq 1. \]

The total cascaded noise factor, \( F_{cas} \), is derived from Eq. (4.3.10) by applying Eq. (4.3.1) and Eq. (4.3.6),
\[ F_{cas} = \frac{S_i N_o}{N_i S_o}, \]
\[ = \frac{S_i}{k \Delta f T_0} \left( G_1 G_2 \cdots G_n \right) k \Delta f \left( T_0 + T_{e1} + \frac{1}{G_1} T_{e2} + \cdots + \frac{1}{G_1 G_2 \cdots G_n} T_{en} \right), \] (4.3.11)
\[ = F_1 + \frac{F_2 - 1}{G_1} + \frac{F_3 - 1}{G_1 G_2} + \cdots, \]
\[ = 1 + \sum_{i=1}^{n} F_i - 1 \prod_{q=0}^{Q} G_q, \quad G_0 = 1, n \geq 1. \]

From Eq. (4.3.11) it is clear that the first few stages in a receiver chain dominates the noise factor of a cascaded network. For each additional stage added to the cascaded network the noise factor is divided by the preceding stages compound gain. For this reason many receivers have a low noise amplifier (LNA) as its first stage, due to the LNA’s high gain and low noise figure.

### 4.3.2 Noise figure of passive two-port networks

When determining the noise figure of two port networks, a special case may occur where the network consists of lossy passive components, for example an attenuator or lossy transmission line held at a physical temperature \( T \). The power gain \( G \) of a lossy passive network is less than unity, hence a loss factor \( L \) can be defined as \( L = 1/G < 1 \) [8].

The noise figure of a matched lossy two-port network can be determined by using a thermodynamic argument. Assuming that the input noise power to a passive network is \( N_i = kT \Delta f \), and that the network is in thermodynamic equilibrium the available output noise power is calculated as,
\[ N_o = kT \Delta f = GkT \Delta f + GN_{added}. \] (4.3.12)

Equation (4.3.12) is used to solve for the noise added by the matched passive network
\[ N_{added} = \left( 1 - \frac{G}{G} \right) kT \Delta f = (L - 1)kT \Delta f. \] (4.3.13)
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Given that $N_{\text{added}} = kT_e \Delta f$ is equal to Eq. (4.3.13), the equivalent noise temperature added by a lossy network is given by Eq. (4.3.14) [8].

$$T_e = \left(1 - \frac{G}{G_0}\right) T = (L - 1)T.$$ (4.3.14)

By applying Eq. (4.3.1) the noise figure is determined

$$F = 1 + \left(\frac{1 - G}{G_0}\right) \frac{T}{T_0} = 1 + (L - 1)\frac{T}{T_0}. \quad (4.3.15)$$

For the specific case where the passive network’s temperature $T$ is equal to the uniform environmental temperature $T_0$, the noise figure is equal to the loss factor of the network

$$F = L. \quad (4.3.16)$$

Further generalization of Eq. (4.3.15) is needed to account for the change in noise figure due to impedance mismatch at either the input or output port of the passive network. In the case of active devices it is generally easier and more accurate to measure the noise characteristics rather than calculating it from first principles.

4.3.3 Noise figure as a figure of merit

Noise figure is a useful, yet restricted figure of merit. The object of a good receiver design is to establish the best SNR. With all other factors being equal (dynamic range, bandwidth, transient response, demodulation techniques, etc.) the receiver with the lower noise figure is better. Therefore it is important to measure and calculate the noise figure (or the noise temperature) of a system accurately [40].

For the purposes of this thesis, noise figure and noise temperature are defined in basic terms. Noise figure is a measure of the degradation of the SNR available at the input terminals as a signal passes through the linear portions of the receiver. Since the temperature at the input termination is fixed and specified, the noise figure is essentially independent of the antenna characteristics. Thus, the difference between the noise figures of two receivers is not a direct measure of the change in performance when comparing actualised systems. Receiver parameters and characteristics, like selectivity, bandwidth, frequency response, receiver topology etc., have an impact on the resultant output SNR.

4.4 Adding noise sources

To determine a network’s cascaded output noise signal, multiple independent noise sources are combined. The calculations are simplified by only taking uncorrelated noise into account. Correlated noise contribute to a small fraction of the total noise generated by a circuit. In the case of an amplifier’s internal noise sources, less than 10 to 15 percent of the total noise is correlated [41].

To illustrate the concept, two resistors, $R_1$ and $R_2$ with their Thévenin equivalent noise generators $e^2_1$ and $e^2_2$, are connected in series as shown in Fig. 4.6. The mean-square voltage $e^2_\alpha$ across the resistors, where $e_\alpha(t) = e_1(t) + e_2(t)$ is the instantaneous noise value, is given by

$$\overline{e_\alpha^2(t)} = \overline{(e_1(t) + e_2(t))^2} = \overline{e_1^2(t)} + \overline{e_2^2(t)} + 2\overline{e_1(t)e_2(t)}. \quad (4.4.1)$$
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The noise voltages $e_1(t)$ and $e_2(t)$ are white noise sources and they are independently generated by two different resistors. The average of the product of the noise voltages is zero, $\overline{2e_1(t)e_2(t)} = 0$, resulting in

$$\overline{e_1^2} = \overline{e_1^2} + \overline{e_2^2}. \quad (4.4.2)$$

![Figure 4.6: Series noise sources, $\overline{e_1^2}$ and $\overline{e_2^2}$, generated by resistors, $R_1$, and $R_2$.](image)

In general Eq. (4.4.2) holds for more than two noise sources, given that the sources arise from separate mechanics and are statistically independent. The mean-square value of a sum of statistically independent noise sources is the sum of the individual mean-square values [35].

4.5 Equivalent noise bandwidth

The spectrum of any input noise signal presented to a system, with a transfer function $H(s)$, is shaped according to its frequency response. For white noise sources with constant power over frequency, it is convenient to replace the transfer function $H(s)$ by a "brickwall" filter (or step function) as depicted in Fig. 4.7.

![Figure 4.7: Equivalent noise bandwidth (ENB) "brickwall" representation of a system’s transfer function $H(s)$.](image)

A network’s frequency response can be redefined as a "brickwall", where its total output noise power is equal to the network’s transfer function $H(s)$. This bandwidth is known as the equivalent noise bandwidth (ENB) and the area under the ENB is equal to the area under the network’s transfer function $H(s)$ [42],

$$\int_0^\infty |H(j\omega)|^2 d\omega = \frac{2\pi H_{max}^2 \Delta f_{ENB}}{\text{Area under rectangular function}}, \quad (4.5.1)$$

where $H_{max}$ is the maximum value of $H(s)$. The ENB is given by

$$\Delta f_{ENB} = \frac{1}{2\pi} \int_0^\infty \frac{|H(j\omega)|^2}{H_{max}^2} d\omega. \quad (4.5.2)$$
A system characterised by a first order low-pass filter has the following transfer function

\[ H(j\omega) = \frac{H_{\text{max}}}{1 + j\frac{\omega}{\omega_{3dB}}} , \]

and its ENB is calculated using Eq. (4.5.2),

\[ f_{\text{ENB}} = \frac{1}{2\pi} \int_0^\infty \frac{1}{1 + \left(\frac{\omega}{\omega_{3dB}}\right)^2} d\omega , \]

\[ = \frac{\omega_{3dB}}{2\pi} \tan^{-1} \left(\frac{\omega}{\omega_{3dB}}\right) \bigg|_0^\infty , \]

\[ = f_{3dB} \frac{\pi}{2} , \]

\[ = f_{3dB} C_{\text{ENB}} , \]

where \( C_{\text{ENB}} \) is the ENB scaling coefficient.

Table 4.1: Equivalent noise bandwidth (ENB) coefficients for low-pass filter responses

<table>
<thead>
<tr>
<th>Low-pass filter response</th>
<th>Order</th>
<th>( C_{\text{ENB}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.57</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.22</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.11</td>
<td></td>
</tr>
</tbody>
</table>

Tabulated values of ENB coefficients for higher order low-pass filter responses are provided in Table 4.1 from [35]. Networks that exhibit higher order behaviour (sharper rolloff) are closer to the idealised rectangular filter response, thus the ENB scaling coefficient are closer to unity.

### 4.6 Amplifier noise

In general, a noisy two-port network can be simplified to a model consisting of a noiseless network with external noise sources [43]. A simple noise model used to represent noisy two-port amplifiers consists of two noise sources connected to a noiseless amplifier’s input as in Fig. 4.8. The amplifier’s noise sources \( e_n \) and \( i_n \) are not necessarily uncorrelated even though in most cases this is assumed.

A Thévenin equivalent source is applied to the amplifier’s input, where \( v_s \) is the source voltage, \( Z_s = R_s + jX_s \) is the source impedance, and \( V_{ts} \) is the thermal noise voltage generated by the source [44]. All the impedances in the analysis are assumed to be time invariant. Summing the input noise sources produces an equivalent noise voltage

\[ v_{ni} = v_{ta} + e_n + i_n Z_s . \]
Equation (4.6.1) is independent of both the gain \( (A) \) and input impedance \( (Z_i) \) and describes the noise voltage across the input to the noiseless amplifier when \( Z_i \) is considered to be an open circuit.

Figure 4.8: \( e_n - i_n \) amplifier noise model represented by instantaneous noise sources, a Thévenin equivalent input source is applied to the network.

The mean-square value of \( v_{ni} \) is calculated and it is assumed that all except the internally generated noise sources are uncorrelated,

\[
\overline{v_{ni}^2} = \overline{(v_{ts} + e_n + i_n Z_s)(v_{ts} + e_n + i_n Z_s)^*},
\]

\[
= \overline{v_{ts}^2} + \overline{e_n^2} + 2 \Re\{e_n i_n^* Z_s\} + \overline{(i_n Z_s)(i_n^* Z_s)},
\]

\[
= 4kT \Re\{Z_s\} \Delta f + \overline{e_n^2} + 2 \Re\{e_n i_n^* Z_s\} + \overline{|i_n^* Z_s|^2}. \quad (4.6.2)
\]

Calculate the output noise voltage as

\[
v_{no} = A \frac{Z_L}{Z_L + Z_o} v_i,
\]

\[
= A \frac{Z_L}{Z_L + Z_o Z_i + Z_S} (v_{ts} + e_n + i_n Z_s),
\]

\[
= A \frac{Z_L}{Z_L + Z_o Z_i + Z_S} v_{ni}. \quad (4.6.3)
\]

The output voltage due to the input source is

\[
v_o = A \frac{Z_L}{Z_L + Z_o Z_i + Z_S} v_s. \quad (4.6.4)
\]

The noise factor of the amplifier in Fig. 4.8 is determined as follows

\[
F = \frac{\overline{v_o^2}/\overline{v_{ts}^2}}{\overline{v_{no}^2}/\overline{v_{ts}^2}}
\]

\[
= \frac{\overline{v_{ni}^2}}{\overline{v_{ts}^2}}, \quad (4.6.5)
\]

\[
= 1 + \frac{\overline{e_n^2} + 2 \Re\{e_n i_n^* Z_s\} + \overline{|i_n^* Z_s|^2}}{\overline{v_{ts}^2}}.
\]

When doing noise calculations for impedance mismatched amplifiers, it is useful to represent noise sources as voltage and current spectral densities. In section 4.7 this approach is followed in the noise analyses of operational amplifier (op-amp) circuits [45].
4.6.1 Integrating operational amplifier noise

An op-amp’s intrinsic noise sources contains both pink noise (or $1/f$ noise) and white noise. The effect of both noise types are integrated and the total mean-square noise is calculated. In the following analysis the voltage representation of noise is used but the same result would hold for the equivalent current representation.

Given a white noise source with a voltage spectral density of $S_w(f) = e_n^2$. The white noise mean-square voltage is determined as follows

$$
e_w^2 = \int_{f_L}^{f_H} e_n^2 df = e_n^2 (f_H - f_L), \quad (4.6.6)$$

where $e_n$ is the square of the white noise voltage specification for the op-amp in $V/\sqrt{Hz}$, also $f_L$ and $f_H$ are the lowest and highest frequencies of interest. Next a pink noise source is defined

$$
e_p^2 = \int_{f_L}^{f_H} \frac{K_e^2}{f} df = K_e^2 \ln \left( \frac{f_H}{f_L} \right), \quad (4.6.7)$$

where $e_p^2$ is the pink noise mean-square voltage, and $K_e$ is the device constant in volts.

![Figure 4.9: Pink and white noise intersect point at $f_{nc}$ on a log-log scale.](https://scholar.sun.ac.za)

When plotting the total effective input noise of the op-amp against frequency on a log-log scale, $1/f$ noise is a straight line that has a constant slope. If the voltage spectral density is graphed, the slope is equal to -0.5 dec/dec. The point in the frequency spectrum where the noise contributions by pink and white noise are equal is referred to as the noise corner frequency, $f_{nc}$, depicted in Fig. 4.9 [35]. Thus the noise corner frequency is

$$f_{nc} = f_{enc} = \frac{K_e^2}{e_n^2}, \quad (4.6.8)$$

where $f_{enc}$ is the voltage noise corner frequency, and $K_e$ is the device specific constant in volts. The total mean-square noise (in $V^2$) is calculated by adding Eq. (4.6.6) and Eq. (4.6.7),

$$
e_t^2 = e_n^2 \left[ f_{enc} \ln \left( \frac{f_H}{f_L} \right) + (f_H - f_L) \right]. \quad (4.6.9)$$
The voltage noise corner frequency \( f_{\text{enc}} \) of the LT6200 op-amp by Linear Technologies is determined visually from a graph depicting the equivalent input noise voltage versus frequency as illustrated by Fig. 4.10 (a). The current noise corner frequency \( f_{\text{inc}} \) is determined from the equivalent balanced/unbalanced noise current versus frequency graphs shown in Fig. 4.10 (b) and (c) respectively.

![Input Noise Voltage vs Frequency](image)

![Balanced Noise Current vs Frequency](image)

![Unbalanced Noise Current vs Frequency](image)

Figure 4.10: Linear Technology’s LT6200 op-amp’s input noise versus frequency plots [46].

To determine the voltage and current noise corner frequencies, the device specific constant \( K \) is required in volts \( (K_e) \) and amperes \( (K_i) \). The value of \( K^2 \) is determined by examining the input noise versus frequency graph. The equivalent input noise \( (e_{ni}) \) at the lowest possible frequency \( (f_{\text{low}}) \) in the \( 1/f \) noise region is determined from Fig. 4.10. The white noise voltage squared is subtracted from \( e_{ni}^2 \) and the result is multiplied by the
known frequency $f_{\text{low}}$ as in Eq. (4.6.10).

$$
K^2_e = \left( e_{\text{ni}}^2 - e_n^2 \right) f_{\text{low}}
= \left[ (18nV/\sqrt{Hz})^2 - (1.1nV/\sqrt{Hz})^2 \right] \times (10Hz)
= 3227.9 (nV)^2
$$

(4.6.10)

The noise corner frequency $f_{\text{nc}}$ is calculated by applying Eq. (4.6.8), where $K^2$ is divided by the op-amp’s white noise specification squared ($e_w^2$), as shown in Eq. (4.6.11) [35].

$$
f_{\text{nc}} = \frac{K^2}{e_n^2}
= \frac{3227.9(nV)^2}{(1.1nV/\sqrt{Hz})^2}
= 2.668 \text{ kHz}
$$

(4.6.11)

Thus, at 2.67 kHz the LT6200 op-amp’s pink and white noise contributions are theoretically equal. This is a low frequency considering that the LT6200 op-amp has a unity gain-bandwidth of 70 MHz. Therefore, the LT6200’s pink noise contribution would be negligible if used at a centre frequency of 1.05 MHz in a receiver with a 100 kHz bandwidth. Section 4.6.2 utilises the result to calculate an op-amp’s overall rms voltage noise.

### 4.6.2 Operational amplifier noise

Analysing the noise of op-amp circuits are done in much the same way as for the generic two-port amplifier of section 4.6. However, in the case of an op-amp the noise figure is not only dependant on the source impedance and device characteristics, it is also dependent on a feedback network [35].

![Non-inverting operational amplifier noise model.](image)

The op-amp noise calculations are simplified by assuming that the op-amp exhibits ideal behaviour. The characteristics of an ideal op-amp are, infinite voltage gain, infinite input impedance, zero output impedance, infinite bandwidth, and zero offset voltage [47].

The op-amp noise specification presented on a data sheet usually refers the measured noise to the input of the op-amp. The input referred voltage noise ($e_N$) is in units of $V/\sqrt{Hz}$, and the input current noise ($i_{NM}$ and $i_{NM}$) is in $A/\sqrt{Hz}$ [48]. When performing
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an op-amp noise analysis, the input referred noise models are added to the circuit. Non-
noise sources are terminated in either a short or an open circuit, where voltage sources are
shorted and current sources opened [35]. This procedure produces similar noise models
for an inverting and a non-inverting op-amp circuit.

The non-inverting op-amp noise model is shown in Fig. 4.11, where the voltage noise
gain seen from the non-inverting port is given by

\[ G_{np} = \frac{R_G + R_F}{R_G} = 1 + \frac{R_F}{R_G}. \]  (4.6.12)

For the noise calculations done in this section, only the uncorrelated noise sources are
considered, since correlated noise contributes to a low percentage of the total noise [41].

In Fig. 4.12 all the voltage noise sources are referred to the input of a noiseless
amplifier. These sources can be moved from the input to the output by multiplying by
the voltage gain [35].

The rms noiseless input signal and rms noise generated by the input’s equivalent
resistance \( R_S \) are represented by \( v_i \) and \( v'_i \) respectively. The other noise sources depicted
in Fig. 4.12 are either generated by the resistive elements in the circuit or the op-amp’s
own internal noise generators as illustrated in Fig. 4.11.

![Figure 4.12: The root-mean-square input referred noise to the non-inverting operational amplifier.](image)

The superposition principle is used to analyse the multi-source circuit and applies as
long as the system remains linear. It states that the net response at a given node is the
sum of the responses caused by each stimulus individually. The superposition principle is
described by combining the homogeneity and additivity properties given by Eq. (4.6.13)
and Eq. (4.6.14) respectively [47].

\[ F(ax) = aF(x) \]  (4.6.13)
\[ F(x_1 + x_2 + \cdots) = F(x_1) + F(x_2) + \cdots. \]  (4.6.14)

The noise analysis is conducted in two parts; first the noise due to the resistors are
considered and then the internal noise generated by the op-amp is added.

The noise generated by resistors \( R_S, R_G, \) and \( R_F \) are modelled as thermal voltage
noise sources [8]. Each source’s mean-square noise voltage is calculated and referred to
the op-amp’s output \( (v_o \) of Figure 4.11). The relevant equations are presented in Table
4.2.

From Table 4.2 the total output rms voltage noise \( (\bar{v}_{or}) \) due to the resistors is calculated,

\[ \bar{v}_{or} = \sqrt{\bar{v}_{os}^2 + \bar{v}_{og}^2 + \bar{v}_{of}^2}, \]
\[ = \sqrt{4kT R_S \left( \frac{R_G + R_F}{R_G} \right)^2 + 4kTR_F \left( \frac{R_G + R_F}{R_G} \right)} df. \]  (4.6.15)
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Table 4.2: Non-inverting op-amp circuit’s feedback network thermal voltage noise

<table>
<thead>
<tr>
<th>Resistive elements</th>
<th>Source mean-square voltage noise</th>
<th>Output mean-square voltage noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_S$</td>
<td>$v_s^2 = \int 4kTR_Sdf$</td>
<td>$v_{os}^2 = v_s^2G_{np}$</td>
</tr>
<tr>
<td>$R_G$</td>
<td>$v_g^2 = \int 4kTR_Gdf$</td>
<td>$v_{og}^2 = \left(\frac{R_F}{R_G}\right)^2 v_g^2$</td>
</tr>
<tr>
<td>$R_F$</td>
<td>$v_f^2 = \int 4kTR_Fdf$</td>
<td>$v_{of}^2 = v_f^2$</td>
</tr>
</tbody>
</table>

The resistive network’s noise ($\bar{v}_{or}$) is referred to the input ($\bar{v}_{ir}$) by dividing Eq. (4.6.15) by the noise gain ($G_{np}$),

$$\bar{v}_{ir}^2 = \left(\frac{\bar{v}_{or}}{G_{np}}\right)^2,$$

$$= \int 4kT (R_F || R_G + R_S) \, df. \quad (4.6.16)$$

The parallel combination of $R_G$ and $R_F$ is set equal to the source impedance ($R_S$) to minimize the offset voltage due to the input bias current [35]. This reduces Eq. (4.6.16) to

$$\bar{v}_{ir}^2 = \int 8kTR_Sdf. \quad (4.6.17)$$

Next, the internal noise sources associated with the op-amp are considered. The analysis proceeds as before by continuing to apply superposition and referring the noise to the op-amp’s output (see Table 4.3).

Table 4.3: Output referred op-amp internal noise sources

<table>
<thead>
<tr>
<th>Internal noise source</th>
<th>Source mean-square voltage noise</th>
<th>Output mean-square voltage noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_n$</td>
<td>$v_n^2 = \int e_n^2df$</td>
<td>$v_{on}^2 = v_n^2G_{np}$</td>
</tr>
<tr>
<td>$i_{np}$</td>
<td>$v_{np}^2 = \int (i_{np}R_S)^2df$</td>
<td>$v_{onp}^2 = v_{np}^2G_{np}$</td>
</tr>
<tr>
<td>$i_{nm}$</td>
<td>$v_{nm}^2 = \int (i_{nm}R_F)^2df$</td>
<td>$v_{onm}^2 = v_{nm}^2$</td>
</tr>
</tbody>
</table>

The resistive component and op-amp internal noise sources are combined as a sum of squares, resulting in the total output rms voltage noise generated by the op-amp circuit [35],

$$v_o = \sqrt{v_{os}^2 + v_{og}^2 + v_{of}^2 + v_{on}^2 + v_{onp}^2 + v_{onm}^2},$$

$$= \sqrt{\int \left[4kTR_FG_{np} + 4kTR_SG_{np}^2 + (e_nG_{np})^2 + (i_{np}R_SG_{np})^2 + (i_{nm}R_F)^2\right] df. \quad (4.6.18)}$$

The integral in Eq. (4.6.18) is evaluated by first moving the enclosed constant terms out of the integral. The resistors and their associated noise are constant over frequency. Therefore the first two terms of Eq. (4.6.18) are constants. The last three terms contain the input referred noise sources of the op-amp. The op-amp’s internally generated noise is the combination of flicker, shot, and thermal noise, i.e. white and $1/f$ noise [35].
Assuming that the amplifier’s internal current noise sources are balanced, \( i_{np} = i_{nm} = i_n \), and the frequency bandwidth \( (\Delta f = f_H - f_L) \) and frequency response of the network is known. The equivalent noise bandwidth can be determined, i.e. \( \Delta f = C_{ENB}(f_H - f_L) \), as discussed in section 4.5. Applying Eq. (4.6.9) results in the total mean-squared output voltage noise,

\[
\sigma_o^2 = G_{np}^2 \left( \frac{4kTR_F}{G_{np}} + 4kTR_S \right) \Delta f + (e_n G_{np})^2 \left[ f_{enc,ln} \left( \frac{f_H}{f_L} \right) + \Delta f \right] \\
+ (i_n G_{np})^2 \left[ R_S^2 + \left( \frac{R_F}{G_{np}} \right)^2 \right] \left[ f_{enc,ln} \left( \frac{f_H}{f_L} \right) + \Delta f \right].
\] (4.6.19)

As discussed in section 4.6.1, noise that has a spectral density proportional to \( 1/f \) decreases with an increase in frequency. Thus, at higher frequencies noise sources that generate a constant noise spectrum start to dominate, casing Eq. (4.6.19) to reduce to

\[
\sigma_o^2 = \left\{ \frac{4kTR_F}{G_{np}} + 4kTR_S + e_n^2 + i_n^2 \left[ R_S^2 + \left( \frac{R_F}{G_{np}} \right)^2 \right] \right\} G_{np}^2 \Delta f.
\] (4.6.20)

Noise figure is a useful figure of merit when comparing different component’s noise contributions. The noise factor of a non-inverting op-amp circuit is

\[
F_{op-amp} = \frac{1}{G} \frac{N_o}{N_i},
\] (4.6.21)

Note that the noise factor calculated by Eq. 4.6.21 is a linear quantity. The dB quantity can be calculated by \( NF = 10 \log(F) \).

### 4.6.3 Fully differential operational amplifier noise

The noise model for the fully differential operational amplifier (FDOA) is constructed by referring its internally generated noise sources to the op-amp input (see Fig. 4.13). The input referred noise current flowing to the FDOA’s positive and negative input terminals are \( i_{np} \) and \( i_{nm} \) respectively, both currents are in \( A/\sqrt{Hz} \). Noise sources associated with resistive lumped elements are included in the model [49].

The FDOA circuit analysis is conducted by making use of the superposition principle as described in section 4.6.2. Uncorrelated voltage noise spectral densities add to give the root sum of mean squares (see section 4.4 on adding noise sources).

In order to derive the output noise voltage, the model in Fig. 4.13 is simplified. The source impedance is transformed into its Thévenin equivalent resistance

\[
R_{TH} = \frac{R_S R_T}{R_S + R_T},
\] (4.6.22)

where the new noise model is given in Fig. 4.14 [49]. Usually FDOA circuits have balanced differential feedback networks by selecting identical resistor values for the inverting and non-inverting feedback networks \( R_F = R_{F1} = R_{F2} \) and \( R_G = R_{G1} = R_{G2} \). Thus the equivalent source impedance towards the inverting and non-inverting inputs of the op-amp are given by

\[
R_{Geq} = R_G + \frac{R_{TH}}{2}.
\] (4.6.23)
The equivalent voltage noise gain of a balanced differential circuit, given in [49] is

$$G_n = \frac{R_F}{R_{Geq}}. \quad (4.6.24)$$

![Figure 4.13: Fully differential operational amplifier circuit noise model.](image)

The uncorrelated output referred noise voltages ($v_o$) can be broken into two parts: the thermal noise of the resistive components ($v_{or}$) and the noise generated internally by the op-amp ($v_{oa}$),

$$v_o = \sqrt{v_{or}^2 + v_{oa}^2}. \quad (4.6.25)$$

The noise generated by the resistive components in the feedback network in Fig. 4.14 is calculated and shown in Table 4.4. The noise generated by these resistors is referred to the output of the FDOA circuit. Adding the noise contributions from the resistive elements in the circuit result in,

$$v_{or} = \sqrt{2v_{oth}^2 + 2v_{og}^2 + 2v_{of}^2}. \quad (4.6.26)$$

Next, the total output referred noise voltage generated internally by the op-amp is calculated, where only uncorrelated noise is taken into account. Thus the current noise $i_{nm}$ and $i_{np}$ contributions are solely due to the feedback resistor $R_F$ [49]. The results are shown in Table 4.5.
Table 4.4: Fully differential op-amp circuit’s feedback network thermal voltage noise

<table>
<thead>
<tr>
<th>Resistive elements</th>
<th>Source mean-square voltage noise</th>
<th>Output mean-square voltage noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{TH}$</td>
<td>$\bar{v}<em>{th}^2 = \int \frac{4kT}{2} \frac{R</em>{TH}}{df}$</td>
<td>$\bar{v}<em>{oth}^2 = \bar{v}</em>{th}^2 G_n^2$</td>
</tr>
<tr>
<td>$R_G$</td>
<td>$\bar{v}_{g}^2 = \int 4kTR_G df$</td>
<td>$\bar{v}<em>{og}^2 = \bar{v}</em>{g}^2 G_n^2$</td>
</tr>
<tr>
<td>$R_F$</td>
<td>$\bar{v}_{f}^2 = \int 4kTR_F df$</td>
<td>$\bar{v}<em>{of}^2 = \bar{v}</em>{f}^2$</td>
</tr>
</tbody>
</table>

Table 4.5: The fully differential op-amp’s internal noise sources referred to the output

<table>
<thead>
<tr>
<th>Internal noise source</th>
<th>Source mean-square voltage noise</th>
<th>Output mean-square voltage noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_n$</td>
<td>$\bar{v}_{n}^2 = \int e_n^2 df$</td>
<td>$\bar{v}<em>{on}^2 = \bar{v}</em>{n}^2 \left(1 + \frac{R_F}{R_{Geq}}\right)^2$</td>
</tr>
<tr>
<td>$i_{np}$</td>
<td>$\bar{v}<em>{np}^2 = \int (i</em>{np}R_F)^2 df$</td>
<td>$\bar{v}<em>{onp}^2 = \bar{v}</em>{np}^2$</td>
</tr>
<tr>
<td>$i_{nm}$</td>
<td>$\bar{v}<em>{nm}^2 = \int (i</em>{nm}R_F)^2 df$</td>
<td>$\bar{v}<em>{onm}^2 = \bar{v}</em>{nm}^2$</td>
</tr>
</tbody>
</table>

Combining the noise sources in Table 4.5 results in the total output referred noise contribution by the FDOA’s internal noise generators,

$$\bar{v}_{oa} = \sqrt{\bar{v}_{on}^2 + \bar{v}_{onm}^2 + \bar{v}_{onp}^2}.$$  \hspace{1cm} (4.6.27)

Lastly the resistive component’s and the op-amp’s noise sources are combined to get the total output rms noise voltage generated by the op-amp circuit, $\bar{v}_o$. As previously stated, it is assumed that the feedback network is balanced. Thus the op-amp’s current noise at the positive and negative terminals are effectively equal, $i_n = i_{np} = i_{nm}$.

$$\bar{v}_o = \sqrt{\bar{v}_{io}^2 + \bar{v}_{oa}^2},$$

$$= \sqrt{\int \left[8kT \left(R_G + \frac{R_{TH}}{2}\right) G_n^2 + 8kTR_F + e_n^2 \left(1 + \frac{R_F}{R_{Geq}}\right)^2 + 2i_n^2 R_F^2 \right] df}.$$  \hspace{1cm} (4.6.28)

The voltage noise spectral density at the output due to the input signal noise is calculated as follows,

$$\bar{v}_{os}^2 = \int \left[\sqrt{4kTR_s G_n \left(\frac{R_T}{R_s + R_T}\right)}\right]^2 df,$$  \hspace{1cm} (4.6.29)

where $\sqrt{4kTR_s}$ is the voltage noise due to the source equivalent resistor, $G_n$ translates the input referred noise voltage to the output, and $\frac{R_T}{R_s + R_T}$ is voltage division due to the $R_T$ and $R_S$ resistors at the circuit’s differential input.

The integrals of Eqs. (4.6.28) and (4.6.29) are evaluated as in section 4.6.2,

$$\bar{v}_o^2 = 8kT[R_{Geq} G_n^2 + R_F] \Delta f$$

$$+ e_n^2 \left(1 + \frac{R_F}{R_{Geq}}\right)^2 \left[ f_{enc}\ln \left(\frac{f_H}{f_L}\right) + \Delta f \right]$$

$$+ 2i_n^2 R_F^2 \left[ f_{inc}\ln \left(\frac{f_H}{f_L}\right) + \Delta f \right],$$  \hspace{1cm} (4.6.30)
where the bandwidth is either defined by a "brickwall" filter $\Delta f = f_H - f_L$ or the equivalent noise bandwidth as described in section 4.5. Assuming the op-amp is operating at a high frequency, the pink noise component is negligibly low and Eq. (4.6.30) reduces to

$$v_o^2 = \left[ 8kTR_{Geq}G_n^2 + 8kTR_F + \epsilon_n^2 \left( 1 + \frac{R_F}{R_{Geq}} \right)^2 + 2\epsilon_n^2 R_F^2 \right] \Delta f.$$  (4.6.31)

The same procedure is followed when integrating Eq. 4.6.29, resulting in

$$v_{os}^2 = \left[ \sqrt{4kTR_s G_n \left( \frac{R_T}{R_s + R_T} \right)} \right]^2 \Delta f.$$  (4.6.32)

The noise figure of the differential amplifier is calculated in Eq. 4.6.33 by using Eq. 4.3.1. Describing the amplifiers noise in terms of its noise figure is helpful when comparing the noise contributions of different components in a receiver chain.

$$F_{diffamp} = \frac{1}{\frac{G}{N_i}} = \frac{\pi_o^2}{\pi_{os}^2}$$  (4.6.33)

4.7 Noise analysis

The aim of the noise analysis is to determine the receiver’s noise figure, the gain required to lift the voltage noise floor to the lowest effective quantization level of the ADC, and to understand the SFC’s (sensitivity frequency control’s) impact on the receiver’s noise figure.

The noise analysis is conducted in two parts. For the RF front-end components it is assumed that the input and output impedances are equal, thus the available power equivalent models can be used when calculating noise figure. However, this assumption does not hold for all components in the receiver chain. The relationship between the voltage gain and the available power gain of an unmatched network can be described as in Fig. 4.15.

$$A_a = \frac{R_o}{R_s} \left( \frac{v_o}{v_s} \right)^2,$$

$$G_a = 10 \log(A_a).$$  (4.7.1)
The voltage gain is given by
\[ A_v = \frac{v_o}{v_s}, \]
\[ G_v = 20 \log(A_v). \] 

When the input and output impedances are equal \( (R_s = R_o) \) it follows from Eqs. \( 4.7.1 \) and \( 4.7.2 \) that the voltage and power gain are equal in dB \( (G_a = G_v) \). In this case the available power equivalent models can be used to calculate noise figure. By extension if \( R_s \neq R_o \) then \( G_a \neq G_v \), therefore, the available power equivalent models can not be used. The noise figure for the components with unmatched input and output impedances are calculated using the voltage noise and gain as shown in section 4.7.2.

![Receiver chain block diagram](image)

Component block A in Fig. 4.16 represents the components matched to 50 Ω at their inputs and outputs. This block includes a one meter section of coaxial transmission line, an LNA, and a RF balun. Fig. 4.17 shows the expansion of block A and the IQ demodulator from Fig. 4.16.

### 4.7.1 Matched network noise calculation

The noise figure of the matched input-output RF components are calculated using the available power model and the equation for cascaded noise figure as described by Eq. 4.3.11. Figure 4.17 shows the matched input-output section of the receiver chain that includes a transmission line, LNA, and RF balun. As discussed in section 4.3.2 it is assumed that a passive component’s insertion loss is equal to its noise figure. In practice a one meter long coaxial cable is used to connect the LNA to the input source. The cable has an insertion loss of 0.8 dB at the FMCW radar’s center frequency of 600 MHz. The cascaded noise figure of the transmission line, LNA, and balun in Fig. 4.17 is calculated using the values listed in Table 4.6 and 4.7.

\[
F_A = F_{TL} + \frac{F_{LNA} - 1}{G_{TL}} + \frac{F_{balun} - 1}{G_{TL}G_{LNA}} + \frac{F_{demod} - 1}{G_{TL}G_{LNA}G_{balun}},
\]

\[
NF_A = 3.8 \text{ dB.}
\]
4.7.2 Noise calculation using voltage noise

In this section the receiver’s noise figure, and the voltage gain required to lift the noise floor to the quantization level of the ADC’s least significant bit (LSB) is established.

The voltage equivalent noise model is used to add the noise of the unmatched components in Fig. 4.16 to the noise figure calculation done in the previous section. Components analysed using this model are the: IQ demodulator, differential op-amps B, passive polyphase filter (PPF), op-amp buffer C, passive IF-filter (SFC), and the high voltage gain op-amp D. The calculations are done in $\text{V/}\sqrt{\text{Hz}}$ and the rms voltage noise is determined by integrating over the receiver’s bandwidth ($\Delta f = 100 \text{ kHz}$). It is assumed that the pink noise contribution to the total noise is negligible at the receiver’s frequencies of operation, as stated in section 4.6.1. The reactive lumped elements are assumed to have infinitely high Q values, thus they do not add thermal noise to the system. These assumptions simplify the noise calculation without losing a great deal of accuracy.

First, the equivalent voltage gain of the circuit in Figure 4.17 is determined. The available power gain, $G_1$, is specified under matched conditions, thus in $\text{dB}$ the equivalent voltage gain of the transmission line, LNA and balun are equal to the power gain, $G_1 = G_{v1}$. The demodulator’s open circuit voltage gain ($G_{v,demod}$) is measured and all baluns used during the component’s characterisation measurement are de-embedded. The
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demodulator’s open circuit voltage gain is defined as the gain from the differential RF input to each of the output baseband channels when terminated in an open circuit. The demodulator’s voltage gain when loaded by a 200 Ω resistor is determined from the open circuit gain using voltage division,

\[ A_{v2} = 10^{G_{v,demod}/20} \frac{200 \, \Omega}{200 \, \Omega + 50 \, \Omega}, \]  

\[ = 0.54 \, \text{V/V}. \]  

(4.7.4)

Equation (4.7.5) describes the equivalent linear voltage gain of the matched components in Fig. 4.17.

\[ A_{v1} = 10^{G_{v1}/20}, \]

\[ = 10^{-0.8/20}10^{14.5/20}10^{-0.504/20}, \]

\[ = 4.84 \, \text{V/V}. \]  

(4.7.5)

The total effective voltage gain at the output of the demodulator \( A_v \) is calculated by multiplying Eq. (4.7.4) and Eq. (4.7.5),

\[ A_v = A_{v1}A_{v2}, \]

\[ = 2.62 \, \text{V/V}. \]  

(4.7.6)

Now that the voltage gain of the matched components are known, the equivalent noise voltage at the output of the demodulator in Fig. 4.17 can be determined. Consider the signal-to-noise ratio at the input to the system,

\[ SNR_{in} = \frac{v_S^2}{v_{NI}^2}, \]  

(4.7.7)

where \( v_S \) is the input signal voltage, and \( v_{NI} \) is the thermal noise voltage due the source impedance \( (R_s = 50 \, \Omega) \) as given by Eq. (4.7.8).

\[ v_{NI}^2 = kT_0R_s \]

\[ v_{NI} = 0.45 \, \text{nV/}\sqrt{\text{Hz}} \]  

(4.7.8)

The output signal-to-noise ratio of the matched components in Fig. 4.16 (block A and IQ demodulator) is,

\[ SNR_{out,A} = \frac{v_S'^2}{v_{N,I}'^2}, \]  

(4.7.9)

where \( v_S' \) is the signal voltage at the output of the system due to the input signal voltage multiplied by the systems voltage gain. The voltage \( e_A \) is the noise contribution by the cascaded system, and \( v_{N,I}' \) is the source’s voltage noise contribution multiplied by the system’s voltage gain as seen at the circuit’s output,

\[ v_{N,I}' = A_v v_{NI}. \]  

(4.7.10)

The noise figure is calculated as described in section 4.3,

\[ F_A = \frac{SNR_{in}}{SNR_{out,A}}, \]

\[ = \frac{e_A^2}{A_v^2 v_{N,I}^2}, \]

\[ = 1 + \frac{e_A^2}{A_v^2 v_{N,I}^2}. \]  

(4.7.11)
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By rearranging Eq. (4.7.11) the voltage noise added by the matched and cascaded components, are given by

\[
e_A = \sqrt{A_v^2 v_{NI}^2 (F_A - 1)},
\]

\[
e_A = 1.38 \text{ nV/}\sqrt{\text{Hz}}.
\] (4.7.12)

Next, the voltage noise at the demodulator’s outputs and the noise added by the FDOAs (labelled B in Fig. 4.16) are considered. The FDOA noise analysis is described in section 4.6.3 and the op-amp and resistor values used in this analysis are determined in Chapter 3. The Linear Technologies LT1994 FDOA is analysed for feedback network resistive element values of \( R_F = 82 \, \Omega \) and \( R_G = 33 \, \Omega \), where the input Thévenin equivalent source resistor is \( R_{TH} = 50 \, \Omega \parallel 200 \, \Omega \). The input referred noise sources are illustrated in Fig. 4.18.

![Figure 4.18: Fully differential operational amplifier input and output noise sources.](image)

The voltage noise and signal-to-noise ratio at the op-amp’s output is given by Eq. (4.7.13) and Eq. (4.7.14) respectively.

\[
v_{NO,\text{diff}}^2 = A_{\text{diff}}^2 (A_v^2 v_{NI}^2 + e_A^2 + v_{TH,\text{diff}}^2 + v_{G,\text{diff}}^2 + v_{F,\text{diff}}^2 + v_{N,\text{diff}}^2 + v_{NP,\text{diff}}^2 + v_{NM,\text{diff}}^2)
\] (4.7.13)

\[
SNR_{\text{out,\text{diff}}} = \frac{A_{\text{diff}}^2 v_S^2}{v_{NO,\text{diff}}^2}
\] (4.7.14)

The receiver’s noise figure, with the FDOA included, is determined by Eq. (4.7.15).

\[
F_{\text{diff}} = \frac{SNR_{\text{in}}}{SNR_{\text{out,\text{diff}}}} = \frac{v_{NO,\text{diff}}^2}{v_{NI}^2 A_v^2 A_{\text{diff}}^2}
\]

\[
NF_{\text{diff}} = 13.5 \, \text{dB}
\] (4.7.15)

The influence of the PPF and buffer op-amp C of Fig. 4.16 is now considered. The differential outputs, \( \Delta I_{\text{out}} \) and \( \Delta Q_{\text{out}} \), are given in terms of the inputs by Eq. (4.7.16). The voltage can be calculated when each output port is loaded by an impedance \( Z_L \) [9].

\[
\begin{bmatrix}
\Delta V_{I_{\text{out}}} \\
\Delta V_{Q_{\text{out}}}
\end{bmatrix} = \frac{Z_L}{R + Z_L + j\omega CRZ_L} \begin{bmatrix} 1 & -j\omega CR \\ j\omega CR & 1 \end{bmatrix} \begin{bmatrix} \Delta V_{I_{\text{in}}} \\
\Delta V_{Q_{\text{in}}}
\end{bmatrix}
\] (4.7.16)
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From Eq. (4.7.16) the voltage gain for both input ports producing an output signal at port three is determined [52],

\[ A_{v31} = \frac{Z_L}{R + Z_L + j\omega CRZ_L}, \] (4.7.17)

\[ A_{v32} = \frac{-j\omega CRZ_L}{R + Z_L + j\omega CRZ_L}. \] (4.7.18)

![Figure 4.19: Four-port noise representation using Z-parameters.](image)

Maximum image rejection is realised when the impedance network is balanced, thus the terminating impedances are assumed to be symmetrical. The PPF’s input and output ports are buffered by op-amps, so the source and load impedances are approximated by short and open circuits respectively. The noise calculation is conducted at the filter’s centre frequency \( \omega = \frac{1}{CR} \). As a result of these approximations Eqs. (4.7.17) and (4.7.18) reduce to

\[ A_{v31} = \frac{1}{1 + j}, \] (4.7.19)

\[ |A_{v31}| = \frac{1}{\sqrt{2}}. \]

\[ A_{v32} = \frac{-j}{1 + j}, \] (4.7.20)

\[ |A_{v32}| = \frac{1}{\sqrt{2}}. \]
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The forward voltage gain of Fig. 4.19 is defined as,

\[ A_{PPF} = |A_{c31}| + |A_{c32}|. \] (4.7.21)

The passive network in Fig. 4.20 is represented by an equivalent Z-parameter matrix,

\[
[Z] = \begin{bmatrix}
R + 1/(j\omega C) & 0 & 1/(j\omega C) & R \\
0 & R + 1/(j\omega C) & -R & 1/(j\omega C) \\
1/(j\omega C) & -R & R + 1/(j\omega C) & 0 \\
R & 1/(j\omega C) & 0 & R + 1/(j\omega C)
\end{bmatrix}.
\] (4.7.22)

The voltages and currents at the ports to the network in Fig. 4.19 are represented in terms of Z-parameters as

\[
\begin{bmatrix}
V_1 \\
V_2 \\
V_3 \\
V_4
\end{bmatrix} = [Z]
\begin{bmatrix}
I_1 \\
I_2 \\
I_3 \\
I_4
\end{bmatrix} + \begin{bmatrix}
V_{n1} \\
V_{n2} \\
V_{n3} \\
V_{n4}
\end{bmatrix},
\] (4.7.23)

and the Z-correlation matrix for a four-port network is,

\[
[C_Z] = \begin{bmatrix}
\langle V_{n1}, V_{n1}^* \rangle & \langle V_{n1}, V_{n2}^* \rangle & \langle V_{n1}, V_{n3}^* \rangle & \langle V_{n1}, V_{n4}^* \rangle \\
\langle V_{n2}, V_{n1}^* \rangle & \langle V_{n2}, V_{n2}^* \rangle & \langle V_{n2}, V_{n3}^* \rangle & \langle V_{n2}, V_{n4}^* \rangle \\
\langle V_{n3}, V_{n1}^* \rangle & \langle V_{n3}, V_{n2}^* \rangle & \langle V_{n3}, V_{n3}^* \rangle & \langle V_{n3}, V_{n4}^* \rangle \\
\langle V_{n4}, V_{n1}^* \rangle & \langle V_{n4}, V_{n2}^* \rangle & \langle V_{n4}, V_{n3}^* \rangle & \langle V_{n4}, V_{n4}^* \rangle
\end{bmatrix}.
\] (4.7.24)

By using Eq. (4.7.25) the Z-correlation matrix of a single-sideband spectrum is derived from the Z-parameters of a passive circuit with only thermal noise sources [43] [53].

\[
[C_Z] = 4kT_0\Delta f R e\{[Z]\} \] (4.7.25)

The uncorrelated external voltage noise sources at each of the four-ports to the noiseless network in Fig. 4.19 are determined by Eq. (4.7.26) and described by the diagonal auto-correlated components of the correlation matrix, Eq. (4.7.24).

\[
\tau_{n,PPF}^2 = 4kT_0\Delta f R
\] (4.7.26)

Equation (4.7.26) can be defined in units of V/√Hz as,

\[
v_{N,PPF} = \sqrt{\frac{\tau_{n,PPF}^2}{\Delta f}}.
\] (4.7.27)

Although the thermal noise introduced by the PPF’s circuitry adds little to the cascaded noise figure, the circuit’s voltage gain has a notable influence on the receiver’s noise figure.

Figure 4.21 depicts the voltage sources that have an influence on the buffer op-amp C’s output. It is worth noting that because port three has a single ended output, the voltage at the port halves. Thus, a voltage gain of -6 dB is added at the differential output and the attenuation degrades the final cascaded noise figure of the entire receiver circuit by 0.71 dB. The use of a single output is a design decision based on the fact that implementing a differential filter requires more components and makes tuning more cumbersome.

The voltage noise contributed by the LT6200 op-amp used to buffer the PPF’s output (labelled C in Fig. 4.21) is brought into account as explained in section 4.6.2. The source
resistance seen by the op-amp is the real part of the output impedance at port three of the four-port network in Fig. 4.20 [9],

$$Z_{out} = \frac{j\omega CRZ_S + Z_S + 2R}{j\omega CZ_S + j\omega CR + 1}.$$  \hfill (4.7.28)

Assumed that $Z_S \approx 0$ and $Z_L \approx \infty$, Eq. (4.7.28) reduces to

$$R_{S,\text{buff}} = \text{Re}\{Z_{out}\} = R,$$  \hfill (4.7.29)

where a resistance of 75 $\Omega$ is used in the PPF network. The noise voltage in units of $V^2/\text{Hz}$ at the output of op-amp C is determined by Eq. (4.7.30).

$$V_{NO,\text{buff}}^2 = A_{\text{buff}}^2 \left( \frac{1}{2} \right)^2 (A_{PPF}^2 (v_{NO,\text{diff}}^2 + v_{N,PPF}^2) + v_{N,PPF}^2) + v_{NP,\text{buff}}^2 + v_{N,\text{buff}}^2,$$  \hfill (4.7.30)

and the output signal to noise ratio is determined by Eq. (4.7.31).

$$\text{SNR}_{out,\text{buff}} = \frac{\left( \frac{1}{2} \right)^2 A_{\text{buff}}^2 A_{PPF}^2 A_{\text{diff}}^2 A_v^2}{v_{NO,\text{buff}}^2}.$$  \hfill (4.7.31)

Inclusion the PPF and buffer op-amp, the cascaded noise figure is determined as

$$F_{\text{buff}} = \frac{\text{SNR}_i}{\text{SNR}_{out,\text{buff}}},$$

$$= \frac{v_{NO,\text{buff}}^2}{v_{NI}^2 \left( \frac{1}{2} \right)^2 A_{\text{buff}}^2 A_{PPF}^2 A_{\text{diff}}^2 A_v^2},$$  \hfill (4.7.32)

$$NF_{\text{buff}} = 13.8 \text{ dB}.$$  

Now the passive IF-filter’s noise contribution is addressed. The LC circuit is represented as an equivalent noiseless network with voltage noise sources at each of its ports, as shown in Fig. 4.22. The available power gain of the network from port 1 to port 2 can be expressed in terms of the scattering parameters of the network and the port mismatches,

$$G_{21} = \frac{|S_{21}|^2 (1 - |\Gamma_S|^2)}{|1 - S_{11}\Gamma_S|^2 (1 - |\Gamma_{out}|^2)}.$$  \hfill (4.7.33)
For the calculation it is assumed that a perfect input and output match is realised, in other words the insertion loss measured is assumed to be due to component losses and the available voltage gain can be represented as,

$$A_{IF}^2 = G_{21} = |S_{21}|^2.$$  \hfill (4.7.34)

The input and output is matched to a 50 Ω impedance and the noise contributed by the source and load resistors are calculated in V²/Hz by Eq. (4.7.35).

$$v_{S,IF}^2 = v_{L,IF}^2 = 4kT_0R_50$$  \hfill (4.7.35)

The superposition principle is applied to add the voltage noise sources at the output of the network resulting in Eq. (4.7.36),

$$v_{NO,IF}^2 = A_{IF}^2(v_{O,buff}^2 + v_{S,IF}^2) + v_{L,IF}^2.$$  \hfill (4.7.36)

The rms voltage noise in the receiver’s bandwidth (100 kHz) at the IF-filter’s output is

$$v_{no,IF} = \sqrt{v_{NO,IF}^2 \Delta f},$$

$$= 1.15 \text{ uV}.$$  \hfill (4.7.37)

At this point it is possible to determine the voltage gain required to lift the rms voltage noise so that it triggers the ADC’s LSB. First, the 12-bit ADC’s lowest quantization level is determined at a reference voltage of 3.3 V,

$$v_{LSB} = \frac{v_{ref}}{2^n} = \frac{3.3}{2^{12}},$$

$$= 0.81 \text{ mV}.$$  \hfill (4.7.38)

The minimum voltage gain required from the amplifier, represented by block D seen in Fig. 4.16, is determined from the ratio between Eqs. (4.7.37) and (4.7.38). Taking into account that the 5 V supply rail is scaled down to the ADC’s reference voltage of 3.3 V, the gain is calculated as

$$A_D = \frac{v_{LSB}}{v_{no,IF}} \frac{5 \text{ V}}{3.3 \text{ V}},$$

$$= 1063,$$

$$= 60.5 \text{ dB}.$$  \hfill (4.7.39)

The voltage gain calculated in Eq. (4.7.39) is realised in the receiver circuit by two op-amp’s in a non-inverting configuration. Each op-amp stage provides a minimum voltage gain of 30.3 dB. The noise analysis on these components is conducted as in section 4.6.2.
The high gain added at this stage prevents the cascaded noise figure from notable deterioration due to consecutive components in the receiver chain. Consequently the noise figure analysis is conducted up to the output of the high gain stage.

The design voltage gain selected for amplifier D in Fig. 4.16 is 1.9 dB higher than the value calculated in Eq. (4.7.39). Thus the noise floor is effectively at bit 11.69 of the ADC. Fractional bits are not realisable in practice, but serve as an indication of the rms voltage noise level relative to the ADC’s available quantization range. The reason for the additional gain is that the ADC has a finite SNR and also has a signal to noise and distortion (SINAD) ratio. SINAD is converted to effective number-of-bits (ENOB) using the relationship of the theoretical SNR for an ideal $n$-bit ADC [54],

$$SNR = 6.02n + 1.76 \text{ dB}. \quad (4.7.40)$$

Solving for $n$, and substituting the value of SINAD for SNR [54], results in

$$ENOB = \frac{SINAD - 1.76}{6.02}, \quad (4.7.41)$$

where ENOB is a measure of the dynamic performance of an ADC.

The ENOB of the ATMEL SAM3X microcontroller has a typical value of 10.3 bits when used in the differentially mode. Thus, by applying Eq. (4.7.39) it is shown that a voltage gain of 74.6 dB is required from amplifier D at an ENOB of 10.3 bits. Setting the gain to this value would decrease the receiver’s full scale RF input power by 8.4 dB and utilize less of the ADC’s available SNR. (The dynamic range calculation are available in section 5.2.)

![Figure 4.23: The high voltage gain amplifier’s noise sources, labelled D in Fig. 4.16.](image-url)

Amplifier D is constructed using two cascaded LT6200 op-amps, the circuit’s noise sources are illustrated in Fig. 4.23. However, the source impedance noise is not shown for the first op-amp stage because its contribution is already included in $v_{O,IF}$. The second op-amp stage has a source resistance of 220 $\Omega$ and a Thévenin equivalent input impedance of 194 $\Omega$. The input impedance is the source resistance in parallel with resistors $R_F$ and $R_G$ from stage one’s feedback network.

The voltage noise at the output of amplifier D in Fig 4.16 is calculated using Eqs. (4.7.42) and (4.7.43).

$$v_{NO,I}^2 = A_{stageI}^2(v_{NO,IF}^2 + v_{G,I}^2 + v_{F,I}^2 + v_{N,I}^2 + v_{NP,I}^2 + v_{NM,I}^2) \quad (4.7.42)$$

$$v_{NO,II}^2 = A_{stageII}^2(v_{NO,I}^2 + v_{S,II}^2 + v_{NM,II}^2 + v_{NP,II}^2 + v_{N,II}^2 + v_{F,II}^2 + v_{G,II}^2) \quad (4.7.43)$$
The output signal-to-noise ratio is
\[
SNR_{out,cas} = \frac{A_{stageII}^2 A_{stageI}^2 A_IF^2 A_{buff}^2 A_{PFF}^2 A_{diff}^2 A_n^2 v_s^2}{v_{NO,II}^2},
\]
and the receiver’s cascaded noise figure is calculated at the centre frequency of the IF-filter’s passband,
\[
F_{cas} = \frac{SNR_{in}}{SNR_{out,cas}} = \frac{v_{NO,II}^2}{v_{NI}^2 \left( \frac{1}{2} \right)^2 A_{stageII}^2 A_{stageI}^2 A_IF^2 A_{buff}^2 A_{PFF}^2 A_{diff}^2 A_n^2},
\]
\[
NF_{cas} = 14.5 \text{ dB}.
\]

Figure 4.24 illustrates that the cascaded noise figure increases with an increase in IF-filter attenuation. The SFC has a narrow band of operation, 0.976 MHz to 1.036 MHz, and the receiver sensitivity is decreased at these operating frequencies. The measured noise figure is presented in section 7.1 and compared to the calculated values.

4.8 Conclusion

This chapter considers the effect noise has on an IF FMCW radar receiver. The cascaded gain required to lift the rms voltage noise above the ADC’s LSB was determined. The cascaded noise figure was calculated up to the point in the receiver chain where subsequent
components do not have a notable effect on the noise figure. Finally, the impact SFC has on the receiver’s noise figure is investigated. Although the noise figure increases in the SFC bandwidth, the received signals are large and detectable even with decreased receiver sensitivity.
Chapter 5

Receiver non-linearity

In this chapter the representation of non-linearities in RF systems is discussed. Receiver non-linearity produces additional undesired frequency components. To effectively design RF systems that prevent and remove distortions, the magnitude and frequency of spurious target signals should be predicted [6]. It is proposed that an IF receiver can be designed so that most harmonics and intermodulations products (IMPs), generated due to component non-linearity, are moved beyond the receiver’s frequency band of interest.

Receiver saturation can be avoided by knowing the exact nature of the received signals and the characteristics of the receiver. However, in most practical situations there are uncertainties with regards to the received signals.

As it stands there are many methods used to avoid component saturation. Automatic gain control (AGC) can be used to ensure saturation does not occur. Usually for monostatic FMCW radars the designer has control over the transmitter and receiver. Thus, if large reflections are received that cause the receiver to saturation, it is possible to turn down the transmission power. This is especially helpful when targets are close to the radar.

Note that this study is not concerned with the prevention of non-linear behaviour but rather the management of spurious target signals after they occur.

The study is focused on three components in the receiver chain: the low noise amplifier (LNA), quadrature (IQ) demodulator, and the receiver’s high gain operational amplifiers.

Figure 5.1: FMCW radar IF receiver block diagram.
Assuming a large reflection is received, these components are at risk of saturation, they are numbered 1 to 3 in Fig. 5.1.

5.1 Linearity figure of merit

An ideal linear device is characterised by its output signal being exactly proportional to the signal at its input. In reality, even seemingly linear electronic devices exhibit some non-linear behaviour. It is possible that the output non-linearities exist below the minimum detectable level of the measurement tool. Therefore, the harmonics and IMPs are undetected and the device appears linear. In addition, at high input signal levels devices become non-linear and the output signal saturates causing gain compression. The noise floor and the onset of gain compression, sets a minimum and maximum bound to the input and output power for which a device is seemingly linear [55].

![Graphical representation of dynamic range definitions.](https://scholar.sun.ac.za)

Figure 5.2: Graphical representation of dynamic range definitions.

The linearity of a device operating over a narrow frequency band is illustrated in Fig. 5.2, where:

- The input 1 dB compression point (IP1dB) is defined as the input power at which the power gain decreases by 1 dB from its small signal value. OP1dB is the fundamental component’s output power corresponding to the input 1 dB compression point.
The input third order intercept point (IIP3) is the power level at which the fundamental signal and the third order intermodulation components (IM3s) would have equal power if no gain compression occurred. (OIP3 is the output third order intercept point corresponding to IIP3.)

The minimum detectable signal (MDS) level is equal to the input noise floor added to the receiver’s cascaded noise figure (\(NF_{cas}\)) and the minimum required signal-to-noise ratio (SNR) at the detector’s input. \(SNR_{D}^{\min}\) is the SNR that must be exceeded at the ADC’s input for a sufficiently accurate quantisation to occur. The MDS level defines the receiver’s sensitivity (see Eq. 5.2.4).

The spurious free dynamic range (SFDR) is defined as the difference between the output power of the fundamental signal and that of the third order IMP when the output IMP crosses the MDS level [55].

The receiver’s dynamic range (DR) is the difference between the output 1dB compression point (OP1dB) and the minimum detectable signal level.

5.2 Receiver dynamic range

The last component in the receiver chain is the ADC. An ADC’s dynamic range is the difference between the maximum distortion free signal (MDFS) and the minimum detectable signal (MDS) it can reliably quantise at its input.

Assuming the cascaded RF front-end component’s SFDR (calculated in Chapter 2) is greater than the ADC’s dynamic range as in Fig. 5.3. It is found that the ADC truncates the receiver’s RF dynamic range. Therefore the ADC’s full scale range dictates the largest detectable signal. The smallest signal the ADC can quantise determines the receiver’s MDS.

It is desired that after a signal is quantised that the total noise is dominated by the RF front-end’s noise contribution. Therefore the first few ADC quantisation steps are occupied by the analog circuit’s noise floor. The noise floor is raised by adding gain to the receiver chain [56]. The gain is provided by the high voltage gain op-amps shown in

\[
\frac{2}{3}OIP3_{cas}
\]

\[
\frac{2}{3}N_{0\ cas}
\]

\[
2\frac{2}{3}N_{0\ cas}
\]
Fig. 5.1. The required gain is calculated in section 4.7. The added gain moves the effective dynamic range relative to the total RF SFDR. By adding gain the receiver’s sensitivity is increased but its maximum detectable input level is decreased. Consequently, signals that barely rise above the receiver’s noise floor are detected and the receiver is more likely to saturate.

Equation (5.2.1) determines the maximum detectable signal at the RF front-end that does not cause the ADC to saturate.

\[ F_{S_{RX}} = F_{S_{ADC}} - G_{cas} \]  

The ADC’s full-scale input power is given by

\[ F_{S_{ADC}} = 10 \log_{10} \left( \frac{v_{FS}^2}{R_{in}} \right) + 30, \]

and the full-scale input root mean square (rms) voltage is

\[ v_{FS} = \frac{v_{ref}}{2\sqrt{2}}, \]

where \( F_{S_{RX}} \) is the full scale RF input power, \( G_{cas} \) is the receiver’s conversion gain, \( R_{in} \) is the ADC’s input impedance, and \( v_{ref} \) is the ADC’s reference voltage.

The minimum detectable signal at the receiver’s RF input (\( MDS_{RX} \)) and the ADC’s input (\( MDS_{ADC} \)) is determined as follows

\[ MDS_{RX} = N_0 + N F_{cas} + SNR_{D_{min}}^{min}, \]
\[ MDS_{ADC} = MDS_{RX} + G_{cas}, \]

where \( N_0 \) is the thermal noise floor at the RF input in dBm,

\[ N_0 = 10 \log_{10} (kT_o \Delta f_{RX}) + 30, \]

\( k \) is the Boltzmann constant, \( T_o \) the equivalent noise temperature in Kelvin, \( \Delta f_{RX} \) is the receiver’s frequency bandwidth, and \( N F_{cas} \) is the receiver’s cascaded noise figure. The actual noise floor is 3 dB below the value calculated by Eq. (5.2.5) because the lower sideband is suppressed by the Hartley image rejection architecture. Thus only half the noise power is mixed down to the IF,

\[ N_{0, singlesideband} = N_0 - 3. \]

The receiver’s detection threshold (\( SNR_{D_{min}}^{min} \)) is the minimum SNR required by the ADC for accurate signal quantisation to occur,

\[ SNR_{D_{min}}^{min} = 10 \log_{10} \left[ \frac{\left( \frac{v_{ref}}{2^{n-ENOB}} \right)^2}{2R_{in}} \right] - 10 \log_{10} \left[ \frac{\left( \frac{v_{ref}}{2^n} \right)^2}{2R_{in}} \right], \]
\[ = 20 \log_{10} \left[ 2^{(n-ENOB)} \right], \]
\[ = 1.9 \text{ dB}. \]

It is assumed that the noise floor presented to the ADC is equal to the ADC’s least significant bit (LSB). The minimum required input signal is dictated by the ADC’s effective
number of bits (ENOB). The difference between Eq. (5.2.1) and Eq. (5.2.4) is equal to
the receiver’s dynamic range,

\[ DR = FS_{RX} - MDS_{RX}, \]
\[ = FS_{ADC} - MDS_{ADC}. \]

(5.2.8)

Received signals are discretized by the Atmel ATSAM3X8E microcontroller’s 12-bit
differential ADC. The results shown in Table 5.1 are calculated according to the ADC’s
specifications as shown in Table 5.2.

The receiver is designed that the high gain op-amp (labelled 3 in Fig. 5.1) saturates
before the ADC. The ADC has a quantisation margin of 400 steps (or 0.32 V). This
prevents non-linearity caused by constructive interference from multi-tone excitation. By
comparing the full-scale RF input signal \( FS_{RX} = -51.9 \text{ dBm} \) see Table 5.1) and the RF
front-end’s cascaded 1dB compression point \( IP1dB = -3.9 \text{ dBm} \) see Table 2.5) it is clear
that the high gain op-amp is the first device to saturate in the receiver chain.

### Table 5.1: Calculated receiver dynamic range

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Power [dBm]</th>
<th>Voltage [dBV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper sideband noise floor</td>
<td>( N_{0,sideband} )</td>
<td>-127</td>
<td>-140</td>
</tr>
<tr>
<td>Full-scale RF signal level</td>
<td>( FS_{RX} )</td>
<td>-51.9</td>
<td>-64.9</td>
</tr>
<tr>
<td>Full-scale ADC signal level</td>
<td>( FS_{ADC} )</td>
<td>5.4</td>
<td>1.3</td>
</tr>
<tr>
<td>MDS at RF input</td>
<td>( MDS_{RX} )</td>
<td>-110.1</td>
<td>-123.1</td>
</tr>
<tr>
<td>MDS at ADC input</td>
<td>( MDS_{ADC} )</td>
<td>-52.8</td>
<td>-56.8</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>( DR )</td>
<td>58.2 dB</td>
<td></td>
</tr>
</tbody>
</table>

### Table 5.2: Variables used in dynamic range calculation

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power gain</td>
<td>( G_{cas} )</td>
<td>57.3</td>
<td>dB</td>
</tr>
<tr>
<td>Voltage gain</td>
<td>( G_{v,cas} )</td>
<td>66.3</td>
<td>dB</td>
</tr>
<tr>
<td>Noise figure</td>
<td>( NF_{cas} )</td>
<td>14.5</td>
<td>dB</td>
</tr>
<tr>
<td>ADC resolution</td>
<td>( n )</td>
<td>12</td>
<td>bits</td>
</tr>
<tr>
<td>Typical ENOB</td>
<td>( ENOB )</td>
<td>11.69</td>
<td>bits</td>
</tr>
<tr>
<td>ADC reference voltage</td>
<td>( v_{ref} )</td>
<td>3.3</td>
<td>V</td>
</tr>
<tr>
<td>IF bandwidth</td>
<td>( \Delta f_{RX} )</td>
<td>100</td>
<td>kHz</td>
</tr>
<tr>
<td>Noise temperature</td>
<td>( T_0 )</td>
<td>290</td>
<td>K</td>
</tr>
<tr>
<td>ADC input impedance</td>
<td>( R_{in} )</td>
<td>390</td>
<td>Ω</td>
</tr>
<tr>
<td>RF input impedance</td>
<td>( R_0 )</td>
<td>50</td>
<td>Ω</td>
</tr>
</tbody>
</table>

Figure 5.4 illustrates the IF filter’s effect on the receiver’s sensitivity and dynamic
range. The SFC does not significantly alter the receiver’s effective dynamic range (green
area in fig. 5.4). However, the receiver’s sensitivity decreases and its full scale RF
input power increases at low beat frequencies. This allows the FMCW radar to receive
large reflections caused by close range targets without saturating. The LNA and IQ
demodulator’s cascaded 1dB compression point \( IP1dB_{cas} \), calculated in section 2.1.3, is
the upper limit to the RF component’s SFDR.
Figure 5.4: Full scale RF input power and minimum detectable RF signal level versus frequency. The cascaded RF 1dB compression point ($IP1dB_{cas}$) is the upper limit to the cascaded RF component’s spurious free dynamic range. The effective dynamic range is the green area between the $FS_{RX}$, RF $IP1dB_{cas}$ and $MDS_{RX}$ lines.

The FS signal level, MDS level, and dynamic range are calculated for a single ideal carrier signal. In reality the dynamic range could be shared amongst multiple carrier signals, i.e. when an FMCW radar receives reflections from multiple targets. Due to constructive interference the full-scale power of the converter is shared among the received signals. Thereby the largest possible singular input for distortion free reception is reduced. Assuming all the received signals are at the same power level, each time the number of carriers double, the largest any of the signals can be is reduced by 3 dB. This is a rough estimate of the adjustment to the FS signal level caused by addition carriers [56]. For example, if four signals are present, each signal must be 6 dB below the clipping point.

Similar mechanisms exist that cause the noise floor and by extension the MDS to increase. One example is receiver blocking. Blocking is defined as the degradation in a receiver’s sensitivity in the presence of a much stronger (blocking) signal. Assuming a desired target signal is monitored at a defined SNR, and a much stronger signal is introduced spectrally near to the desired signal, the effective SNR of the target would degrade. Blocking occurs when the interfering signal is strong enough to cause the receiver’s LNA to reach its gain compression point. Causing a decrease in gain and potentially raising the amplifier’s noise figure.

Usual in response to a strong input signal the receiver’s front-end gain is decreased. However, lowering the gain at the beginning of the receiver chain degrades the receiver’s noise figure. The power level of the largest possible reflection is decreased by lowering the transmission power which in turn decreases the radar’s maximum range.
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performance is directly related to transmission power as shown by Eq. (5.2.9) [1].

\[
R_{\text{max}} = \left[ \frac{P_t G^2 \lambda^2 \sigma}{(4\pi)^3 S_{\text{min}}} \right]^{\frac{1}{4}}
\]  

(5.2.9)

Equation (5.2.9) is a simplified form of the radar equation, where \( P_t \) is transmitted power (watts), \( G \) is the antenna gain, \( \lambda \) signal wave length, \( \sigma \) is a targets radar cross section \((m^2)\), and \( S_{\text{min}} \) the minimum detectable signal (watts).

5.3 Representing non-linear responses

Device non-linearity can be described by a set of non-linear equations where the output is disproportional to its input. Non-linear equations contain variables with exponents other than one. In other words a device’s output versus input plot would ideally result in a straight line extending indefinitely [6]. In practice this graph has some curvature that represents saturation, as illustrated in Fig. 5.5.

![Voltage transfer curve with idealized straight line approximation.](image)

Figure 5.5: Voltage transfer curve with idealized straight line approximation.

An input-output curve can be represented by a Taylor series

\[
f(x) = f(x_0) + f'(x_0)(x - x_0) + \frac{f''(x_0)}{2!}(x - x_0)^2 + \ldots + \frac{f^n(x_0)}{n!}(x - x_0)^n,
\]  

(5.3.1)

or Volterra series depending on the need to capture memory effects. Equation (5.3.1) is the general Taylor series where the variable \( x \) is the changing input about the operating point. The operating point is defined as the point about which the series is written. A special case where the series is considered about \( x_0 = 0 \) is known as the Maclaurin series. The series expansion’s coefficients are defined by the expression

\[
a_n = \frac{f^n(x_0)}{n!}.
\]  

(5.3.2)

In Eq. (5.3.3), \( v_{\text{in}} \) is the change in input voltage from the operating point, and the Taylor series coefficients \( a_n \) are real valued. The first term is a direct current (DC) bias term and is not of interest here. The second term is the desired linear term, where \( a_1 \)
represents a device’s linear gain. The remaining higher order terms are the undesirable components that represent the curvature of the gain curve. If only one signal is present at the input the undesirable components will be harmonics of the fundamental frequency. However, if there are more than one input carrier additional signals at frequencies that are mathematical combinations of the fundamental frequencies of the input carriers are produced. These combinations are called intermodulation products (IMPs) \[6\]. To gain further insight without complicating the algebra a two input carrier case is considered.

We write the general input signal as

\[v_{\text{in}} = a_0 + a_1 v_{\text{in}} + a_2 v_{\text{in}}^2 + a_3 v_{\text{in}}^3 + \ldots + a_n v_{\text{in}}^n\]  \hspace{1cm} (5.3.3)

We write the general input signal as

\[v_{\text{in}}(t) = A_1 \cos(\omega_1 t + \theta_1) + \ldots + A_M \cos(\omega_M t + \theta_M),\]

\[= A_1 \cos[\phi_1(t)] + \ldots + A_M \cos[\phi_M(t)] \quad \text{for } M \geq 1, M \in \mathbb{N},\]  \hspace{1cm} (5.3.4)

and the two carrier input is represented as

\[v_{\text{in}}(t) = A_1 \cos[\phi_1(t)] + A_2 \cos[\phi_2(t)].\]  \hspace{1cm} (5.3.5)

To keep the equations succinct the explicitly written time dependencies may be dropped, writing \(\phi\) for \(\phi(t)\).

### 5.3.1 Odd order terms

The odd order terms in Eq. (5.3.3) add to the third order IMPs and harmonic. These spurious components are of interest in the analysis of system non-linearities because they have large magnitudes and are spectrally near to the fundamental signals, making it difficult to remove them by filtering. If these unwanted signals are generated and have great enough magnitude they are discretized by the ADC and consequently interpreted as false targets.

To gain further insight into the character of non-linear devices we truncate the infinite Taylor series to only the third term \((a_3 v_{\text{in}}^3)\) in Eq. (5.3.3). The third term describes the frequency interaction of the fundamental components and adds to the magnitude of the third order distortions and fundamental components. At this point we substitute Eq. (5.3.5) into the third term of Eq. (5.3.3) resulting in a trigonometric polynomial. Employing the appropriate trigonometric identities Eq. (5.3.8) is obtained from Eq. (5.3.7) \[6\],

\[a_3 v_{\text{in}}^3 = a_3[A_1 \cos(\phi_1) + A_2 \cos(\phi_2)]^3\]  \hspace{1cm} (5.3.6)

\[= a_3 \left\{ A_1^3 \cos^3 \phi_1 + A_2^3 \cos^3 \phi_2 + 3A_1^2A_2 \cos(\phi_1 - \phi_2) + \frac{3A_1A_2^2}{4} \cos(2\phi_1 - \phi_2) + \frac{3A_1^2A_2}{4} \cos(2\phi_2 - \phi_1) \right\} \]  \hspace{1cm} (5.3.7)

\[= \frac{a_3}{4} \left\{ (3A_1^3 + 6A_1A_2^2) \cos \phi_1 + (3A_2^3 + 6A_1^2A_2) \cos \phi_2 + 3[A_1^2A_2 \cos(2\phi_1 - \phi_2) + A_1A_2^2 \cos(2\phi_2 - \phi_1)] \right\} + A_1^3 \cos(3\phi_1) + A_2^3 \cos(3\phi_2) \]  \hspace{1cm} (5.3.8)

where \(\phi_1 \equiv \phi_1(t)\) and \(\phi_2 \equiv \phi_2(t)\).
The first line in Eq. (5.3.8) contain signals at the fundamental frequencies, but their amplitudes are non-linear functions of the input amplitudes. They will add to the non-linear shape of the fundamental gain at high input levels. The second and third lines are the intermodulation terms while the last line in Eq. (5.3.8) adds to the third order harmonics.

Figure 5.6: Spectrum of third order products from two equal-power inputs.

Figure 5.7: Spectrum of third order products from two unequal-power inputs, where $\delta$ represents the difference in amplitude of the fundamental components.
At low input power levels IMPs and harmonics that contain $n$ times a frequency have amplitudes that are proportional to the $n$th power of the corresponding fundamental amplitude. At high input power levels, other terms with powers of $n + 2k$, where $n$ and $k$ are integers, become appreciable and produce curvature in the response plot [6]. In other words the device under test (DUT) becomes more non-linear with greater input power. Thus more terms of the series expansion is required to accurately approximate the device non-linearity when the device is deeper in saturated.

Figure 5.6 shows the truncated third order frequency spectrum with two inputs of the same magnitude ($A_1 = A_2$). The change in the spectrum due to the difference in input level of the fundamental signals is illustrated by Fig. 5.7.

5.3.2 Intercept points

The deviation by the fundamental component from its ideal straight-line output is represented by Fig. 5.2. At low input levels the output harmonics and IMPs have a linear progression. Consider the ideal case with no output compression, the third order products increases thrice as fast as the desired fundamental. At some point these straight lines cross and the spurious-and-fundamental signals have equal output power. Since the slopes of the straight lines are known, these crossing points, called intercept points (IPs), define the third order products at low levels. The power out at the third order IP is called the third order intermodulation output intercept point and is represented by the shorthand $OIP_{3IM}$ [6]. For the input power where the harmonic curve crosses the fundamental, the term would be $IIP_{3H}$. Since the IP lies on the linear response curve, an OIP is higher than the corresponding IIP by the linear gain.

From Eq. (5.3.8) the harmonic output power ($p_{out,H3}$) is determined [6], by relating the fundamental component’s output power ($p_{out,F}$) and the third order harmonic output intercept point ($OIP_{3H}$) as follows

$$p_{out,H3} = \frac{p_{out,F}^3}{p_{OIP3,H}^3}. \quad (5.3.9)$$

The IMP’s output power ($p_{out,IM3}$) at frequency $2f_1 \pm f_2$ is related to the power of the two fundamental outputs ($p_{out,F1}$ at $f_1$, $p_{out,F2}$ at $f_2$) and the third order IM intercept point ($OIP_{3IM}$) [6],

$$p_{out,IM3}(2f_1 \pm f_2) = \frac{p_{out,F1}^2 p_{out,F2}}{p_{OIP3,IM}^2}. \quad (5.3.10)$$

The same holds for the IMP at $2f_2 \pm f_1$,

$$p_{out,IM3}(2f_2 \pm f_1) = \frac{p_{out,F2}^2 p_{out,F1}}{p_{OIP3,IM}^2}. \quad (5.3.11)$$

From Eqs. (5.3.10) and (5.3.11) it is seen that if the two fundamental signal’s power levels $P_{out,F1}$ and $P_{out,F2}$ are equal the third order IMPs are also equal.

5.4 Low noise amplifier non-linearity

The Mini-Circuits ZX60-P105LN+ LNA’s non-linear behaviour is measured by applying a range of signal power levels at its input while measuring its output port.
For the measurement a Rohde & Schwarz (R&S) SMIQ04B signal generator applies input signals ranging from -90 to 16 dBm at a fixed frequency of 400 MHz. The output signal’s spectral content is measured by an R&S FSEK30 spectrum analyser. The measurement is set-up as shown in Fig. 5.8.

Note that signal generators are not ideal linear signal sources. The R&S SMIQ04B signal generator produces harmonics up to -30 dBc at output levels of \( \leq 7 \) dBm \[57\]. However, for accurate measurements a more linear input signal is required that only distortions generated by the LNA is detected by the spectrum analyser. The Mini-Circuits SLP-450 low pass filter is used to suppress unwanted harmonics before the RF signal is applied to the LNA’s input.

![Figure 5.8: LNA measurement set-up.](image)

From Fig. 5.9 the LNA’s input 1 dB compression point is determined after de-embedding all cable and filter losses from the data. Its S-parameters are measured using a vector network analyser and presented in Fig. 5.10. The linear power gain is calculated by taking the mean value of \( |S_{21}| \). The results are presented in Table 5.3.

![Figure 5.9: The Mini-Circuits ZX60-P105LN+ LNA’s output harmonics versus input power.](image)
At this point in the receiver chain the harmonics generated by an LNA can be removed by both the baseband (BB) and IF receiver topologies. Thus no advantage is gained from using an IF receiver at this stage.

![Figure 5.10: Mini-Circuits ZX60-P105LN+ LNA s-parameters.](image)

<table>
<thead>
<tr>
<th>Parameter description</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1 dB compression point</td>
<td>IP1dB</td>
<td>5.7 dBM</td>
</tr>
<tr>
<td>Linear power gain</td>
<td>$G_{LNA}$</td>
<td>14.4 dB</td>
</tr>
</tbody>
</table>

### 5.5 Quadrature demodulator non-linearity

The Analog Devices ADL5380 quadrature demodulator’s non-linearity is accessed by measuring the harmonics generated by a single RF input tone at a range of power levels.

The measurement is set-up as illustrated in Fig. 5.11, where the R&S SML03 signal generator supplies a fixed LO of -3 dBM at 399 MHz. The RF input power level (supplied by the R&S SMIQ 04B signal generator) ranges from -80 to 14 dBM at 400 MHz. Therefore, the down converted IF carrier signal is at 1 MHz, $f_{IF} = f_{RF} - f_{LO}$.

The Mini-Circuit’s TCM9-1 transformer presents a single ended output from the baseband I-channel to the spectrum analyser’s 50 Ω input. The Q-channel is also terminated through a balun in a 50 Ω load. A 50 Ω single ended load results in a 450 Ω differential impedance at the I and Q channels when using a 9:1 impedance transformer. A decoupling capacitor (0.1uF) is connected to the centre tap of the transformer to reject noise at the demodulator output.
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Figure 5.11: The set-up used to measure the Analog Devices ADL5380 quadrature de-modulator’s non-linear behaviour.

Figure 5.12: The ADL5380 quadrature demodulator’s measured I-channel output harmonics versus input power.

The down converted signal at the in-phase channel is measured with a R&S FSEK30 spectrum analyser. For the measurement the insertion losses of the low-pass filter, coaxial cable, and balun are de-embedded. The results are shown in Fig. 5.12, where the fundamental frequency $f_1$ is at 1 MHz and the second, third and fifth harmonics are found at 2 MHz, 3 MHz, and 5 MHz respectively. By analysing the fundamental frequency component, the 1 dB compression point and linear power gain is determined. The results are shown in Table 5.4.

The strongest and thus most problematic harmonics are depicted in Fig. 5.12. In the
case of a baseband receiver the harmonics are detected as false targets while it is possible to remove the spurious signals when using an IF receiver. This is assuming that the IF is at least greater than the receiver’s baseband bandwidth

\[ f_{IF} > \Delta f. \]  

(5.5.1)

Therefore the harmonics generated by the fundamental signal fall outside the receiver’s bandwidth

\[ nf_1 > f_{IF} + \Delta f, \quad n = 2, 3, \ldots . \]  

(5.5.2)

Table 5.4: Measured ADL5380 demodulator parameters with the I and Q output channels differentially loaded by 450 Ω

<table>
<thead>
<tr>
<th>Parameter description</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input 1 dB compression point</td>
<td>OP1dB</td>
<td>10.405 dBm</td>
</tr>
<tr>
<td>Linear power gain</td>
<td>( G_{demod} )</td>
<td>-4.377 dB</td>
</tr>
</tbody>
</table>

Equation (5.5.2) shows that the IF receiver can recover from single tone harmonic distortions. However, it is not desirable that the demodulator should saturate because large signal excitation degrades the device’s noise figure. This is partly due to the reciprocal mixing of the LO’s phase noise onto the unwanted blocking signal. Therefore, small target signals, that are spectrally near to the blocker, could be masked.

The demodulator’s linear open circuit voltage gain \( G_{v,demod} \) used in the receiver chain noise analysis in Chapter 4 is determined from the linear power gain \( G_{demod} \) by applying transformer theory and voltage division. Figure 5.13 is the circuit equivalent model of the measurement set-up shown in Fig. 5.11.

\[ n = \frac{N_p}{N_s} = 3, \]  

(5.5.3)
where $N_p$ is the number of turns on the primary side and $N_s$ on the secondary. The impedance seen on the primary side of the transform ($R_p$) when related to the turn ratio and impedance on the secondary port ($R_s$) is calculated using Eq. (5.5.4).

$$R_p = n^2 R_s$$

The voltage gain from the input to the secondary port of the TCM9-1 transformer ($G_{v,s}$) is equal to the measured power gain ($G_{\text{demod}}$) because both the input and output impedances are matched, $R_s = R_{in} = R_0 = 50 \, \Omega$.

$$G_{\text{demod}} = 10 \log \left( \frac{v_s^2 / R_s}{v_{in}^2 / R_{in}} \right),$$

$$= 20 \log \left( \frac{v_s}{v_{in}} \right),$$

$$= G_{v,s},$$

where $v_{in}$ is the input voltage at the demodulator’s RF port. The transformer’s insertion loss is already taken into account, thus, ideal transformer behaviour is assumed. The power gain from the input to the primary and secondary ports of the 9:1 transform are equal because $v_p = nv_s$ and

$$G_{v,p} = 10 \log \left( \frac{v_p^2 / R_p}{v_{in}^2 / R_{in}} \right),$$

$$= 10 \log \left( \frac{(nv_s)^2 / (n^2 R_s)}{v_{in}^2 / R_{in}} \right),$$

$$= G_{\text{demod}}.$$

The impedance seen on the primary side of the TCM9-1 transformer is $R_p = 450 \, \Omega$ and the demodulator’s differential I and Q channel output impedances are $R_0 = 50 \, \Omega$. The demodulator’s open circuit voltage gain is calculated using voltage division,

$$G_{v,\text{demod}} = 10 \log \left[ \frac{v_p}{\left( \frac{450 \, \Omega + 50 \, \Omega}{450 \, \Omega} \right) / R_p} \right] \frac{v_{in}^2}{R_{in}}$$

$$= G_{\text{demod}} + 20 \log \left( \frac{450 \, \Omega + 50 \, \Omega}{450 \, \Omega} \right),$$

$$= -3.4 \, \text{dB}.$$

### 5.6 Approximate device non-linearity

A device’s non-linear behaviour can be described by different models that have varying degrees of accuracy and complexity. For the case under consideration two FMCW radar receiver implementations are compared. Therefore it is assumed that the same components with similar specifications and non-linear behaviour are used in both implementations. Thus the radar topologies are under scrutiny and not component performance.

The goal in this section is to produce an algebraic expression that allows easy calculation of any non-linear component generated by multi-tone excitation. This approach
avoids the need for numerical simulation techniques such as harmonic balance analysis or time domain transient analyses. The time domain analyses can be time consuming because numerous periods of the steady-state output is required to produce high enough spectral resolution. This technique is memory and time intensive if the circuit has large time constants and slow transient behaviour.

There are many challenges in modelling an amplifier but it is dependent on the level of abstraction allowed. An op-amp can be modelled by a complex circuit of many transistors, resistors and capacitors that closely replicate the inner workings of the device. But due to the high complexity, a simplified model that approximates the non-linear behaviour of the op-amp is found (see section 5.6.2).

5.6.1 Operational amplifier non-linearity

A non-linear model for the Linear Technology LT6200 op-amp, labelled 3 in Figs. 5.1 and 5.14, is proposed for the multi-carrier input excitation and the time domain interferometric investigation. Figure 5.14 is a simplified receiver chain flow diagram that illustrates the components at risk of saturating.

Consider the case where a large initial reflection is received from an object or surface close to the antenna with subsequent smaller reflections coming from objects that are
further afield. This multi-carrier input signal is described by Eq. (5.6.1), where the signal amplitudes are $A_1 > A_2 > \cdots > A_M$ and the beat frequencies $\omega_1 < \omega_2 < \cdots < \omega_M$.

$$v_{in} = A_1 \cos(\omega_1 t) + A_2 \cos(\omega_2 t) + \cdots + A_M \cos(\omega_M t)$$  \hspace{1cm} (5.6.1)

The behaviour of an ideal non-linear op-amp with unity gain is similar to a diode voltage limiter circuit. The voltage limiting circuit consists of two diodes with fixed DC-offset voltages. This model describes the non-linear behaviour of the LT6200 op-amp used in the receiver circuit. The op-amp schematic in Fig. 5.15 shows the op-amp’s input and output pins with back-to-back diodes that protect the circuit by limiting the voltage swing.

The diode voltage limiter model derived in section 5.6.2 is programmed in MATLAB using the algorithm described in section 5.6.3. The simulated results are then compared to measurements to empirically verify the model (see section 5.6.4).

### 5.6.2 Diode voltage limiter model

A diode voltage limiter model is proposed to describe the input versus output voltage curve of an op-amp circuit. The input-output behaviour is then approximated by a power series expansion. The algorithm described in section 5.6.3 calculates the amplitude of selected harmonics and IMPs. It allows for high generality with regards to the character and number of input carrier signals.

![Figure 5.16: Ideal diode representation.](image)

For the diode circuit analysis it is important to note that Kirchhoff’s circuit laws apply to both non-linear and linear circuits [47]. With reference to Fig. 5.16, the diode voltage $V_D$ and current $I_D$ are related by the ideal diode equation

$$I_D = I_S \left[ \exp \left( \frac{V_D}{n V_T} \right) - 1 \right],$$  \hspace{1cm} (5.6.2)

where $I_S$ is the diode’s reverse-saturation current, $n$ is the emission coefficient or ideality factor, and $V_T$ is the thermal voltage,

$$V_T = \frac{kT}{q}.$$  \hspace{1cm} (5.6.3)
In Eq. (5.6.3) the parameter $k$ is the Boltzmann’s constant, $T$ is the diode’s absolute temperature, and $q$ is the magnitude of the electron charge.

Eq. (5.6.2) is applied to analyse the diode voltage limiter circuit shown in Fig. 5.17. The output voltage is described as follows

$$ V_{out} = V_{D1} + V_{CC} = -V_{D2} - V_{CC}, \quad (5.6.4) $$

$$ V_{out} = V_{in} - R_0[I_{D1} - I_{D2}], \quad (5.6.5) $$

where the input signal is defined by Eq. (5.6.1). The voltages across the diodes are given by

$$ V_{D1} = V_{out} - V_{cc}, \quad (5.6.6) $$

$$ V_{D2} = -V_{out} - V_{cc}, \quad (5.6.7) $$

and the current through the diodes are

$$ I_{D1} = I_S \left[ \exp \left( \frac{V_{D1}}{nVT} \right) - 1 \right], \quad (5.6.8) $$

$$ I_{D2} = I_S \left[ \exp \left( \frac{V_{D2}}{nVT} \right) - 1 \right]. \quad (5.6.9) $$

Substituting Eq. (5.6.6) into (5.6.8) and Eq. (5.6.7) into (5.6.9), and subtracting the latter resultant equation from the former produces Eq. (5.6.10).

$$ I_{D1} - I_{D2} = I_S \exp \left( -\frac{V_{CC}}{nVT} \right) \left[ \exp \left( \frac{V_{out}}{nVT} \right) - \exp \left( -\frac{V_{out}}{nVT} \right) \right]. \quad (5.6.10) $$

The trigonometric identity for the hyperbolic sinusoidal equation is identified, reducing Eq. (5.6.10) to

$$ I_{D1} - I_{D2} = 2I_S \exp \left( -\frac{V_{CC}}{nVT} \right) \sinh \left( \frac{V_{out}}{nVT} \right). \quad (5.6.11) $$

Substituting Eq. (5.6.11) into Eq. (5.6.5) results in the output voltage

$$ V_{out} = V_{in} - 2R_0I_S \exp \left( -\frac{V_{CC}}{nVT} \right) \sinh \left( \frac{V_{out}}{nVT} \right). \quad (5.6.12) $$

Equation (5.6.12) is transcendental because $V_{out}$ is contained within a trigonometric function and cannot be solved algebraically in terms of $V_{in}$. To find a solutions to this kind of equation one can use either a graphical or numerical method. The graphical approach sets each side of a single variable transcendental equation equal to a dependent variable. A solutions is found at the point of intersection when both variables are graphed on the same axes. The numerical solution extends from the graphical method by finding the point at which the intersection occurs using some kind of numerical calculation.

Eq. (5.6.12) can be approximated by truncating the Taylor series. The number of terms in the Taylor series required to approximate a solution is depended on the desired accuracy. However, more terms are needed when the output signal becomes more non-linear.

A root finding algorithm can be used to identify an approximate answer to Eq. (5.6.12), e.g. Newton’s method (also known as the Newton-Raphson method). The MATLAB function called $fzero$ is a root finding algorithm and is used to solve Eq. (5.6.13).

$$ 0 = V_{in} - 2R_0I_S \exp \left( -\frac{V_{CC}}{nVT} \right) \sinh \left( \frac{V_{out}}{nVT} \right) - V_{out} \quad (5.6.13) $$
MATLAB’s `fzero` function is based on the Brent’s algorithm which uses the bisection, secant and inverse quadratic interpolation methods to realize the approximation [58].

By fitting the simulated results to measurements made in section 5.6.4 the parameters that describe the model’s input-to-output voltage curve are determined (see Table 5.5).

### 5.6.3 Model implementation

The op-amp’s non-linear behaviour is computed by a piecewise polynomial approximation of the voltage input versus output curve given by Eq. (5.6.13). As in Eq. (5.3.3) the non-linear device’s output is expressed as a power series expansion of the input. The input signal is a sum of cosine waves with different frequencies and amplitudes.

Determining the complete expansion of the non-linear output signal is problematic. But it is possible to calculate the amplitudes of specific harmonics or IMPs of interest. Given that the input to a non-linear two-port device is excited by an arbitrary sum of cosine waves, where the device’s input-to-output characteristics are described by a power series. An algorithm derived by Sea and Vacroux in [59] is used to determine the amplitude of any frequency component at the device’s output port.

A mathematical expansion provided in Appendix A.2 is used to implement a piecewise application of the algebraic formulation described in [59] and [60]. The implementation is scripted in MATLAB and the code is provided in Appendix B.6.

The input versus output voltage curve that describes the model defined in section 5.6.2 is approximated by a truncated Maclaurin series. The Maclaurin series coefficients are used to solve for a specific frequency component by assigning values to the α’s that indicate the IMP or harmonic of interest. The order of the selected component is defined by Eq. (A.2.14). Equations (A.2.20) and (A.2.21) are applied to solve Eq. (A.2.17) producing the desired frequency component’s amplitude.

### 5.6.4 Operational amplifier test set-up

The parameters required for the Linear Technology LT6200 op-amp’s non-linear model (discussed in section 5.6.2) are determined from measurements. For the measurements the op-amp is set-up in a summing configuration as shown in Fig. 5.18. The op-amp has a voltage gain of 15 dB to ensure sufficient saturation of its output. The load impedance consists of the spectrum analyser’s 50 Ω input impedance and a 330 Ω resistor. The 330 Ω resistor is added to reduce the op-amp’s output current. The circuit’s output spectrum is measured using the R&S FSEK30 spectrum analyser. By applying voltage division the signal amplitude at the op-amp’s output is determined.

As discussed in section 5.5 the signal generator produces spurious harmonics. These harmonics must be below -70 dBm to allow the op-amp harmonics to dominate at low saturation levels.

By measuring the signal generator’s output the required harmonic rejection is determined. At a carrier frequency of 0.95 MHz the second and third harmonics are -50 dBc and -69 dBc respectively. Therefore, when the carrier’s output power level is 0 dBm, a fifth-order Chebyshev 3 dB equal-ripple low-pass filter (LPF) will provide sufficient attenuation. The low pass filter prototype’s lump element values are documented in [8].

The filter is matched to 50 Ω and has a cut-off frequency of 1.082 MHz, its ladder network is shown in Fig. 5.19. In reality the filter’s load impedance is the parallel combination of resistors $R_L$ (51 Ω) and $R_G$ (1 kΩ) producing a value close to 50 Ω. As
presented in Fig. 5.20 the filter has more than 40 dB attenuation at the signal generator’s second harmonic (1.9 MHz).

Figure 5.18: Linear Technologies LT6200 op-amp harmonic and intermodulation measurement setup.

Figure 5.19: Fifth-order low-pass filter ladder network.

Figure 5.20: Fifth-order 3 dB equal-ripple low-pass filter amplitude response.
Operational amplifier measurement results and model parameters

Using the measurement set-up presented in Fig. 5.18 the third order harmonic is measured at different two tone input excitations. For each measurement the first signal generator’s output power ($P_1$) is fixed, while the second signal generator’s power ($P_2$) is increased until both outputs are equal, $P_2 \rightarrow P_1$. The ratio between the fixed and increasing input signals is known as the input amplitude ratio ($A_2/A_1$). The op-amp model parameters, presented in Table 5.5, are determined by minimising the error between the measured and simulated third order harmonic ($f_{H3} = 3f_1$) as presented in Fig. 5.21. Due to the spectrum analyser’s noise floor there is a large error at low input power levels [e.g. at $(A_2/A_1)_{dB} < -40$ dB for $P_1 = 3.3$ dBm in Fig 5.21].

![Graph showing measured and simulated 3rd order harmonic distortion ($f_{H3} = 3f_1$) versus the input amplitude ratio.](image)

Figure 5.21: Measured and simulated 3rd order harmonic distortion ($f_{H3} = 3f_1$) versus the input amplitude ratio.

Figure 5.22 illustrates the spectral location of the most prominent IMPs and harmonics when $P_1 = P_2 = 3.7$ dBm. The 3rd order IMPs at $f_{IMP3,A} = 2f_1 - f_2$ and $f_{IMP3,B} = 2f_2 - f_1$ [shown in Fig. 5.22 (a)] are measured and compared to the simulated results in Figs. 5.23 and 5.24 respectively. The level of agreement held between the simulated and measured results allow the non-linear behaviour of the zero-IF and IF receiver topologies to be compared using the proposed model. It is assumed that both receiver topologies are constructed using the same components.

The model describes symmetrical signal distortion, therefore, only odd order harmonics and IMPs are generated by the simulation as seen in Fig. 5.22 (b). In reality both even and uneven order distortions are generated. The 3rd order distortions are the most problematic and are detected as false targets before the 2nd order components. Therefore the simulation is useful in assessing the worst case scenarios.
Figure 5.22: Measured and simulated spectrum when $P_1 = P_2 = 3.7$ dBm.
Figure 5.23: Measured and simulated IMP3,A \( f_{IMP3,A} = 2f_1 - f_2 \) versus the input amplitude ratio.

Figure 5.24: Measured and simulated IMP3,B \( f_{IMP3,B} = 2f_2 - f_1 \) versus the input amplitude ratio.
Substituting the parameters in Table 5.5 into Eq. (5.6.13) produces the non-linear model’s input-to-output voltage curve presented in Fig. 5.25.

Table 5.5: LT6200 op-amp model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_S$</td>
<td>$1e-10$</td>
</tr>
<tr>
<td>$V_{CC}$</td>
<td>2.18</td>
</tr>
<tr>
<td>$V_T$</td>
<td>0.026</td>
</tr>
<tr>
<td>$n$</td>
<td>1.15</td>
</tr>
<tr>
<td>$R_0$</td>
<td>50</td>
</tr>
<tr>
<td>$R_2/R_1$</td>
<td>0.66</td>
</tr>
</tbody>
</table>

![Graph of input-to-output voltage curve](image)

Figure 5.25: The non-linear model’s input-to-output voltage curve.

### 5.6.5 Non-linear model analysis

In this section the results from the diode voltage limiter non-linear model are presented. The intention is to analyse the impact multiple carrier’s have on the IF receiver when it presents non-linear behaviour.

For specific sets of input signal amplitudes it is possible that the voltage level of intermodulation distortions (IMDs) are lower than that of the harmonic distortions (HDs). It is assumed that the IF ($f_{IF} \approx 1$ MHz) is at least an order of magnitude greater than the receiver’s baseband bandwidth ($\Delta f = 100$ kHz). Therefore, as shown by Eq. (5.6.14), if the second order harmonic ($f_{H2}$) is generated by a signal at zero beat frequency. All the
harmonics are located outside the receiver’s bandwidth, subsequently, they are suppressed by the anti-aliasing filter.

\[ f_{Hn} > \cdots > f_{H3} > f_{H2} = 2f_{IF} > f_{IF} + \Delta f \]  \hspace{1cm} (5.6.14)

However, some IMPs fall in the receiver’s passband and could be detected as false targets. For specific multi-tone excitations the IF receiver is capable of removing any detectable spurious signals. A spurious signal is assumed to be detectable if its power level is above the MDS level.

![Figure 5.27: Third-order intermodulation product’s voltage level at the ADC’s input (\( f_{IMP3,B} = 2f_2 - f_1 \)) versus the input amplitude ratio of the fundamental components.](image)

An IF receiver has a greater SFDR compared to an equivalent baseband receiver if it is allowed to operate close to or above its compression point without detecting distortions. The IF receiver’s ability to suppress distortions is leveraged to remove false targets.

Figure 5.26 depicts the circuit solved by the algorithm described in section 5.6.3, the results are shown in Figs. 5.27 to 5.29. Voltage division is applied to adjust the 5 V op-amp rail-to-rail voltage to the 3.3 V input reference to the ADC. The voltage adjustment
fits the simulated results to the Atmel ATSAM3X8E microprocessor’s full-scale ADC input voltage.

As a point of comparison the third order harmonics and IMPs are considered as they are usually strong spurious components that are spectrally near to the fundamental signals. The IF receiver is designed to select the upper sideband. Therefore any signals below the IF are considered to be outside the receiver’s bandwidth.

The fundamental signals at frequencies $f_1$ and $f_2$ are the first and second reflection’s beat frequencies, therefore $f_1 < f_2$. It is assumed that the first reflection’s amplitude ($A_1$) is great enough to cause the receiver to saturate and that the third order IMPs ($f_{IMP,3,A} = 2f_1 - f_2$ and $f_{IMP,3,B} = 2f_2 - f_1$) are located within the receiver’s detection bandwidth

$$f_{IF} < f_{IMP,3,A} < f_{IMP,3,B} < f_{IF} + \Delta f.$$  \tag{5.6.15}

For the simulation the first target’s amplitude ($A_1$) is fixed at a value that saturates the op-amp. The second reflection’s amplitude ($A_2$) is increased until $A_1 = A_2$ i.e. the amplitude ratio ($A_2/A_1$)$_{dB} = 0$ dB. Spurious signals with magnitudes above the MDS level are seen as false targets. The green areas in Figs. 5.27, 5.28 and 5.29 indicate voltage levels at the ADC’s input that are below the MDS level.

By comparing Figs. 5.27 and 5.28 it is clear that for the same ($A_2/A_1$)$_{dB}$ ratio, the IMP at $f_{IMP,3,A}$ has a greater magnitude than the component at $f_{IMP,3,B}$. Illustrating that IMP3,A is a stronger function of the first fundamental signal than IMP3,B. The magnitude of both IMP’s are equal at ($A_2/A_1$)$_{dB} = 0$ dB. This result corroborates the conclusion made in section 5.3.2.

To assess the worst case scenario, the IMP at $f_{IMP,3,A}$ is considered because it is a strong function of the dominant fundamental component and falls within the receiver’s passband. Figure 5.30 illustrates the amplitude ratio between the third order harmonic

![Figure 5.28](https://scholar.sun.ac.za)
at \(3f_1\) (Fig. 5.29) and IMP3,A (Fig. 5.28). For values above 0 dB in Fig. 5.30 the third order harmonic is greater than the IMP.

![Figure 5.29: Third-order harmonic’s voltage level at the ADC’s input \((f_{H3} = 3f_1)\) versus the input amplitude ratio of the fundamental components.](image)

![Figure 5.30: Amplitude ratio between the third order harmonic \((f_{H3} = 3f_1)\) and third order IMP \((f_{IMP3,A} = 2f_1 - f_2)\) versus the input amplitude ratio of the fundamental components.](image)
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If the IMP in Fig. 5.28 is below the MDS level while the third order harmonic is greater than both the IMP and MDS level. The IF receiver is capable of removing distortions the baseband receiver can not. In this scenario the IF receiver has a greater SFDR compared to an equivalent zero-IF receiver.

As an example, the first carrier’s RF input power is set to -48.2 dBm. The IF filter’s SFC is not taken into account and a flat filter response is assumed.

In Figs. 5.28 and 5.32 it is seen that (for $P_1 = -48.2$ dBm) the IMP is below the MDS level given that the second fundamental component’s magnitude $A_2$ is 40 dB below $A_1$. The harmonics and IMPs outside the band of interest, illustrated in Fig. 5.31, are removed by the anti-aliasing filter and no spurious signals are detected by the IF receiver.

The distortion amplitude ratio $(A_{H3}/A_{IMP, A})_{dB}$ illustrated in Fig. 5.30 is above 0 dB at input ratios below -12 dB. Therefore the third harmonic is greater than the IMP when $(A_2/A_1)_{dB} < -12$ dB. The IF receiver’s down converted spectrum is presents in Fig. 5.32. As shown in Fig. 5.33, by applying the same excitation to a baseband receiver results in the detection of the third order harmonic as a false target.

The full scale RF input power ($FS_{RX}$) calculated in section 5.2 is -51.9 dBm. An input signal of -48.2 dBm is received without the detection of false targets. Therefore, in the example, the IF receiver’s ability to receive target signals without detecting distortions is 3.7 dB greater than an equivalent baseband receiver.

The IF receiver is effective at removing harmonic distortions. However, it is still susceptible to low order IMPs that are spectrally near to the fundamental signals. The magnitude and spectral location of IMPs are entirely dependent on the received signals causing the distortion.
Figure 5.32: IF receiver spectrum, where the fundamental components are detected and the IMP is below the MDS level.

Figure 5.33: Baseband receiver spectrum, where the third order harmonic (H3) is detected as a false target.

5.7 Conclusion

It is shown that the RF front-end’s dynamic range is truncated by the ADC’s dynamic range. Therefore, the IF receiver’s effective dynamic range is dictated by the ADC’s
performance.

Three components are investigated in the chapter: the LNA, IQ demodulator, and high-voltage gain op-amp. Due to the op-amp’s high gain, it is first to saturate when a large reflection is received.

For multi-tone excitation a method is presented to predict the op-amp’s non-linear behaviour. A model is used to investigate the effect multiple reflections and close range targets have on the FMCW radar receiver. It is concluded that the IF receiver is effective at removing harmonic distortions and that low order IMPs that are spectrally near to the fundamental components could be detected as false targets. The position of the IMPs are depend on the received signals causing the non-linearity. It is shown that the baseband receiver is susceptible to distortions the IF receiver can suppress.
Chapter 6

Receiver characteristics and dynamic range

By comparing measured results to calculations from previous chapters the FMCW radar is characterised in terms of sensitivity, noise, dynamic range and selectivity.

The measurement set-up used to characterise the receiver is shown in Fig. 6.1. A single tone is excited by the Rohde & Schwarz (R&S) SMIQ 04B signal generator at 601.045 MHz, while the R&S SML03 generates a 600 MHz LO. Therefore, the down converted I-and Q-channel signals, at an intermediate frequency (IF) of 1.045 MHz are in the receiver’s passband.
6.1 Windowing of discrete signals

The spectrum of a quantised signal is generated using the FFT algorithm. For the algorithm it is assumed that the quantised signal repeats exactly throughout all time. Signals measured in the time domain are periodic at intervals that correspond to the length of the recorded time. If the sampled signal is not an integer number of cycles, the assumption is violated and spectral leakage occurs [61].

Spectral leakage distorts measurements because energy from a given frequency component is spread over adjacent frequency bins. Windowing is used to minimise the effect of spectral leakage [61].

![Figure 6.2: Three common windows to reduce spectral leakage.](image)

The spectrum of a rectangular windowed cosine signal takes the from of a sinc(x) = \( \frac{\sin(x)}{x} \) function according to Fourier theory. The largest side lobe of the uniform windowed signal is 13.2 dB below the main lobe. This causes problems when targets are close together because the side lobes of larger targets can conceal smaller targets. Figure 6.2 shows three commonly used windows, the Hamming, Hanning and Blackman. Their characteristics are presented in Table 6.1.

<table>
<thead>
<tr>
<th>Window</th>
<th>Unit</th>
<th>Rectangular</th>
<th>Hamming</th>
<th>Hanning</th>
<th>Blackman</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greatest side lobe</td>
<td>dB</td>
<td>-13.2</td>
<td>-42.8</td>
<td>-31.4</td>
<td>-58</td>
</tr>
<tr>
<td>3 dB lobe width</td>
<td>FFT-bins</td>
<td>0.89</td>
<td>1.3</td>
<td>1.44</td>
<td>1.62</td>
</tr>
<tr>
<td>SNR loss</td>
<td>dB</td>
<td>0</td>
<td>1.34</td>
<td>1.76</td>
<td>2.37</td>
</tr>
<tr>
<td>Main lobe width</td>
<td>FFT-bins</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Side lobe roll-off rate</td>
<td>dB/decade</td>
<td>20</td>
<td>20</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>
Different windows are suited to different applications. For FMCW radar applications frequency resolution is important, so typically either the rectangular or Hamming windows are used. To reduce spectral leakage, the Hamming window is selected even though it degrades the FFT’s resolution by a factor of 1.3 and the SNR by 1.34 dB.

A windowing function is applied by multiplying its response with the acquired time-domain signal. This process introduces distortion because the window alters the overall amplitude of the signal. Windows are scaled by dividing the windowed array with the window’s coherent gain [61].

Each window increases the effective bandwidth of an FFT bin by an amount known as the equivalent noise power bandwidth. The power of a given frequency peak is computed by adding the adjacent frequency bins around the peak. This inflates the result and is taken into account by dividing with the window’s noise power bandwidth. The summation should span wider than the window’s main lobe width [61]. The scaling factors and noise power bandwidths of commonly-used windowing functions are provided in Table 6.2.

<table>
<thead>
<tr>
<th>Window</th>
<th>Rectangular</th>
<th>Hamming</th>
<th>Hanning</th>
<th>Blackman</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scaling factor (coherent gain)</td>
<td>1</td>
<td>0.54</td>
<td>0.5</td>
<td>0.42</td>
</tr>
<tr>
<td>Noise power bandwidth</td>
<td>1</td>
<td>1.36</td>
<td>1.5</td>
<td>1.71</td>
</tr>
</tbody>
</table>

### 6.2 Receiver characterisation

In this section measurements are presented to validate the receiver’s characteristics as calculated in section 5.2.
6.2.1 Quantized signal linearity

Figure 6.3 shows measured voltage amplitudes in terms of the ADC’s quantisation levels for a single tone excitation at the receiver’s RF front end. Due to receiver saturation, the quantised signal amplitude plateaus at RF input power levels above -53 dBm. The signal compression point is clearly illustrated in Fig. 6.4. The 12-bit quantisation range is not entirely utilised. A safety margin exists to prevent the introduction of non-linearities when constructive interference is experienced under multi-tone excitation. Further optimisation and experimentation with regards to the optimal quantisation margin would yield better receiver performance and dynamic range.

![Change in ADC quantization level on a logarithmic scale versus RF input power in dBm.](image)

6.2.2 Receiver frequency response

The receiver’s amplitude response is measured by stepping the RF input signal’s frequency from 0.8 MHz to 1.4 MHz while the R&S FSEK30 spectrum analyser’s maximum hold function is active, producing Fig. 6.5.

By knowing the receiver’s passband gain and amplitude response, a quantised signal’s RF input power level can be determined. Figure 6.5 illustrates the receiver’s bandwidth, selectivity, and the total combined rejection by the IF and anti-aliasing filters. The effect the cascaded receiver network has on a signal’s magnitude is described by the measurement. However, because of the spectrum analyser’s finite dynamic range the normalised rejection is not measured below -68 dB.
### 6.2.3 Measured receiver gain

The receiver’s voltage and power gain is calculated from the data depicted in Fig. 6.3. The MATLAB code used in this calculation is provided in Appendix B.7. Equation (6.2.2) describes the method used to translate the ADC’s measured quantisation level to an equivalent input voltage amplitude,

\[ L = 2^{12} = 4096, \]  
\[ v_{ADC} = \left( \frac{q}{L} - 0.5 \right) v_{ref}, \]  

where \( q \) is the measured signal’s amplitude in quantisation levels, \( L \) is the full scale quantisation range, and \( v_{ref} \) is the ADC’s reference voltage.

Each of the ADC’s single ended channels quantise a voltage across a load impedance of 390 Ω. The equivalent power at the ADC’s input is calculated from the discretised signals. The power gain is determined by calculating the ratio between the known RF input power and the input power measured by the ADC.

The voltage gain is determined by converting the applied RF power to an equivalent voltage across a 50 Ω load. The gain plots seen in Fig. 6.6 are produced by taking the ratio between the measured input and output signals.

At RF input power levels above -53 dBm, the measured gain decreases (see Fig. 6.6) because the receiver’s high voltage gain amplifier (D in Fig. 6.1) begins to saturate. At RF excitations below -90 dBm the ADC’s resolution is too low for accurate gain measurements. The average gain is calculated in the linear region, i.e. for measurements made at RF input power levels between -90 dBm and -53 dBm. The measured and calculated gain (from section 5.2) are presented in Table 6.3.
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6.2.4 Full scale input signal

The full scale input power is measured at the receiver’s 1 dB compression point. The first component to saturate is the high voltage gain op-amp, labelled D in Fig. 6.1. The
Linear Technologies LT6200 op-amp limits the output signal’s voltage swing at its positive and negative supply rails, generating undesired harmonics. The receiver’s measured 1 dB compression point is at a single tone input power of -53 dBm.

Figure 6.8: Frequency domain measurement that shows non-linearity at the LT6200 op-amp’s output.

Figure 6.9: The undesired harmonics are physically removed by the anti-aliasing filter and a spurious free spectrum is digitised by the ADC.
An RF signal of -51.5 dBm is applied to the radar front-end, causing the receiver to saturate. Time and frequency domain measurements are made using a Tektronix TDS1002B oscilloscope, the results are shown in Figs. 6.7 and 6.8 respectively. The harmonics are clearly visible in the frequency domain. The largest of the spurious signals is the second harmonic (at $2f_1 = 2.09$ MHz) that is 35 dB below the fundamental component (at $f_1 = 1.045$ MHz).

For a zero-IF receiver the harmonics shown in Fig. 6.8 are detected as false targets. However, in the case of the IF receiver the harmonics are out-of-band and thus suppressed by the anti-aliasing filter. The spectrum shown in Fig. 6.8 is filtered by the anti-aliasing filter and discretised by the ADC producing the spurious free spectrum in Fig. 6.9.

### 6.2.5 Minimum detectable signal

The MDS is defined as the smallest possible RF signal that results in an unambiguous detection by the ADC. The receiver’s noise floor is measured by the MCU’s ADC producing Fig. 6.10. The RF noise floor is calculated by subtracting the measured average power gain from the quantised spectrum.

![Figure 6.10: Measured noise floor.](https://scholar.sun.ac.za)

The receiver’s passband noise floor is

$$N_{0,ADC} = -64.3 \text{ dBm},$$

$$N_{0,RX} = -123.3 \text{ dBm}.$$  \hspace{1cm} (6.2.3)

The IF filter’s centre frequency is indicated in Fig. 6.10. The MDS is determined by adding the measured passband noise figure of 14.5 dB to the RF noise floor

$$MDS_{RX} = N_{0,RX} + NF = -108.8 \text{ dBm}.$$  \hspace{1cm} (6.2.4)
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6.2.6 Receiver dynamic range

The receiver’s dynamic range is calculated as described in section 5.2 by using Eq. (6.2.5) and the measurement results from sections 6.2.4 and 6.2.5.

\[ DR = FS_{RX} - MDS_{RX} \]  

(6.2.5)

Table 6.3: Receiver characteristics – measured and calculated results

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Measured value</th>
<th>Calculated value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power gain</td>
<td>( G_{cas} )</td>
<td>59</td>
<td>57.3</td>
<td>dB</td>
</tr>
<tr>
<td>Voltage gain</td>
<td>( G_{v,cas} )</td>
<td>68</td>
<td>66.3</td>
<td>dB</td>
</tr>
<tr>
<td>Full scale RF input</td>
<td>( FS_{RX} )</td>
<td>-53</td>
<td>-51.9</td>
<td>dBm</td>
</tr>
<tr>
<td>ADC full scale input</td>
<td>( FS_{ADC} )</td>
<td>0.4</td>
<td>1.3</td>
<td>dBV</td>
</tr>
<tr>
<td>RF MDS</td>
<td>( MDS_{RX} )</td>
<td>-108.8</td>
<td>-110.1</td>
<td>dBm</td>
</tr>
<tr>
<td>ADC MDS</td>
<td>( MDS_{ADC} )</td>
<td>-55.4</td>
<td>-56.8</td>
<td>dBV</td>
</tr>
<tr>
<td>Dynamic range + window SNR loss</td>
<td>( DR_{win} )</td>
<td>55.8</td>
<td>58.2</td>
<td>dB</td>
</tr>
<tr>
<td>Dynamic range</td>
<td>( DR )</td>
<td>57.1</td>
<td>58.2</td>
<td>dB</td>
</tr>
</tbody>
</table>

The variables that characterise the receiver are shown in Table 6.3 and both the measured and calculated values are presented. To compensate for the loss in signal-to-noise ratio caused by the Hamming window, 1.34 dB is added to the measured dynamic range.

6.2.7 Averaging over multiple modulation periods

By averaging the received signals over multiple modulation periods the signal-to-noise ratio is improved. Averaging lowers the signal strength of uncorrelated signals from one period to the next. Therefore, noise is reduced because the noise floor and quantisation noise is mostly the product of uncorrelated noise sources [62].

With regards to averaging, the modular design presented in this study is not ideally suited to the undersampling application used by the receiver. Synchronization issues are experienced due to the MCU and DDS running from separate clocks. The MCU triggers the DDS to generate a chirp, but the point at which the MCU’s ADC starts to sample and the DDS chirp signal begins is different from one modulation cycle to the next. Super-Nyquist sampling exacerbates the synchronisation problem, making it virtually impossible to average over multiple modulation periods.

The solution is further system integration by running the ADC and DDS from a single clock source.

6.3 Demodulator LO to RF leakage

A demodulator has limited isolation between its RF and LO ports. Consequently, some of the LO signal leaks to the RF port and visa versa. The LO to RF leakage of the Analog Devices ADL5380 is measured and the results shown in Table 6.4. For the measurement the RF balun (Mini-circuits TC1-1-13M+) and cable losses are de-embedded.
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Table 6.4: LO leakage to RF port of the ADL5380 demodulator

<table>
<thead>
<tr>
<th>LO to RF leakage (dBm)</th>
<th>LO frequency (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-53.6</td>
<td>400</td>
</tr>
<tr>
<td>-52.9</td>
<td>500</td>
</tr>
<tr>
<td>-52.0</td>
<td>600</td>
</tr>
<tr>
<td>-51.5</td>
<td>700</td>
</tr>
<tr>
<td>-50.8</td>
<td>800</td>
</tr>
</tbody>
</table>

The measured LO to RF leakage has a flat response within the bandwidth of interest (400 MHz to 800 MHz). The demodulator has internal amplifiers that buffer the LO signal before it is applied to the device’s internal fully-balanced mixers. The leakage level does not notably vary with a change in LO power level because the LO signal amplitude is limited by the internal LO amplifiers.

If the RF port is connected to a poorly matched source (e.g. antenna, LNA) some of the leaked signal energy is reflected back to the demodulator’s RF port and mixed down to baseband as illustrated in Fig. 6.11. The baseband beat frequency \( f_{LO,1} \) of the resultant spurious signal depends on the length of cable between the mismatched ports.

Assume that a matched antenna is connected to the demodulator’s RF port (i.e. no LNA to increase the isolation between the antenna and demodulator) and the antenna is held close to a target surface. The signal leakage from the LO to RF port is transmitted and then received by the same antenna at the demodulator’s RF port. Due to the time delay caused by signal propagation, the reflection is mixed down to baseband at a beat frequency related to the delay \( f_{LO,2} \).

This scenario is problematic for receivers mixing down to baseband because these spurious signals are not mixed to the IF, therefore, an IF receiver is immune to this issue.

6.4 Conclusion

Good agreement is obtained between the calculated and measured results presented in Table 6.3. It is found that the receiver has the potential for greater dynamic range with further optimisation and experimentation. Section 6.2.4 shows that it is possible to remove unwanted harmonics when a single tone RF input causes the receiver’s high gain op-amp to saturate.

The effect of the demodulator’s LO to RF leakage on the FMCW radar’s performance is discussed in section 6.3 and it is argued that using an IF receiver negates these effects.
Chapter 7
Measurements and results

The procedure followed to measure the receiver’s noise figure is discussed in this chapter. Measurement results are presented to illustrate the IF receiver’s ability to reject harmonics and IMPs.

7.1 Receiver noise figure measurement

Noise is usually measured at such low power levels that it is assumed that the components in the receiver chain behave in an entirely linear manner. Consider the case where the applied input signal is zero but the device under test (DUT) is loaded by a source impedance. The power presented to the DUT is the thermal noise generated by the source impedance. If the DUT is linear, the output power characteristic versus source temperature has a linear relationship, as illustrated by Fig. 7.1.

![Figure 7.1: Output noise power versus noise source temperature.](image)

For a source temperature of zero Kelvin (i.e. at the origin of the x-axis in Fig. 7.1), the only noise measured at the device output is the noise generated by the DUT and is represented by the symbol \( N_a \). At any other source temperature \( T_s \), an input noise power density \( kT_s \) (in W/Hz) is generated by electron vibration in the source. The input noise power is amplified by the DUT’s gain \((G_a)\) producing additional output noise, resulting
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in a total output noise power of

\[ N_t = N_a + kT_s G_a \Delta f, \]  \hspace{1cm} (7.1.1)

where \( \Delta f \) is the DUT’s bandwidth.

By knowing two points along the noise characteristic curve the noise figure and effective input noise temperature are determined. In Fig. 7.1 two temperatures are indicated, the cold measurement \( T_c \) with a corresponding noise power \( N_c \) and the hot measurement \( T_h \) producing an output noise power of \( N_h \). The ratio \( N_h/N_c \) is called the Y-factor [8].

7.1.1 Y Factor method

The IF receiver’s noise figure is measured using the Y factor method. For this method, a noise source with a hot and cold temperature (\( T_h \) and \( T_c \) respectively) are required. Noise source manufacturers usually specify the noise temperature in terms of the excess noise ratio (ENR),

\[ \text{ENR}_{dB} = 10 \log \left( \frac{T_h - T_c}{T_0} \right), \]  \hspace{1cm} (7.1.2)

where \( T_0 \) and \( T_c \) are assumed to be 290 K for a calibrated noise source. ENR is the ratio expressed in dB of the temperature change between the noise source’s on (\( T_h \)) and off (\( T_c \)) states divided by \( T_0 \) [63].

![Figure 7.2: Test set-up for the Y factor noise figure measurement method.](image)

Figure 7.2 illustrates the set-up for the Y factor noise figure measurement method.

The noise figure is determined as follows

\[ NF = 10 \log \left[ \frac{\text{ENR} - Y \left( \frac{T_c}{T_0} - 1 \right)}{Y - 1} \right], \]  \hspace{1cm} (7.1.3)

and \( Y = \frac{N_h}{N_c} \) [63]. An Agilent Technologies 346B noise source is used during the measurement. The ENR values supplied by the manufacturer is provided in Table 7.1. These values are used to determine \( T_h \) at the receiver’s IF and \( T_c \) is taken at room temperature (\( T_0 \)), simplifying Eq. (7.1.3) to

\[ NF = 10 \log \left( \frac{\text{ENR}}{Y - 1} \right). \]  \hspace{1cm} (7.1.4)

In most cases the noise source is used with an accompanying noise figure meter. However, the noise figure meter is not capable of measurements below 10 MHz and the IF receiver operates around 1 MHz after down converting. Therefore a different approach is followed to determine the receiver’s noise figure.
Table 7.1: ENR values for the Agilent Technologies 346B noise source.

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>ENR (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>14.94</td>
</tr>
<tr>
<td>1000</td>
<td>14.95</td>
</tr>
<tr>
<td>2000</td>
<td>14.85</td>
</tr>
<tr>
<td>3000</td>
<td>14.75</td>
</tr>
<tr>
<td>4000</td>
<td>14.69</td>
</tr>
<tr>
<td>5000</td>
<td>14.68</td>
</tr>
</tbody>
</table>

An alternative to using the noise figure meter is measuring the noise power at the DUT’s output using an ADC as illustrated by Fig. 7.3. The Tektronix TDS 1002B oscilloscope is an 8-bit ADC with a 2500 word buffer. The oscilloscope’s data output is read into MATLAB where the sampled noise power is averaged at each frequency point. The receiver output is applied to an amplifier with 50 dB voltage gain. It ensures that the measured noise power is higher than the noise floor of the oscilloscope. The 50 dB amplifier is implemented by connecting two 25 dB decoupled op-amp stages in cascade. It is assumed that the receiver gain \( G_a \) is high enough that the 50 dB amplifier’s noise figure contribution is negligible (see section 4.3.1).

![Figure 7.3: Test set-up for the Y factor noise figure measurement using an oscilloscope.](image)

The frequency resolution of the FFT calculated from the averaged oscilloscope measurements is determined by dividing the sampling frequency by the oscilloscope’s buffer size \( \frac{f_s}{2500} \). The oscilloscope is set-up to sample at 5 MHz, thus the spectral resolution is 2 kHz and the Nyquist frequency is 2.5 MHz \( \frac{f_s}{2} \). Signal aliasing is prevented by a first order low pass filter designed with a 1.2 MHz cut-off frequency.

The measured noise figure is shown in Fig. 7.4 alongside the noise figure calculated in Chapter 4. The measured and calculated results show good agreement for noise figures below 20 dB. During the calculation the IF filter’s frequency response is taken into account, but the bandwidth limitations of the op-amps, peripheral RC filters, and the anti-aliasing filter are not included in the calculation. The measurement’s resolution is limited by the oscilloscope’s ADC. The measurement becomes less reliable at higher noise figure values because the receiver’s attenuation is high and the signals are below the ADC’s LSB. Using the noise figure measurement set-up discussed in this section it is possible to distinguish noise figure values up to 20 dB.
7.2 Time domain interferometry measurements

To assess the FMCW radar’s non-linear behaviour and range finding capability a 50 Ω coaxial transmission line is connected between the transmitter (Tx) and the receiver (Rx). The transmission power, modulation scheme and cable characteristics are known, consequently, the received signals are well defined. The interpretation of results are simplified by this controlled set-up.

The transmission line characteristics are: insertion loss (α), relative dielectric constant (ε_r) and length (R). For the measurements a sawtooth modulation scheme with a modulation period (T_m) of 1.1 ms and 400 MHz bandwidth (Δf) is generated by the DDS. Equation (1.3.5) from Chapter 1 is adjusted to calculate the beat frequency for the propagation delay in a coaxial transmission line in one direction from the transmitter to receiver,

\[ f_b = \frac{R \Delta f}{v_p T_m} \]  

(7.2.1)

The propagation velocity (v_p) in a coaxial line with an inner dielectric insulator made of Teflon (ε_r = 2.1) is

\[ v_p = \frac{c_0}{\sqrt{\epsilon_r}} \]  

(7.2.2)

where \( c_0 \) is the speed of light in a vacuum.

For a chirp duration of \( T_m \), the spectrum of the beat signal is resolved to an accuracy of

\[ \delta f_b = \frac{1}{T_m}, \]

\[ = 909 \text{ Hz}, \]  

(7.2.3)
where $\delta f_b$ is the resolution bandwidth [5]. Substituting $\delta f_b$ into Eq. (7.2.1) produces the range resolution for the measurements

$$\delta R = \frac{v_p}{\Delta f},$$

$$= 0.52 \text{ m.}$$

(7.2.4)

The FFT’s bin resolution is related to the ADC’s sample frequency and the number of samples collected during the modulation period by

$$\delta f_{\text{bin}} = \frac{f_s T_s}{2 T_m},$$

$$= 455 \text{ Hz/bin.}$$

(7.2.5)

As discussed in section 6.1 a Hamming window is used to limit spectral leakage. This windowing function is applied to the measurements presented in this section.

### 7.2.1 Single target

A single target is emulated by connecting a 14 meter length of coaxial transmission line between the IF FMCW radar’s transmitter and receiver as illustrated in Fig. 7.5. The DDS produces 0 dBm at the transmitters output and by including the losses due to the cable and tunable attenuator the received signal power is determined. The tunable attenuator is used to set-up different test conditions.

![Transmitter and Receiver Diagram](Transmitter Receiver Rx t1 alpha1 R1 Tx alpha1,1 Transmitter Receiver Rx t1 alpha1 R1 Tx alpha1,1)

Figure 7.5: Single coaxial transmission line connected between the transmitter and receiver.

The received signal power is given by

$$P_{Rx} = P_{Tx} + \alpha_t,$$

(7.2.6)

where $P_{Tx}$ is the transmission power of 0 dBm and the total insertion loss is

$$\alpha_t = \alpha_1 + \alpha_{a,1} = -23 \text{ dBm},$$

(7.2.7)

thus $P_{Rx} = -23$ dBm. The received power is below the RF front-end’s 1dB compression point (of -3.9 dBm calculated in section 2.1.3). Figure 7.6 (b) illustrates where the received signal is located on the IF filter’s SFC. Due to SFC the down converted signal is attenuated by 25 dB relative to the IF filter’s passband. By including the effect of SFC the received signal magnitude relates to -48 dBm in the IF filter’s passband.
Figure 7.6: (a) Measured and simulated spectrum due to a single tone excitation ($P_{Rx} = -23$ dB). (b) Close-up spectral view of the measurements, simulation and IF filter response.
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Figure 7.7: A single tone ($P_{Rx} = -23$ dB) zero-IF receiver simulation is shown along side a measurement made using the IF FMCW radar. The measured spectrum is transposed to baseband by subtracting the IF.

The dynamic range calculations in Chapter 5 show that a signal of -48 dBm in the receiver’s passband will cause the receiver to saturate. The measured and simulated results for the IF receiver exposed to this single tone excitation is presented in Fig. 7.6. The figure shows the IF receiver saturating causing the generation of harmonics, where the 2nd, 3rd and 5th harmonics exist around 2 MHz, 3 MHz and 5 MHz respectively. The receiver’s saturation is measured before and after the anti-aliasing (AA) filter respectively. The simulated IF receiver only produces uneven harmonics because it simulates symmetrical saturation. (The simulation and non-linear model used in this section is described in Chapter 5).

The IF receiver’s ability to suppress harmonics is best illustrated at baseband to compare its performance to the zero IF receiver. The measured spectrum is transposed to baseband by subtracting the IF. This is compared to the zero-IF receiver simulation, as shown in Fig. 7.7, where both receivers are excited by the same input signal. From Fig. 7.7 it is clear that the harmonics are suppressed by the IF receiver, where the zero-IF receiver detects the third order harmonic (H3) as a false target. For the zero-IF receiver the third order harmonic’s magnitude is above the MDS level while the distortion is in the receiver’s passband.

In Figs. 7.6 (b) and 7.7 a 3rd and 5th harmonic is seen in the measurement made after the anti-aliasing filter. These harmonics are due to the ADC saturating and can be prevented by increasing the ADC’s quantisation margin.

By applying Eq. (7.2.1) the beat frequency ($f_{b,1}$) due to the propagation delay in the 14 meter coaxial line is calculated, producing $f_{b,1} = 24.6$ kHz. The baseband spectrum...
shown in Fig. 7.7 is equal to the beat frequency, i.e. the fundamental signal at 24 kHz is also a result of the propagation delay in the transmission line. Given that the resolution bandwidth is almost 1 kHz the difference in the calculated and measured beat frequency is acceptable.

### 7.2.2 Two targets

Two coaxial transmission lines are connected between the transmitter and receiver, as illustrated in Fig. 7.8, where the shorter coaxial line is 14 meters \( (R_1) \) and the longer line 25 meters \( (R_2) \). Due to the difference in the cable lengths each signal path has an insertion loss \( (\alpha_1, \alpha_2) \) and propagation delay \( (t_1, t_2) \) that results in two beat frequencies \( (f_{b,1}, f_{b,2}) \).

A power splitter and combiner are used to connect the coaxial cables in parallel, adding an additional 0.5 meters of cabling to each signal path.

![Parallel transmission lines](image)

Figure 7.8: Parallel transmission lines connected between the transmitter and receiver.

Equation (7.2.1) is used to predict the beat frequency of each signal path. Resulting in \( f_{b,1} = 25.5 \) kHz and \( f_{b,2} = 44.8 \) kHz for the short and long transmission lines respectively. The two dominant frequency components at 25 kHz and 43 kHz, seen in Figs. 7.10 (a) and 7.10 (b), are the measured beat frequencies. Acceptable agreement is held between the measured and calculated results when accounting for the radar’s resolution bandwidth.

A two tone measurement is set-up that presents two target signals to the receiver, with power levels of \( P_{Rx,1} = -23 \) dBm and \( P_{Rx,2} = -48 \) dBm respectively \( (\alpha_{t,1} = -23 \) dB and \( \alpha_{t,2} = -48 \) dB). Taking SFC into account, the received signal strength is \( A_1 = -45 \) dBm and \( A_2 = -55 \) dBm when related to the IF filter’s passband.

Figure 7.9 (a) illustrates the position of harmonics and IMPs for the saturated IF receiver. The filtered and quantised signals are shown in Fig. 7.9 (b). Two prominent 3rd order IMPs are located at \( f_{IMP,3,A} = 984 \) kHz and \( f_{IMP,3,B} = 1.038 \) MHz respectively.

As discussed in Chapter 5, the IMPs are a product of the mixing action between the two fundamental signals caused by the receiver’s non-linearity during saturation. The 3rd order IMPs are spectrally near to the fundamental signals and would be detected as false targets by both the IF and zero-IF receivers. These components are located at

\[
\begin{align*}
    f_{IMP,3,A} &= 2f_1 - f_2, \\
    f_{IMP,3,B} &= 2f_2 - f_1,
\end{align*}
\]

where \( f_1 \) and \( f_2 \) are the frequencies of the received echoes. The 5th order IMP indicated at \( f_{IMP,5,A} = 3f_1 - 2f_2 \) in Fig. 7.9 (b) is below the IF and outside the receiver’s passband.
Figure 7.9: (a) The simulated and measured spectrum due to a two tone excitation ($P_{Rx,1} = -23$ dBm and $P_{Rx,2} = -48$ dBm). (b) Close-up spectral view of the measurements, simulation and IF filter response.
Figure 7.10: Two tone excitation with: (a) $P_{Rx,1} = -23$ dBm and $P_{Rx,2} = -48$ dBm, (b) $P_{Rx,1} = -23$ dBm and $P_{Rx,2} = -58$ dBm. Comparing the simulated spectrum for a zero-IF receiver to a measurement made using the IF receiver. The measured spectrum is transposed to baseband by subtracting the IF.
Figure 7.10 (a) presents a baseband comparison between the simulated zero-IF receiver and a transposed measurement made using the IF receiver. All the harmonics and IMPs except IMP3,A and IMP3,B are suppressed by the IF receiver’s anti-aliasing filter.

A second measurement is presented with $P_{Rx,1} = -23$ dBm and $P_{Rx,2} = -58$ dBm, where the spectral locations of distortions are the same as in Fig. 7.9. The zero-IF and IF receivers are compared at baseband in Fig. 7.10 (b). Due to the lower saturation level the third order IMPs at 7 kHz and 61 kHz are lower than the same components in Fig. 7.10 (a). However, these IMPs are still detected as false targets by both the IF and zero-IF receivers.

When a large first reflection is received with much smaller subsequent reflections, a situation can arise where the low order IMPs are below the MDS level (see section 5.6.5). If the difference between the initial and subsequent reflections becomes so large that the subsequent reflection magnitudes become negligible, the best case scenario is achieved where a single large reflection remains that only generates harmonic distortions.

### 7.3 Conclusion

In this chapter, the noise figure is measured using the Y factor method. The measurement is presented in Fig. 7.4, where it is compared to the calculated result from Chapter 4. For the time domain interferometry measurements a controlled environment is created by using coaxial cables as the transmission medium. The measurements show that a zero-IF receiver is susceptible to harmonics and IMPs that an IF receiver can suppress. However, both the IF and zero-IF receivers are susceptible to low order IMPs that fall in the receiver’s passband.
Chapter 8

Conclusions and recommendations

This study consists of the analysis, design and evaluation of an IF FMCW radar. The IF FMCW radar receiver is compared to an equivalent baseband (or zero-IF) receiver in the context of receiver noise, demodulator leakage, component non-linearity, and the problem of close range reflections.

8.1 Research

The objective of this study is to research the advantages to using an FMCW radar receiver with an IF offset. The IF topology is compared to a simulated baseband receiver implementation.

The radar design is outlined in Chapter 2, where the transmitter, IF offset LO, and receiver are discussed. Presented in Chapter 3 is a detailed description of the IF receiver design that includes a discussion on image rejection, signal quantization, anti-aliasing, and SFC. An IF filter (acting as SFC) is designed to suppress large reflections from targets close to the radar. If the receiver saturates, undesired harmonics and IMPs are generated. An anti-aliasing filter attenuates the out of band spurious signals. To understand the effect SFC has on the receiver’s dynamic range a noise analysis is undergone in Chapter 4. The modelling and representation of non-linearities in receivers are discussed in Chapter 5 and the spurious free dynamic range is calculated. The LNA, demodulator and high voltage gain op-amps are investigated to determine which component is the limiting factor with regards to receiver saturation. A diode voltage limiter model is presented to represent the non-linear behaviour of a saturated op-amp. The amplitude of harmonics and IMPs are determined using an algebraic approximation of the non-linear model. This model is applied to predict under which conditions false echoes will be detected. The constructed IF receiver characteristics are measured in Chapter 6 and compared to calculations.

8.2 Findings and recommendations

From the measurements presented in Chapter 7, it is found that a large number of harmonics and IMPs generated by the IF receiver’s non-linearity are suppressed. As discussed in Chapter 5 this application has limitations with regards to the received signal characteristics. However, it is clear that a zero-IF receiver is susceptible to undesired distortions an IF receiver can suppress. When more than one reflection is received and the receiver saturates, detectable low order IMPs could arise. The best case scenario is achieved when the difference between the initial and subsequent reflections becomes so large that the
subsequent reflection magnitudes become negligible. Thus, resulting in a single large reflection that only generates harmonic distortions.

The dynamic range calculations in Chapter 5 show that the ADC dictates the receiver’s effective dynamic range because it truncates the RF front-end’s dynamic range.

The IQ demodulator is the main contributor to the receiver’s noise figure. The noise performance of an IF receiver is potentially greater than an equivalent baseband receiver because pink noise (or $1/f$ noise) reduces with an increase in operating frequency (see Chapter 4).

In Chapter 6 it is shown that the IF receiver is immune to the detection of false targets caused by a demodulator’s LO to RF leakage.

For the radar design presented in this study, system integration and clock synchronisation between the DDS and MCU is recommended (see section 6.2.7).

The IF filter design presented in Chapter 3 decreases the receiver’s sensitivity at low beat frequencies making the FMCW radar receiver less susceptible to close range targets that could cause receiver saturation.

Future work would include: integrating the system, designing antennas, investigating the non-linear noise characteristics of saturating components and the effect of gain compression on the receiver’s dynamic range.

### 8.3 Conclusion

An FMCW radar receiver can saturate due to large reflections from close range targets. The study presents favourable results that show the IF receiver can suppress harmonics and IMPs a zero-IF receiver can not. However, some lower order IMPs still have the potential to fall within the IF receiver’s band of interest. Depending on the nature of the excitation, the IF receiver can recover from different levels of saturation. Though the application has limitations with regards to the received signal characteristics, the IF receiver has better or equivalent performance when compared to a baseband receiver.
Appendix A

Receiver theory

A.1 Down conversion

The process of down conversion is illustrated in Fig. A.1 by an idealized mixer that operates as a signal multiplier. The desired output component is the difference frequency term in Eq. (A.1.1) that it is selected by filtering the output signal ($v_{out}$). The desired output frequency component is often referred to as the beat frequency, i.e. $f_b = f_{RF} - f_{LO}$ [1].

$$v_{out}(t) = v_{RF}(t)v_{LO}(t),$$
$$= A_{RF} \cos(2\pi f_{RF})A_{LO} \cos(2\pi f_{LO}),$$
$$= \frac{A_{RF}A_{LO}}{2} [\cos[2\pi t(f_{RF} - f_{LO})] + \cos[2\pi t(f_{RF} + f_{LO})]].$$ (A.1.1)

![Diagram of a signal multiplier (idealized mixer)]

Figure A.1: The symbolic functional diagram of a signal multiplier (idealized mixer) illustrating frequency down conversion.

A.2 Algebraic formula to determine the amplitudes of intermodulation products and harmonics caused by an arbitrary number of carriers

The following mathematical expansion is described in [59] and [60] and referred to in section 5.6.3.
As discussed in section 5.3, a non-linear device with a continuous relationship between its input and output can be described by an infinite power series as follows

\[ v_{\text{out}}(t) = \sum_{k=0}^{\infty} a_k v_{\text{in}}(t)^k, \quad (A.2.1) \]

where \( v_{\text{in}}(t) \) and \( v_{\text{out}}(t) \) are respectively the input and output signals, and \( a_k \) represents the coefficients of the power series [59].

To keep the equations succinct, the explicitly written time dependencies are dropped, e.g., writing, \( v_{\text{in}}(t) \) as \( v_{\text{in}} \), etc. The input signal can consist of many cosine's with different amplitudes and frequencies as in Eq. (A.2.2),

\[ v_{\text{in}} = v_1 + \cdots + v_M, \quad (A.2.2) \]

Therefore, Eq. (A.2.1) is rewritten as

\[ v_{\text{out}} = \sum_{k=0}^{\infty} a_k \left( \sum_{m=1}^{M} v_m \right)^k. \quad (A.2.3) \]

The input signal is the sum of \( M \) terms raised to an arbitrary power of \( k \) and can be expressed as a multinomial expansion as follows

\[ v_{\text{in}}^k = \left( \sum_{m=1}^{M} v_m \right)^k = \sum_{n_1, n_2, \ldots, n_M} \frac{k!}{n_1! n_2! \cdots n_M!} \prod_{i=1}^{M} v_i^{n_i}, \quad (A.2.4) \]

where the \( i \)-th cosine is \( v_i = A_i \cos \theta_i \) and \( \theta_i = \omega_i t \). Equation (A.2.4) holds for positive integer values of \( m \) and \( k \). The sum is taken over all possible combinations of the integer indices \( n_1 \) through \( n_M \) such that the sum of each combination always adds up to \( k \), thus

\[ k = n_1 + n_2 + \cdots + n_M. \quad (A.2.5) \]

Note that the binomial formula is a specific case of the more general multinomial equation. In the binomial case, the expansion of two terms is considered, thus \( M = 2 \).

The product operator in Eq. (A.2.4) is expanded to

\[ \prod_{i=1}^{M} v_i^{n_i} = \left[ \prod_{i=1}^{M} A_i^{n_i} \right] \left[ \prod_{i=1}^{M} \left( \cos \theta_i \right)^{n_i} \right]. \quad (A.2.6) \]

Applying Euler’s identity to the factor containing the product of cosines in Eq. (A.2.6) results in

\[ \prod_{i=1}^{M} \left( \cos \theta_i \right)^{n_i} = \prod_{i=1}^{M} \left( \frac{e^{j\theta_i} + e^{-j\theta_i}}{2} \right)^{n_i}. \quad (A.2.7) \]

The binomial expansion of Eq. (A.2.7) gives the following expression

\[ \prod_{i=1}^{M} \left( \frac{e^{j\theta_i} + e^{-j\theta_i}}{2} \right)^{n_i} = \prod_{i=1}^{M} \left( \frac{1}{2} \right)^{n_i} \sum_{k_i=0}^{n_i} \frac{n_i!}{k_i!(n_i - k_i)!} e^{j(2k_i - n_i)\theta_i}. \quad (A.2.8) \]

Equation (A.2.8) can be rearranged into independent factors to allow for easier manipulation. It follows from Eq. (A.2.5) and

\[ \prod_{i=1}^{M} \left( \frac{1}{2} \right)^{n_i} = \frac{1}{2^k}, \quad (A.2.9) \]
that the power product of cosines described by Eq. (A.2.8) can be expressed as

\[
\prod_{i=1}^{M} (\cos \theta_i)^{n_i} = \frac{1}{2^k} \sum_{k_l=0}^{n_1} \cdots \sum_{k_M=0}^{n_M} \left[ \prod_{p=1}^{M} \frac{n_p!}{k_p!(n_p - k_p)!} \right] \exp \left[ j \sum_{i=1}^{M} (2k_i - n_i) \theta_i \right].
\]  
(A.2.10)

Note that \( \prod_{p=1}^{M} n_p! = n_1! n_2! \cdots n_M! \) then the sum of input signals \( v_m^k \) is written in its expanded form by plugging Eqs. (A.2.6) and (A.2.10) into Eq. (A.2.4) resulting in Eq. (A.2.11).

\[
v_m^k = \sum_{n_1, n_2, \ldots, n_M} k! \left[ \prod_{i=1}^{M} A_i^{n_i} \right] \sum_{k_i=0}^{n_1} \cdots \sum_{k_M=0}^{n_M} \left[ \prod_{p=1}^{M} \frac{1}{k_p!(n_p - k_p)!} \right] \exp \left[ j \sum_{i=1}^{M} (2k_i - n_i) \theta_i \right].
\]  
(A.2.11)

From Eq. (A.2.11) it is clear that all the possible combinations of input carriers involve frequencies of the form \( \theta = \alpha_1 \theta_1 + \alpha_2 \theta_2 + \cdots + \alpha_M \theta_M \), where each \( \alpha_i \) is an integer.

From Eq. (A.2.11) a formula is determined that gives the amplitude \( V \) for a particular IMP at frequency \( \theta \) that is selected by assigning values to \( \alpha_1, \alpha_2, \ldots, \alpha_M \). Applying Euler’s identity cosines are formed from Eq. (A.2.11) by allowing terms with \( \alpha_i = 2k_i - n_i \) and \( \alpha_i = -(2k_i - n_i) \) to contribute to the chosen intermodulation component for all possible values of \( i \). Let \( V_k^* \) denote the part of Eq. (A.2.11) that remains when only these two sets of \( k_i \)’s are used, a factor two is included as part the Euler identity for non-zero frequencies, \( \theta \neq 0 \) then \( \varepsilon_N = 2 \) [59]. Thus a specific cosine term \( V_k^* = V_k \cos(\alpha_1 \theta_1 + \alpha_2 \theta_2 + \cdots + \alpha_M \theta_M) \) is selected from all the combinations generated by the \( k \)-th term in the power series expansion of Eq. (A.2.3) where

\[
V_k = \varepsilon_N \sum_{n_1, n_2, \ldots, n_M} k! \left[ A_1^{n_1} \cdots A_M^{n_M} \right] \left[ \prod_{p=1}^{M} \frac{1}{(n_p + \alpha_p)!(n_p - \alpha_p)!} \right] \left[ \prod_{p=1}^{M} \frac{n_p!}{k_p!(n_p - k_p)!} \right].
\]  
(A.2.12)

For the DC component at \( \theta = 0 \) when \( \varepsilon_N = 1 \) all values of \( \alpha \) are zero and only one set of \( k_i \)’s contribute to \( V_k^* \).

The only terms in Eq. (A.2.12) that contribute to the chosen IMP are those for which \( n_i \) are expressed as \( n_i = |\alpha_i| + 2q_i \), where \( q_i \) is a positive integer

\[
q_i = \frac{n_i + |\alpha_i|}{2}.
\]  
(A.2.13)

The order of the selected IMP is defined as

\[
N = |\alpha_1| + |\alpha_2| + \cdots + |\alpha_M|,
\]  
(A.2.14)

because the component’s spectral location is related to the fundamental input carriers that contribute to its amplitude. Therefore Eq. (A.2.12) and its summation rule is redefined
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The multiple summation is over all non-negative integers \(q_p\) such that \(q_1 + q_2 + \cdots + q_M = L\),

\[
V = \varepsilon_N \sum_{q_1, q_2, \ldots, q_M} a_{N+2L}(N + 2L)! \sum_{q_1, q_2, \ldots, q_M} \prod_{p=1}^{M} A_p^{q_p}(N + 2L)! q_p!(|\alpha_p| + q_p)!. \tag{A.2.17}
\]

In Eq. (A.2.17) the multiple summation is over all non-negative integers \(q_p\) such that \(q_1 + q_2 + \cdots + q_M = L\),

\[
\Phi(M, L) = \sum_{q_1, q_2, \ldots, q_M} \prod_{p=1}^{M} A_p^{2q_p} q_p!(|\alpha_p| + q_p)!. \tag{A.2.18}
\]

The summation in Eq. (A.2.18) can be represented as

\[
\sum_{q_1, q_2, \ldots, q_M} = \sum_{q_M=0}^{L} \sum_{q_{M-1}=0}^{L} \cdots \sum_{q_1=0}^{L} \sum_{q_2=0}^{L}, \tag{A.2.19}
\]

where \(L_i = L - q_M - q_{M-1} - \cdots - q_{i+1}\) for \(i = 1, 2, \cdots, M - 1\) and \(q_1 = L_1\).

To solve for Eq. (A.2.18) a iterative method derived by Sea and Vacroux in [60] is used. The method is based on the well-known technique whereby \(a_0 + a_1x + a_2x^2 + \cdots + a_Kx^K\) can be evaluated recursively by a computer as \(a_0 + x(a_1 + x(a_2 + \cdots + x(a_{K-1} + xa_K)\cdots))\).

Equation (A.2.18) is redefined in a recursive format as

\[
\Phi(r, q) = \sum_{q_r=0}^{q} A_r^{2q_r} q_r!(|\alpha_r| + q_r)!, \quad r = 2, \cdots, M, \tag{A.2.20}
\]

where the first iteration is calculated as follows

\[
\Phi(1, q) = \frac{A_1^{2q}}{q!(|\alpha_1| + q)!}. \tag{A.2.21}
\]

If \(V\) is calculated by Eq. (A.2.17) and a truncated power series representation of Eq. (A.2.1) is used, \(L\) has a maximum value represented by \(L_0\). Thus \(\Phi(M, L)\) is computed
for $L = 0, 1, \cdots, L_0$, where $L_0 = \frac{k_0 - N}{2}$ and $k_0$ is equal to the order of the highest order polynomial in the truncated power series. The recursive calculation is implemented in MATLAB by first computing $\Phi(1, q)$ for $q = 0, 1, \cdots, L_0$ using Eq. (A.2.21). Then applying Eq. (A.2.20) recursively where $r = 2, 3, \cdots, M$ and $\Phi(r, q)$ is computed for the truncated $q$, i.e. $q = 0, 1, \cdots, L_0$. 
Appendix B

Matlab code

B.1 Synthesis of a general Chebyshev filter function

```matlab
% Implemented from Cameron's textbook - Microwave filters for communication systems: Fundamentals, Design and Application.
% Chapter 6 - Synthesis of a general class of the Chebyshev filter function.

function [coefF,epsr,coefP,eps,coefE] = synthFilter(RL,txz)

% main function: Generates the polynomials needed to realise a filter with a Chebyshev response with the specified characteristics and plots them.

%% init if not all or no arguments are given
if nargin < 2

% -40dB at -1.77142871
df = 100e3;
f1 = 125e6/128;
f2 = f1 + df;
% Filter variables.
BW = 70e3;
%f0 = 1.0415625e6;
f0 = f2 - BW/2;
%z1 = 0.9636e6;
z1 = f1;
z2 = 1.1747e6;
% txz = row vector of transmission zeros. NOTE: this algorithm does NOT allow for a transmission zero at w = 0
txz = [inf inf (z1-f0)*2/BW (z2-f0)*2/BW];
% RL = return loss (dB)
RL = 16;
ripple = 10*log10(1/(10^(RL/10) - 1) + 1)

% Frequency norm_f_dec is one decade down from the f_SFC point when referred to baseband.
%f_SFC = f2 - BW
%BB_SFC = df - BW
%dec = BB_SFC/10
%f_dec = f1 + dec
%norm_f_dec = (f_dec-f0)*2/BW
end;

%% calculate the coefficients of the P, F polynomials
```
APPENDIX B. MATLAB CODE

34 coefP = calcP(txz);
35 [coefF,V,n] = calcF(txz,0,0,0);
36
37 \% calculate the scaling factors and the coefficients of the \ E ... polynomial
38 [eps,epsr] = calcEps(RL,coefP,coefF);
39 coefE = calcE(txz, eps, coefF, epsr);
40
41 \% plot the poles and zeros in the complex plane
42 z_plot(coefP,coefF,coefE,5,13);
43
44 \% plot the s-parameters on a dB-scale
45 sp_plot(coefP,coefF,coefE,eps,epsr,-7,7,-80);
46 coefP = [zeros(1,length(txz) - length(calcP(txz)) + 1), calcP(txz)];
47
48 function coefP = calcP(txz)
49 \% function that calculates the coefficients of the P polynomial and ... some additional adjustments.
50 \% calculate the coefficients
51 coefP = poly(i.*txz);
52
53 \% some additional steps (to satisfy the orthogonality condition), ...
54 Cameron Chapter 6 page 213.
55 N = length(txz);
56 nfz = length(coefP) - 1;
57 if (mod(N - nfz, 2) == 0)
58 coefP = i.*coefP;
59 end;
60
61 function [U,V,n] = calcF(txz, U, V, n)
62 \% recursive function that calculates the coefficients of the F ... polynomial.
63 \% increment the counter
64 n = n + 1;
65
66 \% calculate the constants for the nth iteration
67 wp2 = [1 0 -1]; \% Omega prime squared - Eq. 6.45, page 223, Cameron.
68 \% Un and Vn - Eq. 6.50, page 225, Cameron.
69 Un = [1 -1/txz(n)]; \% 70 Vn = [sqrt(1 - (1/txz(n))^2)];
71
72 \% multiply and add the polynomials
73 if n == 1 \% initialize for first iteration
74 U = Un;
75 V = Vn;
76 else \% all other times,
77 \% NOTE: If A and B are vectors of polynomial coefficients,
78 \% convolving them is equivalent to multiplying the two polynomials.
79 Utemp = [zeros(1, length(conv(wp2,V)) - length(conv(U,Un)))]; ...
80 conv(U,Un)] + Vn.*conv(wp2,V); \% Eq. 6.52a, Page 226, Cameron.
81 V = [zeros(1, length(U) - length(conv(V,Un)))]; ...
82 conv(V,Un)] + ...
83 Vn.*U; \% Eq. 6.52b, Page 226, Cameron.
84 U = Utemp;
85 end;
86
87 \% this section controls the number of recursive calls
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if(n < length(txz)) % while n < order of filter, carry on with ... 
    recursive calls to this function
    [U,V,n] = calcF(txz, U, V, n);
else % stop the recursive calls and calculate the coefficients of F
    rootsU = roots(U);
    U = poly(i.*rootsU);
end;

function [eps,epsr] = calcEps(RL,coefP,coefF)
% function that calculates the scaling factors eps and epsr.
% calculate eps
eps = ... abs(polyval(coefP,i))/abs(polyval(coefF,i))*sqrt(1/(10^(RL/10) ... 
    - 1));
% calculate epsr.
% NOTE: RL spec not accurate when fully canonical, because epsilon ... 
% (eps) is calculated under the assumption that epsilon_r (epsr) ... 
% is 1. For the fully canonical case this assumption is not true.
if length(coefP)-1 > length(coefF)-2 % fully canonical
    epsr = eps/(sqrt(abs(eps^2 - 1)));
else % normal
    epsr = 1;
end;

function coefE = calcE(txz, eps, coefF, epsr)
% function that calculates the coefficients of the E polynomial, ... 
% given the coefficients of the P and F polynomials. NOTE: uses the ... 
% P polynomial before it is adjusted to satisfy the orthogonality ... 
% condition
% calculate the coefficients of the P polynomial
coefP = poly(i.*txz);
% calculate the coefficients of the paraconjugates (NOT complex ... 
% conjugates) of P and F
coefPc = (-1)^length(coefP).*poly(-conj(roots(coefP)));
coefFc = (-1)^length(coefF).*poly(-conj(roots(coefF)));
% calculate the coefficients of the E polynomial
% convolute (multiply), pad with zeros and add
coefEsq = [zeros(1,length(conv(coefF,coefFc)) - ... 
    length(conv(coefF,coefFc))), conv(coefP,coefPc)/(eps^2)] + ... 
    conv(coefF,coefFc)/(epsr^2); % Eq. 6.32a or 6.32b (from ... 
    Chapter 6, page. 218, Cameron) depending on even or odd (N-nfz).
% get the roots
rootsEsq = roots(coefEsq);
% select the roots with negative real values (in the LHP)
coefE = poly(rootsEsq(real(rootsEsq) < 0));

function z_plot(coefP,coefF,coefE,Re_range,Im_range)
% function that plots the zeros of the P, F and E polynomials
fig1 = figure(20);
clf(fig1,'reset');
hold on;
plot(real(roots(coefE)), imag(roots(coefE)), 'k+');
B.2 Synthesis of the fully-canonical coupling matrix

```matlab
function M = couplingMatrixSynthesis_Extended(F, er, P, e, E)
% Parameters
7 F,P,E - filter characteristic polynomials
8 er,e - normalisation factors of characteristic polynomials
9 Returns
10 M - coupling matrix of transversal network

12 % calculate the numerator of the input impedance function
13 z_in_num = er.*E + F;
15 % separate numerator into complex even and complex odd polynomials
```
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17  N = length(F) - 1; % (the degree of the polynomial)
18  index = 1;
19  M1 = zeros(1, N+1);
20  N1 = zeros(1, N+1);
21  z_in_num = fliplr(z_in_num); % flip polynomial for easy implementation
22  while index <= (N+1) % length of F + e
23     if rem (index,2) == 0
24        % even index
25        M1(index) = 1i.*imag(z_in_num(index));
26        N1(index) = real(z_in_num(index));
27     else
28        % uneven index
29        M1(index) = real(z_in_num(index));
30        N1(index) = 1i.*imag(z_in_num(index));
31     end
32     index = index + 1;
33  end
34  M1 = fliplr (M1);
35  N1 = fliplr(N1);
36
37  % Non zero elements in zero padded array are actual coefficients.
38  if length(find(P)) == length(find(E)) % fully canonical
39     % calculate K_inf
40     K_inf = er./e./(er + 1);
41  else % normal
42     K_inf = 0;
43  end;
44
45  % generate admittance parameters
46  if rem(N,2) == 0
47     % EVEN ORDER FILTER
48     % y22 = N1/M1
49     % y21 = P/e/M1
50     % ** Note, for canonical case, a constant must be extracted from ...
51     % P/e
52     % calculate numerator of y21
53     y21_num = P./e - 1i .* K_inf .* M1;
54     [r22 p22] = residue (N1,M1);
55     [r21 p21] = residue (y21_num,M1);
56  else
57     % ODD ORDER FILTER
58     % y22 = M1/N1
59     % y21 = P/e/N1
60     % ** Note, for canonical case, a constant must be extracted from ...
61     % P/e
62     % calculate numerator of y21
63     y21_num = P./e - 1i .* K_inf .* N1;
64     [r22 p22] = residue (M1,N1);
65     [r21 p21] = residue (y21_num,N1);
66  end
67
68  % extract lambda_k values from poles
69  p21 = imag(p21);
70  p22 = imag(p22);
% sort the residues and poles in ascending order with respect to pole size
count1 = 1;
count2 = 1;
while count1 <= N
    count2 = count1;
    while count2 > 1
        if p22(count2) <= p22(count2 - 1)
            temp = p22(count2);
            p22(count2) = p22(count2 - 1);
            temp = r21(count2 - 1);
            r21(count2 - 1) = r21(count2);
            temp = r22(count2 - 1);
            r22(count2 - 1) = r22(count2);
        end
        count2 = count2 - 1;
    end
    count1 = count1 + 1;
end

% calculate the coupling between the load and every resonator
M_Lk = (r22).^(0.5);
M_Lk = M_Lk';

% calculate the coupling between the source and every resonator
M_Sk = r21./ (r22).^(0.5);
M_Sk = M_Sk';

% calculate the coupling between the source and the load
M_SL = sqrt((er - 1) ./ (er + 1));

% construct the extended coupling matrix
M = zeros (N+2, N+2);
M(1, 2:N+1) = M_Sk;
M(2:N+1,1) = M_Sk';
M(N+2, 2:N+1) = M_Lk;
M(2:N+1,N+2) = M_Lk';
M(1, N+2) = M_SL;
M(N+2,1) = M_SL;

% Bk => Mkk = -lamda_k
M = M + diag([-1.*p22]);

B.3 Similarity transformation and matrix reconfiguration

function [M,Caps_coupling, Induc_coupling , Cij, Jij, w0i] = run_filter_gen(RL,txz,fc,BW,z0)
    % init if not all or no arguments are given
    if nargin < 5
        % -40dB at -1.77142871
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5 \text{df} = 120e3;
6 \text{f1} = 125e6/128;
7 \text{f2} = \text{f1} + \text{df};
8 \% Filter variables.
9 \text{BW} = 66e3;
10 \%fc = 1.0415625e6;
11 \text{fc} = \text{f2} - \text{BW}/2;
12 \%z1 = 0.9636e6;
13 \text{z1} = \text{f1};
14 \text{z2} = 2*\text{fc} - \text{f1};
15 \% txz = row vector of transmission zeros. NOTE: this ...
16 \% algorithm does NOT allow for a transmission zero at \omega = 0
17 \text{txz} = [\text{inf} \text{ inf} \ (\text{z1-\text{fc}})/(\text{BW}/2) \ (\text{z2-\text{fc}})/(\text{BW}/2)];
18 \% RL = return loss (dB)
19 \text{RL} = 16;
20 \% Characteristic impedance.
21 \text{z0} = 50;
22 end;
23 \% Generate chebyshev - filter response.
24 \{\text{coefF}, \text{epsr}, \text{coefP}, \text{eps}, \text{coefE}\} = \text{synthFilter(\text{RL,txz});}
25 \% Synthesis of the N+2 Transversal matrix.
26 \{\text{M}\} = \text{real(couplingMatrixSynthesis_Extended(\text{coefF, epsr, coefP, ...}}
27 \% eps, coefE));
28 \% Rotation and annihilation of matrix elements.
29 \text{S} = 1; \% Source, row and column.
30 \text{L} = \text{length(M)}; \% Load, row and column.
31 \text{Mn} = \text{M};
32 \% Page 297 Cameron
33 \% zero j-th element in row S
34 \text{i} = 1 + \text{S};
35 \text{for column} = \text{S+2:1:L-1}
36 \quad \text{j} = \text{column};
37 \quad \text{c} = -1;
38 \quad \% Annihilate element M\_\{kl\} = M\_\{Sj\} in matrix M.
39 \quad \text{k} = \text{S};
40 \quad \text{l} = \text{j};
41 \quad \text{m} = \text{k};
42 \quad \text{n} = \text{i};
43 \quad \text{Mn} = \text{real(transformMat(Mn,i,j,k,l,m,n,c))};
44 \text{end}
45 \% zero L-th element in column i
46 \text{j} = \text{L - 1};
47 \text{for column} = \text{S+2:1:L-2}
48 \quad \text{i} = \text{column};
49 \quad \text{c} = 1;
50 \quad \% Annihilate element M\_\{kl\} = M\_\{Lj\} in matrix M.
51 \quad \text{k} = \text{L};
52 \quad \text{l} = \text{i};
53 \quad \text{m} = \text{k};
54 \quad \text{n} = \text{j};
55 \quad \text{Mn} = \text{real(transformMat(Mn,i,j,k,l,m,n,c))};
56 \text{end}
57 \% This rotation is executed to change the inductive coupling ...
58 \% between
59 \% resonators to capacitive coupling. Lumped capacitors are ...
60 \% easier to
61 \% obtain and tune.
62 \% zero L-th element in column (2+S)
63 \text{i} = 3 + \text{S};
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j = 2 + S;
c = -1;

% Annihilate element M_{(k,l)} = M_{(L,(2+S))} in matrix M.
k = L;
l = j;
m = k;
n = i;

Mn = real(transformMat(Mn,i,j,k,l,m,n,c));

% This rotation, removes one of the redundant coupling elements.
% zero (3+S)-kth element in row 1+S
i = 2 + S;
j = 3 + S;
c = -1;

% Annihilate element M_{(k,l)} = M_{(1+S),(3+S)} in matrix M.
k = 1+S;
l = j;
m = k;
n = i;

Mn = real(transformMat(Mn,i,j,k,l,m,n,c));

% Zeros elements that are negligible.
for i = 1:length(Mn)
    for j = 1:length(Mn)
        if(abs(Mn(i,j))<1e-15)
            Mn(i,j) = 0;
        end
    end
end
M = Mn;

% Outputs the actual capacitor and inductor values.
[Caps_coupling, Induc_coupling, Cij, Jij, w0i] = couplingMatrix_to_lumpedElements(BW, fc, z0, M);

%=======================================================================
% TransformMat - Parameters:
% M - coupling matrix of transversal network.
i, j - Pivot point.
k, l - Element to be annihilated in matrix M.
c, m, n - Sets the annihilation in row or column:
% Row annihilation if, k = m, l = j, n = i, c = -1
% Column annihilation if, l = n, k = i, m = j, c = 1
%=======================================================================

function M = transformMat(M,i,j,k,l,m,n,c)
R = eye(size(M,1)); % Identity matrix.
Theta = atan(c*M(k,l)/M(m,n));
R(i,j) = -sin(Theta);
R(i,i) = cos(Theta);
R(j,i) = -R(i,j);
R(j,j) = R(i,i);
M = R*M*(R.');
B.4 Coupling matrix to lumped elements

function [Caps_coupling, Induc_coupling, Cij, Jij, w0i] = couplingMatrix_to_lumpedElements(BW, fc, z0, M)

%%%% init if not all or no arguments are given
if nargin < 4
  % Bandwidth
  BW = 70e3;
  % Center frequency.
  fc = 1.0415625e6;
  % Characteristic impedance
  z0 = 50;
  % Coupling matrix
  M = [ 0 0.9830 -0.0000 0.0000 0.0000 ... 
       0.9830 -0.0146 0.8520 0.0000 -0.0647 ... 
       -0.0000 0.8520 -0.0405 0.6932 -0.1297 ... 
       0; ... 
       0.0000 0.0000 0.6932 0.1730 0.8420 ... 
       0; ... 
       0.0000 -0.0647 -0.1297 0.8420 -0.0146 ... 
       0.9830; ... 
       0 -0.0000 0 0 0.9830 ... 
       0];
end

Zi = z0;
% Filter center frequency (rad/s).
w0 = 2*pi*fc;
% Bandwidth normalisation.
∆ = BW/fc;
% (N+2)x(N+2) coupling matrix, S, coupling to source, L, ...
% coupling to load.
S = 1;
L = length(M);
% Inner coupling matrix.
Mij = M((S+1):(L-1),(S+1):(L-1));
% Couple from source to the first resonator.
Ms1 = M(S,S+1);
% Couple from the last resonator to the load.
MnL = M(L-1,L);
% Filter order and number of resonators.
N = length(Mij);
% External Q.
Qes = 1/(∆.*Ms1^2);
QeL = 1/(∆.*MnL^2);
% Bandwidth scaling of coupling matrix.
Kij = ∆.*Mij;
% Resonator resonant frequencies takes offset into account.
w0i = zeros(1,N);
% Slope of the admittance function of a resonator.
b = zeros(1,N);
% Resonator and inverter capacitances.
Cij = zeros(N,N);
% Resonator inductor.
Li = zeros(1,N);
% Center frequency correction of resonators.
for i = 1:1:N
    w0i(i) = w0.*(1/2.*(Mij(i,i)/Zi) + ...
        sqrt((1/2.*(Mij(i,i)/Zi)).^2 + 1));
    %w0i(i) = 0.5*z0*Kij(i,i)*w0+sqrt((0.5*z0*Kij(i,i)*w0).^2 + 1);
    % Adjusted resonator capacitance.
    Cij(i,i) = 1/(z0.*w0i(i));
    % Adjusted resonator inductance.
    Li(i) = z0/w0i(i);
    % Adjusted resonator admittance function slope.
    b(i) = 1/(Li(i).*w0i(i));
end
% Generate impedance inverters.
for i = 1:1:N
    for j = 1:1:N
        %kij(i,j) = Kij(i,j)/sqrt(b(i)*b(j));
        if i == j
            Jij(i,j) = 0;
        else
            Jij(i,j) = sqrt(b(i)*b(j))*Kij(i,j);
            Cij(i,j) = Jij(i,j)/sqrt(w0i(i)*w0i(j));
        end
    end
end
% Filter input source impedance.
Gs = b(1)/Qes;
Rs = 1/Gs;
% Filter input load impedance.
GL = b(N)/QeL;
RL = 1/GL;
% Match to the characteristic impedance at the input,
% series capacitor and shunt inductor narrowband matching section.
B1 = sqrt(Rs/z0-1)/Rs;
X1 = z0*B1*Rs;
Ls = 1/(w0*B1);
Cs = 1/(w0*X1);
% Match to the characteristic impedance at the input,
% series capacitor and shunt inductor narrowband matching section.
B2 = sqrt(RL/z0-1)/RL;
X2 = z0*B2*RL;
LL = 1/(w0*B2);
CL = 1/(w0*X2);
% Actual component values.
% Coupling capacitors.
Caps_coupling = zeros(L,L);
% Coupling inductors.
Induc_coupling = zeros(L,L);
% Coupling caps between resonators, source and load.
Caps_coupling(S+1,S) = Cs;
Caps_coupling(S,S+1) = Cs;
Caps_coupling(L-1,L) = CL;
Caps_coupling(L,L-1) = CL;
for i = S+1:1:L-1
    for j = S+1:1:L-1
        coupling_temp = 0;
        % Resonator capacitance and inductance
        if i==j
            % Get resonator capacitor value.
            coupling_temp = Cij(i-1,j-1);
for k = 1:1:L-2  
    % Subtract all the capacitor values from ...   
    % coupling capacitors   
    % that have an effect on the resonator capacitor ...   
    % value,   
    % because of the capacitive Pi impedance inverters.   
    if(i-1 ≠ k)   
        coupling_temp = coupling_temp - Cij(i-1,k);   
    end   
end  
Caps_coupling(i,j) = coupling_temp;  
if i == S + 1  
    Induc_coupling(i,j) = Li(i-1)*Ls/(Li(i-1)+Ls);  
elseif(i == L - 1)  
    Induc_coupling(i,j) = Li(i-1)*LL/(Li(i-1)+LL);  
else  
    Induc_coupling(i,j) = Li(i-1);  
end  
% Coupling capacitors and inductors.  
else  
    coupling_temp = Cij(i-1,j-1);  
    % Check if couple capacitance is negative, then the  
    % capacitor must be transformed to an inductor.  
    % And if the coupling capacitor is small the ...  
    % coupling is  
    % weak and can be ignored, because it has very little  
    % effect on the filter performance.  
    if(coupling_temp < 0 && abs(coupling_temp) > 1e-15)  
        Induc_coupling(i,j) = -1/(w0^2*coupling_temp);  
    elseif (abs(coupling_temp) > 1e-15)  
        Caps_coupling(i,j) = coupling_temp;  
    end  
end  
end  
end

B.5 Noise figure and Dynamic range calculation code

% Receiver chain calculation (Bernard Meyer, 20/12/2014)  
function Receiver_chain_calculations_Final  
clear all  
close all  

    % Matched component noise calculation.  
    GdB_TL = -0.8;  
    GdB_LNA = 0:1:50;  
    GdB_att = 0;  
    GdB_IQ_Bal = -4.377;  
    NF_TL = -GdB_TL;  
    NF_LNA = 2;
NF_att = -GdB_att;
NF_IQ_Bal = 13.1947;

% Linear gain.
G_TL = dBtoLin(GdB_TL);
G_LNA = dBtoLin(GdB_LNA);
G_att = dBtoLin(GdB_att);
F_TL = dBtoLin(NF_TL);
F_LNA = dBtoLin(NF_LNA);
F_att = dBtoLin(NF_att);
F_IQ_Bal = dBtoLin(NF_IQ_Bal);

% Matched component's cascaded noise figure.
F_GA = F_TL + (F_LNA-1)./G_TL + (F_att - 1)./(G_TL.*G_LNA) + ... 
(F_IQ_Bal - 1)./(G_TL.*G_LNA.*G_att)
NF_matched = lintodB(F_GA)

% Output impedance of IQ demodulator.
R_IQ_200 = 200;
R_IQ_50 = 50;

% Measured conditions.
R_IQ_450 = 450;

% Voltage gain.
A_TL = dBtoVLin(GdB_TL);
A_LNA = dBtoVLin(GdB_LNA);
A_att = dBtoVLin(GdB_att);
A_IQ_Bal = dBtoVLin(GdB_IQ_Bal).*(R_IQ_450 + R_IQ_50)./(R_IQ_200.)/(R_IQ_50+R_IQ_200);
Av = A_TL.*A_LNA.*A_att.*A_IQ_Bal;

% Input voltage noise from antenna.
k = 1.3806488e-23;
To = 290;
Ro = 50;
B = 100e3;
Vn = sqrt(k.*To.*Ro); % V/sqrt(Hz)
ed = sqrt(Vn.^2.*Av.^2.*(F_GA - 1));

% Differential op-amp noise.
R_G = 33;
R_F = 82;
R_par = R_IQ_50.*R_IQ_200./(R_IQ_50+R_IQ_200);
R_Geq = R_G + R_par./2;
A_diff = R_F./(R_Geq);

% Resistive element noise.
V_THt = sqrt(2.*(4.*k.*To.*R_par./2));
V_RGt = sqrt(2.*(4.*k.*To.*R_G));
V_RFt = sqrt(2.*(4.*k.*To.*R_F))./A_diff;

% Equivalant noise due to current noise.
I_NM = 2.5e-12;
I_NF = 2.5e-12;
V_INM = I_NM.*R_F./A_diff;
V_INP = I_NF.*R_F./A_diff;
V_Nd = 3e-9.*(1 + A_diff)./A_diff;

% Noise output.
Vno_diff = sqrt((A_diff.^2.*(Av.^2.*Vn.^2 + ed.^2 + V_THt.^2 + ... 
V_RGt.^2 + V_RFt.^2 + V_INM.^2 + V_INP.^2 + V_Nd.^2))/2);
F_cas_diff = Vno_diff.^2./(Vn.^2.*Av.^2.*A_diff.^2);
NF_cas_diff = lintodB(F_cas_diff)

% Polyphase filter noise.
R1 = 75;
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70 C = 4.*k.*To.*real(R1);
71 Vn_PPF = sqrt(C);
72 Av_PPF = 2./sqrt(2);
73 Av_volt = 0.5;
74 Vno_PPF = sqrt(Av_volt.^2.*(Av_PPF.^2.*(Vn_PPF.^2 + Vno_diff.^2) ...
     + Vn_PPF.^2));
75
76 % Buffer, LT6200 op-amp
77 Av_buff = 1;
78 In_buff = 2.2e-12;   % Noise current A/sqrt(Hz).
79 en_buff = 1.5e-9;   % Voltage noise V/sqrt(Hz).
80 V_NP_PFF = In_buff.*real(R1);
81 %V_S_PFF = 4.*k.*To.*R_PFFout;
82 Vno_buff = sqrt(Av_buff.^2.*(Vno_PPF.^2 + en_buff.^2 + ...
     V_NP_PFF.^2));
83 F_cas_PPF = Vno_buff.^2./(Vn.^2.* Av.^2.* A_diff.^2.* Av_PPF.^2.* ...
     Av_buff.^2.* Av_volt.^2);
84 NF_cas_PPF = lintodB(F_cas_PPF)
85
86 % IF filter noise.
87 R_IF = 51;
88 % The IF filter's measured frequency response can be assigned to ...
89 S21_IF to include frequency dependance in the noise figure ... calculation
90 (as in Chapter 3).
91 %S21_IF = -4.8; %dB
92 data_1 = read(rfdata.data,'F:\__Dropbox backup\2015_08_29\000 ...
     Msc\031 Radar measurements\IF filter\IF_SFC_filter.s2p');
93 freq_1 = data_1.Freq;
94 s_params_1 = extract(data_1,'S_PARAMETERS');
95 s21_1 = s_params_1(2,1,:);
96 s11_1 = s_params_1(1,1,:);
97 S21_IF = 20.*log10(abs(s21_1(:)));
98
99 Av_IF = sqrt(abs(dBtoVLin(S21_IF)).^2);
100 Vn_IF = 4.*k.*To.*R_IF;
101 % Cascaded noise figure after IF filter.
102 Vno_IF = sqrt(Av_IF.^2.*(Vn_IF.^2 + Vno_buff.^2)+Vn_IF.^2);
103 F_cas_IF = Vno_IF.^2./(Vn.^2.* Av.^2.* A_diff.^2.* Av_PPF.^2.* ...
     Av_buff.^2.* Av_IF.^2 .* Av_volt.^2);
104 NF_cas_IF = lintodB(F_cas_IF)
105
106 Vcc = 5; % V, Op-amp rail voltage.
107 Vref = 3.3; % V, ADC reference voltage.
108 Gv = Vref./Vcc;
109 % ADC LSB voltage level.
110 n_bit = 12;
111 V_LSB = Vref./2.^n_bit;
112 vno_if = sqrt(Vno_IF.^2.*B);
113 A_lim = V_LSB./vno_if./Gv;
114 A_lim_db = 20.*log10(A_lim);
115 Rf = (sqrt(A_lim)-1).*51; % Ohm. Feedback resistor needed for ... half of the required gain with Rs = 51 Ohm.
116
117 % Limiter amplifier.
118 In_LT6200 = 2.2e-12; % Noise current A/sqrt(Hz).
119 en_LT6200 = 1.5e-9; % Voltage noise V/sqrt(Hz).
120 Rs = 51;
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```matlab
RF = Rf;
RG = 51;
Av_lim = RF./RG + 1;
%VnRs = sqrt(4.*k.*To.*Rs); The source impedance has already ... been taken
%into account at the IF filter stage.
VnRF = sqrt(4.*k.*To.*RF);
VnRG = sqrt(4.*k.*To.*RG);
VnIn1 = In_LT6200.*RF;
VnIns = In_LT6200.*Rs;
VnNd = en_LT6200;
% Opamp limiter 1 total output noise voltage
Vno_Lim1 = sqrt(Av_lim.^2.*(VnNd.^2 + VnIns.^2) + ...
    VnRG.^2.*(RF./RG).*2 + VnRF.^2 + VnIn1.^2);
% Opamp limiter 1 total input noise voltage.
Vni_Lim1 = sqrt(Vno_Lim1.^2./Av_lim.^2);
% Total cascaded noise voltage from all the stages upto limiter 1.
Vno_lim1T = sqrt(Av_lim.^2.*(Vni_Lim1.^2 + Vno_IF.^2));
F_cas_lim1 = Vno_lim1T.^2./(Vn.^2.* Av.^2.* A_diff.^2.* ...
    Av_PPF.^2.* Av_buff.^2.* Av_IF.^2.* Av_lim.^2 .* Av_volt.^2);
NF_cas_lim1 = lintodB(F_cas_lim1)
% 2.5V bias resistor.
Rbias = 220;
RTH = Rbias.*(RF + RG)./(Rbias + (RF + RG));
VnS = sqrt(4.*k.*To.*Rbias);
VnInbias = In_LT6200.*RTH;
% Opamp limiter 2 total output noise voltage
Vno_Lim2 = sqrt(Av_lim.^2.*(VnNd.^2 + VnS.^2 + VnInbias.^2) + ...
    VnRG.^2.*(RF./RG).*2 + VnRF.^2 + VnIn1.^2);
% Opamp limiter 2 total input noise voltage.
Vni_Lim2 = sqrt(Vno_Lim2.^2./Av_lim.^2);
% Total cascaded noise voltage from all the stages upto limiter 2.
Vno_lim2T = sqrt(Av_lim.^2.*(Vni_Lim2.^2 + Vno_lim1T.^2));
F_cas_lim2 = Vno_lim2T.^2./(Vn.^2.* Av.^2.* A_diff.^2.* ...
    Av_PPF.^2.* Av_buff.^2.* Av_IF.^2.* Av_lim.^2 .* Av_volt.^2);
NF_cas_lim2 = lintodB(F_cas_lim2)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% PLOT NOISE FIGURE %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
figure()
plot(freq_1,NF_cas_lim2)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% CALCULATE AND PLOT DYNAMIC RANGE %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
S21_IF = 20.*log10(abs(s21_1(:)));
S21_norm = S21_IF - max(S21_IF);
Vref = 3.3;
Rin = 390;
Vfs = Vref./2./sqrt(2);
Gcas = 57.33 + S21_norm;
k = 1.3806448e-23;
T0 = 290;
∆F = 100e3;
SNRadmin = 1.866;
NFcas = NF_cas_lim2;
NO = 10.*log10(k.*T0.*∆F) + 30;
NO = NO - 3;
```
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%ADC
FSadc = 10.*log10(Vfs.^2./Rin) + 30;
%RF
FSrf = FSadc - Gcas;
MDSrf = N0 + NFcas + SNRdmin;
%ADC
MDSadc = MDSrf + Gcas;
DRadc = FSadc - MDSadc;
figure()
hold on
plot(freq_1,DRadc)
plot(freq_1,FSadc,'r')
plot(freq_1,MDSadc,'g')
figure()
IP1dB_rf = -3.9;
hold on
plot(freq_1,FSrf)
plot(freq_1,MDSrf,'r')
plot(freq_1,ones(1,length(freq_1)).*IP1dB_rf,'k')
figure()
hold on
plot(freq_1,DRrf)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Input RMS noise (V) to ADC.
Vni_ADC = Vno_lim2T.*sqrt(B).*Gv
% Cascaded receiver gain.
A_lim_act = Rf./51+1;
A_lim_T = A_lim_act.*A_lim_act;
A_total_gain = A_lim_T.* Av.* A_diff.* Av_PPF.* Av_buff.* ...
 Av_IF.* Av_volt;
A_total_gain_dB = 20.*log10(A_total_gain)
% ADC input impedance.
R_ADC = 390;
% RF input noise
N0 = 10.*log10(k.*To.*B) + 30 + 10.*log10(0.5) % dBmW
NO_dBV = 20.*log10(sqrt(10.^((N0 - 30)./10)*50))
v_FS = Vref./2./sqrt(2); % V
% Dynamic range calculations at ADC input.
% Calculation in dBV
P_FS = 20.*log10(v_FS) % dBV
MDS_ADC = 20.*log10(sqrt(10.^((N0 + NF_cas_lim2 + ...
 6.021-30)./(10)*50)) + A_total_gain_dB % dBV
DR = P_FS - MDS_ADC % dB
% Calculation in dBmW
P_FS_W = 10.*log10(v_FS.^2./R_ADC)+30 % dBmW
MDS_ADC_W = 10.*log10((10.*(MDS_ADC./20)).^2./R_ADC)+30 % dBmW
DR = P_FS_W - MDS_ADC_W % dB
% Dynamic range calculation at RF input.
% Calculation in dBV
P_RXmax = P_FS - A_total_gain_dB % dBV
MDS = MDS_ADC - A_total_gain_dB % dBV
% Calculation in dBmW
P_RXmax_W = 10.*log10((10.^((P_RXmax./20)).^2./50) + 30 % dBmW
MDS_W = 10.*log10((10.^((MDS./20)).^2./50) + 30 % dBmW
% Power gain
Gcas = P_RXmax_W - P_FS_W
% Plots
figure()
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```matlab
[hAx,hLine1,hLine2] = plotyy(GdB_LNA,DR,GdB_LNA,NF_cas_lim2)
x0=70;y0=60;width=380;height=380;
set(hAx,'units','points','position',[x0,y0,width,height])
xlabel(xtitle,'FontSize',20,'FontName', 'Times New Roman') % ... 
x-axis label
ylabel(hAx(1), 'Dynamic range (dB)','FontSize',20,'FontName', ... 
'Times New Roman') % y-axis label
ylabel(hAx(2), 'Noise figure (dB)','FontSize',20,'FontName', ... 
'Times New Roman') % y-axis label
set(hAx,'FontSize',20,'FontName', 'Times New Roman')
grid on
set(hAx,'LineWidth',1.5,'GridLineStyle','--')
set(hLine1, 'LineWidth', 2)
set(hLine2, 'LineWidth', 2)
set(hAx,'GridLineStyle','--')
figure() 
plot(GdB_LNA,A_total_gain_dB)
figure() 
plot(GdB_LNA,A_lim_dB)
figure() 
plot(GdB_LNA,P_RXmax_W)
figure() 
plot(GdB_LNA,MDS_W)
end
% Function parallel resistor calculation.
function R_par = parallel(R1, R2)
R_par = R1 * R2 ./ (R1 + R2);
end
% Function: Change dB to linear voltage scale.
function Vlin = dBtoVLin(dBin)
Vlin = 10.^(dBin./20);
end
% Function: Change dB to linear scale.
function lin = dBtoLin(dBin)
lin = 10.^(dBin./10);
end
% Function: Change linear to dB scale.
function dB = lintodB(lin)
dB = 10.*log10(lin);
end

B.6 LT6200 non-linear simulation code

1 % Simulate the non-linear model using a piecewise definition of the
2 % approximation.
3 function [A2_A1, P_3f1_DBm_plot, P_2f1_f2_DBm_plot, V_3f1_DB_plot, ...
4   V_2f1_f2_DB_plot] = LT6200_non_linear_model_v2
5   clear all;
6   close all;
7   %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
8   % Limiter circuit setup.
9   % Simulation setup for a piece wise equation.
10   % Circuit and diode setup.
```
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```matlab
E1_all = [2.5893 2.7114 2.8066 3.1491 4.4482 6.2833];
color = 'r';
% Circuit and diode setup.
Is = 1e-10;
% Source impedance, Opamp output impedance
R0 = 50;
% Plus minus supply voltages, Vee = -Vcc
Vcc = 2.18; % Voltage rail is not exactly at 2.5V
Vt = 0.026;
n = 1.15;
alpha_c = 2*Is*R0*exp(-Vcc/(n*Vt));
% ADC measured voltage.
Vadc = 3.3; % Full scale voltage
MDS = -56.83;
Vrail = 4.7; % Rail voltage.
voltGain = Vadc/Vrail;
voltGaindB = 20.*log10(voltGain);
Gvcas = 66.251;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Piecewise part one.
% Find index of 2.5 V and -2.5 V.
vin_high = 3.6675;
vin_low = -3.6675;
vin_part1 = (vin_low:0.005:vin_high);
N_char_part1 = length(vin_part1);
for i = 1:1:N_char_part1
    X = fzero(@(vout) vin_part1(i)-vout-alpha_c.*sinh(vout/(n*Vt)),1.1);
    vout_part1(i) = X;
end
% Number of polynomial coefficients
alpha_part1 = 35; % Number of terms to the power series.
ai_LT6200_part1 = polyfit(vin_part1,vout_part1,alpha_part1);
alpha_part1 = alpha_part1 + 1;
% Even terms are effectively zero, because function is uneven.
for i=2:2:alpha_part1
    ai_LT6200_part1(i) = 0;
end
V_fit_part1 = polyval(ai_LT6200_part1,vin_part1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Piecewise part two.
vin_part2 = (-12.5:0.005:12.5);
N_char_part2 = length(vin_part2);
for i = 1:1:N_char_part2
    X = fzero(@(vout) vin_part2(i)-vout-alpha_c.*sinh(vout/(n*Vt)),1.1);
    vout_part2(i) = X;
end
% Number of polynomial coefficients
alpha_part2 = 41; % Number of terms to the power series.
ai_LT6200_part2 = polyfit(vin_part2,vout_part2,alpha_part2);
alpha_part2 = alpha_part2 + 1;
% Even terms are effectively zero, because function is uneven.
for i=2:2:alpha_part2
    ai_LT6200_part2(i) = 0;
end
V_fit_part2 = polyval(ai_LT6200_part2,vin_part2);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Figure 1
```
% Use Vin Vout coefficients to plot the harmonics and ...
intermodulation products.
% Flip power series coefficients for ease of understanding when ...
implimenting code.
ai_LT6200_part1 = fliplr(ai_LT6200_part1);
ai_LT6200_part2 = fliplr(ai_LT6200_part2);
% Setup harmonic calculation parameters.
N_samples = 200;
R0 = 50;
% Input signal 1.
E1_all_dB_ADC_in = 20*log10(E1_all) + voltGaindB %dBV
E1_all_dB_RF_in = E1_all_dB_ADC_in - Gvcas %dBV
P1_all_dBm_RF_in = E1_all_dB_RF_in + 13.01
Ei = setInputSignals(E1_all(1),N_samples,R0);
% Plot, time and frequency def.
N_t = 3001;
N_fft = N_t*5;
t = 0:1:N_t;
% Sample frequency.
fs = 25e6;
% Input signals frequencies.
f1 = 1e6;
f2 = 1.035e6;
f3 = 1.1e3;
fi = [f1 f2 f3];
% Setup input levels, vin = E1*cos(w1*t) + E2*cos(w2*t) + ...
E3*cos(w3*t)
Vin = 2.71*cos(2*pi*t*fi(1)/fs) + 2.71*cos(2*pi*t*fi(2)/fs);
Vout = 0;
% input ratio.
A2_A1 = Ei(2,:)./Ei(1,:);
% Generate output by using the power series discription of the
% non-linear demodulator characteristics.
for j = 1:1:alpha_part2
    Vout = Vout + ai_LT6200_part2(j)*Vin.^(j-1);
end
freq = (1:1:N_fft)*fs/N_fft;
win = hamming(N_t+1);
hamming_scaling_factor = 0.54;
fft_vin = ...
   20*log10(abs(fft(Vin.*win',N_fft))/N_t/hamming_scaling_factor);
fft_vout = ...
   20*log10(abs(fft(Vout.*win',N_fft))/N_t/hamming_scaling_factor);
% Figure 2
figure()
% Calculate the fundamental frequencies, harmonics and ...  
% intermodulation
% products of the ADL5380 demodulator using the power series ...  
% description
% of the component non-linear behaviour.
% Calculate the output power of the third harmonic amplitude, n1 ...  
= 3.

for i = 1:length(E1_all)
    RL = 380;
    Ei = setInputSignals(E1_all(i),N_samples,R0);
    % input power ratio.
    A2_A1(i,:) = Ei(2,:)/Ei(1,:);
    % Third harmonic (3f1)
    ni = [3 0 0];
    [P_f_dBm_T V_f_dB_T] = ...
        piecewise_nonlin(RL,Ei,ni,A2_A1(i,:),alpha_part1, ...  
        alpha_part2,ai_LT6200_part1,ai_LT6200_part2,N_samples, ...  
        vin_high);
    P_3f1_dBm_plot(i,:) = P_f_dBm_T(1,:);
    P_3f1_dBm_part1_plot(i,:) = P_f_dBm_T(2,:);
    P_3f1_dBm_part2_plot(i,:) = P_f_dBm_T(3,:);
    V_3f1_dB_plot(i,:) = V_f_dB_T(1,:)+voltGaindB;
    V_3f1_dB_part1_plot(i,:) = V_f_dB_T(2,:)+voltGaindB;
    V_3f1_dB_part2_plot(i,:) = V_f_dB_T(3,:)+voltGaindB;

% Intermodulation (2f1-f2)
    ni = [2 -1 0];
    [P_f_dBm_T V_f_dB_T] = ...
        piecewise_nonlin(RL,Ei,ni,A2_A1(i,:),alpha_part1, ...  
        alpha_part2,ai_LT6200_part1,ai_LT6200_part2,N_samples, ...  
        vin_high);
    P_2f1_f2_dBm_plot(i,:) = P_f_dBm_T(1,:);
    P_2f1_f2_dBm_part1_plot(i,:) = P_f_dBm_T(2,:);
    P_2f1_f2_dBm_part2_plot(i,:) = P_f_dBm_T(3,:);
    V_2f1_f2_dB_plot(i,:) = V_f_dB_T(1,:)+voltGaindB;
    V_2f1_f2_dB_part1_plot(i,:) = V_f_dB_T(2,:)+voltGaindB;
    V_2f1_f2_dB_part2_plot(i,:) = V_f_dB_T(3,:)+voltGaindB;

% Intermodulation (2f2-f1)
    ni = [-1 2 0];
    [P_f_dBm_T V_f_dB_T] = ...
        piecewise_nonlin(RL,Ei,ni,A2_A1(i,:),alpha_part1, ...  
        alpha_part2,ai_LT6200_part1,ai_LT6200_part2,N_samples, ...  
        vin_high);
    P_2f2_f1_dBm_plot(i,:) = P_f_dBm_T(1,:);
    P_2f2_f1_dBm_part1_plot(i,:) = P_f_dBm_T(2,:);
    P_2f2_f1_dBm_part2_plot(i,:) = P_f_dBm_T(3,:);
    V_2f2_f1_dB_plot(i,:) = V_f_dB_T(1,:)+voltGaindB;
    V_2f2_f1_dB_part1_plot(i,:) = V_f_dB_T(2,:)+voltGaindB;
    V_2f2_f1_dB_part2_plot(i,:) = V_f_dB_T(3,:)+voltGaindB;
end

% Plot Harmonics and Intermodulation products of the limiter ...  
% circuit.
% Third harmonic (3f1)
figure();
hold on;
plot(20*log10(A2_A1(i,:)'), V_3f1_dB_plot', 'LineWidth', 2)
%plot(A2_A1', V_3f1_db_part1_plot', 'g', 'LineWidth', 2)
%plot(A2_A1', V_3f1_db_part2_plot', 'r', 'LineWidth', 2)
plot(20*log10(A2_A1(i,:)'), MDS*ones(1, N_samples), 'k')
ylim([-90 10])
xlim([0 1])
grid on;

% Intermodulation (2f1-f2)
figure();
hold on;
plot(20*log10(A2_A1(i,:)'), V_2f1_f2_dB_plot', 'LineWidth', 2)
%plot(A2_A1', V_2f1_f2_db_part1_plot', 'g', 'LineWidth', 2)
%plot(A2_A1', V_2f1_f2_db_part2_plot', 'r', 'LineWidth', 2)
plot(20*log10(A2_A1(i,:)'), MDS*ones(1, N_samples), 'k')
ylim([-90 10])
xlim([0 1])
grid on;

% Intermodulation (2f2-f1)
figure();
hold on;
plot(20*log10(A2_A1(i,:)'), V_2f2_f1_dB_plot', 'LineWidth', 2)
%plot(A2_A1', V_2f2_f1_db_part1_plot', 'g', 'LineWidth', 2)
%plot(A2_A1', V_2f2_f1_db_part2_plot', 'r', 'LineWidth', 2)
plot(20*log10(A2_A1(i,:)'), MDS*ones(1, N_samples), 'k')
ylim([-90 10])
xlim([0 1])
grid on;
end

% Generate the piecewise function.
function [P_f_dBm_T V_f_dB_T] = piecewise_nonlin(RL, Ei, ni, A2_A1, ... 
alpha_part1, alpha_part2, ai_LT6200_part1, ai_LT6200_part2, ... 
N_samples, vin_high)
% Piecewise part 1.
V_f_part1 = ... 
    abs(calcIntermodProducts(ni, Ei, alpha_part1, ai_LT6200_part1, ... 
    N_samples));
P_f_dBm_part1 = LinTodBm(VoltToPower(V_f_part1, RL));
% Piecewise part 2.
V_f_part2 = ... 
    abs(calcIntermodProducts(ni, Ei, alpha_part2, ai_LT6200_part2, ... 
    N_samples));
P_f_dBm_part2 = LinTodBm(VoltToPower(V_f_part2, RL));
% Piecewise function.
for sample = 1:1:N_samples
    if(Ei(1,sample) + Ei(2,sample) + Ei(3,sample) > vin_high)
        P_f_dBm(sample) = P_f_dBm_part2(sample);
        V_f_dB(sample) = 20.*log10(abs(V_f_part2(sample)));
    else
        P_f_dBm(sample) = P_f_dBm_part1(sample);
        V_f_dB(sample) = 20.*log10(abs(V_f_part1(sample)));
    end
end
P_f_dBm = smooth(A2_A1, P_f_dBm, 0.05, 'loess');
P_f_dBm_T = [P_f_dBm'; P_f_dBm_part1; P_f_dBm_part2];
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V_f_dB = smooth(A2_A1,V_f_dB,0.05,'loess');
V_f_dB_T = [V_f_dB';20.*log10(V_f_part1);20.*log10(V_f_part2)];
end

function [Ei] = setInputSignals(E1,N_samples,R0)
EminDB = -80;
EmaxDB = 20.*log10(E1);
DeltaE = (EmaxDB - EminDB)/(N_samples-1);
Ei(1,:) = E1*ones(1,N_samples); % Volt
P1dBm = LinTodBm(VoltToPower(Ei(1,:),R0)); % Input signal 2.
E2 = Ei(2,:); % Volt
P2dBm = LinTodBm(VoltToPower(Ei(2,:),R0));
E3 = PowerToVolt(dBmToLin(P3dBm),R0);
Ei(3,:) = E3*ones(1,N_samples);
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Sea, R.G. %
% On the computation of intermodulation products %
% for a power series nonlinearity. %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function V_prod_out = calcIntermodProducts(ni,Ei_set,alpha,ai,N_samples)
% Spectral component to calculate.
N = sum(abs(ni));
k = alpha;
for sample = 1:1:N_samples
% Select input set.
Ei = Ei_set(:,sample);
% Evaluate Eq. 5 from Sea's proceeding letter.
% Eq. 8 from proceeding letter
if(N == 0)
    epsilon_N = 1;
else
    epsilon_N = 2;
end
% Dimension of calculation.
M = length(abs(ni));
% Calculate first product of a sequence of input ... amplitude
product_term = 1;
for i = 1:1:M
    if(ni(i) ≠ 0)
        product_term = product_term*Ei(i).^abs(ni(i));
    end
end
% Use the iterative method discribed by Sea to ... calculate the
% Phi(M,L) component of Eq. 5.
% Alpha = N + 2Lm, Lm = L0.
L0 = floor(abs((k - N)/2));
% Phi(r,q) == Phi(M,L)
Phi = zeros(M, L0);
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for r = 1:1:M
    for q = 0:1:L0
        % First solve the r=1 case, Eq. 12.
        if(r == 1)
            Phi(r,q+1) = Ei(r)^(2*q)/(factorial(q)*factorial(abs(ni(r)) + q));
        else
            % Solve Eq. 11 using the results from Eq. 12.
            for qr = 0:1:q
                Phi(r,q+1) = Phi(r,q+1) + Ei(r)^(2*qr)/(factorial(qr)*factorial(abs(ni(r)) + qr))*Phi(r-1,q + 1 - qr);
            end
        end
    end
end

% Finally solve Eq. 5 by summing all the required terms.
sum_term = 0;
for L = 0:1:L0
    sum_term = sum_term + (ai(N+2*L + 1)*factorial(N+2*L)/(2^(N+2*L)))*Phi(M,L+1);
end
% The component of interest is returned.
V_prod_out(sample) = epsilon_N*product_term*sum_term;

% Transform dBm value to linear.
function Lin = dBmToLin(dBm)
    Lin = 10.^(dBm - 30)/10;
end

% Linear voltage and power.
function Volt = PowerToVolt(Power,R0)
    Volt = sqrt(Power*2*R0);
end

% Transform linear value to dBm.
function dBm = LinToDbm(Lin)
    dBm = 10.*log10(Lin) + 30;
end

% Linear voltage and power.
function Power = VoltToPower(Volt,R0)
    Power = Volt.^2/R0/2;
end

% Transform power in dBm to a mirrored voltage (in a 50 Ohm system).
function lin_volt_mirror = dBmW_to_LinV_Mirror(dBm_watt, R0)
    lin_volt_mirror = mirror(PowerToVolt(dBmToLin(dBm_watt), R0));
end

% Mirrors the input array.
function out = mirror(in)
    out = [-fliplr(in) in];
end
B.7 Receiver calibration code

```matlab
% Calculate the measured receiver's voltage and power gain from RF ...
% input (50 Ohm)
% to differential ADC inputs (390 Ohm).
RF_in = [-50 -51.5 -55 -60 -65 -70 -80 -90 -100 -102 -105 -110]; %dBm
ADC_div = [3495 3310 2902 2535 2202 2061 2052 2051 2050 2049];
R_ADC = 390;
v_ref = 3.3;
% Multiply voltage by to account for differential input to ADC.
% Power gain.
ADC_in = 10.*log10(((ADC_div-4096./2)./4096.*2.*v_ref).^2./R_ADC./2)+30;
Power_gain = (ADC_in - RF_in)
% Voltage gain
RF_in_v = sqrt(10.^((RF_in-30)./10).*50);
ADC_in_v = sqrt(10.^((ADC_in-30)./10).*R_ADC);
Voltage_gain = 20.*log10(ADC_in_v./RF_in_v)
```
Appendix C

Notation

This appendix describes some of the notation conventions used in the thesis. The notations listed here are used as a guideline and can be found in [64] Appendix F.

Voltage and current

- Constant voltages and currents (i.e., DC voltages and currents) are designated with upper case letters and upper case indices (e.g., $V_{GS}$ or $I_O$).

- Total instantaneous voltages and currents are designated with lower case letters and upper case indices (e.g., $v_{GS}$ or $i_O$).

- Small-signal voltages and currents in the time domain are designated with lower case letters and lower case indices (e.g., $v_{gs}$ or $i_o$). These small-signal voltages and currents represent a small change in the total instantaneous value, and thus also are written as such with a $\Delta$ prefix (e.g., $\Delta v_{fs}$ or $\Delta i_o$).

- Phasers for voltages and currents (complex quantities that describe the amplitude and phase of a small-signal sinusoid) are designated with upper case letters and lower case indices (e.g., $V_{gs}$ or $I_d$).

- The peak-to-peak value (swing) of a voltage or current signal is designated with a lower case letter and pp subscript (e.g., $v_{pp}$ or $i_{pp}$).

- The average value of a voltage or current signal is designated with a lower case letter and a horizontal bar (e.g., $\overline{v}$ or $\overline{i}$).

Noise

- Instantaneous noise voltages and currents in the time domain are designated with lower case letters and the index $n$ (e.g., $e_n$, $v_n$, $i_n$, etc.).

- The root-mean-square (rms) noise voltages and currents that have the units of volt per square hertz ($V/\sqrt{\text{Hz}}$) are represented by a lower case letter and upper case subscript (e.g., $v_N$, $i_N$, etc.).

- Mean-square noise voltages and currents, measured in a given bandwidth, are designated with $\overline{v_n^2}$ and $\overline{i_n^2}$, respectively. These quantities also are referred to as noise powers for short. The mean indicates either the time average (for stationary noise) or the ensemble average (for non-stationary noise), as appropriate. These noise
quantities can be calculated as the integral of a spectral density over the given bandwidth.

- Root-mean-square noise voltages and currents, measured in a given bandwidth, are designated with $\overline{v_n}$ and $\overline{i_n}$, respectively. These quantities are the square roots of the mean-square noise quantities.

- The power spectral densities for voltages and currents are designated with $\overline{V_n^2}$ and $\overline{I_n^2}$, respectively. These quantities also are referred to as power spectra for short. Usually the power spectral densities are one sided, unless specified otherwise, and thus directly represent the noise power in a 1 Hz bandwidth. Power spectral densities can be calculated as the Fourier transform of the autocorrelation function of the time domain signal.

- The root spectral densities for voltages and currents are designated with $V_n$ and $I_n$, respectively. These quantities are the square roots of the power spectral densities and represent the rms noise voltage or current in a 1 Hz bandwidth.
Appendix D

Miscellaneous measurements

Coaxial cable insertion loss

The insertion loss of a one meter long coaxial cable was measured using a Rohde & Schwartz : ZVB – 8 vector network analyser.

Figure D.1: One meter coaxial cable insertion loss vs frequency.
Appendix E

Datasheet information

Balun

Tables E.1, E.2 and E.3, contain relevant datasheet information on the Mini-Circuits RF transformer’s, TCM1-63AX+, TC1-1-13M+, and TCM9-1+.

Table E.1: TCM1-63AX+, Mini-circuits RF 1:1 Impedance transformer - 10 to 6000 MHz, insertion loss data [65]

<table>
<thead>
<tr>
<th>Insertion loss [dB]</th>
<th>frequency [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5944</td>
<td>300</td>
</tr>
<tr>
<td>1.5667</td>
<td>400</td>
</tr>
<tr>
<td>1.5389</td>
<td>500</td>
</tr>
<tr>
<td>1.5111</td>
<td>600</td>
</tr>
<tr>
<td>1.4833</td>
<td>700</td>
</tr>
<tr>
<td>1.4556</td>
<td>800</td>
</tr>
<tr>
<td>1.4278</td>
<td>900</td>
</tr>
<tr>
<td>1.4</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table E.2: TC1-1-13M+, Mini-circuits RF 1:1 Impedance transformer - 4.5 to 3000 MHz, insertion loss data [51]

<table>
<thead>
<tr>
<th>Insertion loss [dB]</th>
<th>frequency [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.372</td>
<td>300</td>
</tr>
<tr>
<td>0.416</td>
<td>400</td>
</tr>
<tr>
<td>0.46</td>
<td>500</td>
</tr>
<tr>
<td>0.504</td>
<td>600</td>
</tr>
<tr>
<td>0.548</td>
<td>700</td>
</tr>
<tr>
<td>0.592</td>
<td>800</td>
</tr>
<tr>
<td>0.636</td>
<td>900</td>
</tr>
<tr>
<td>0.68</td>
<td>1000</td>
</tr>
</tbody>
</table>
Table E.3: TCM9-1+, Mini-circuits RF 9:1 Impedance transformer - 2 to 280 MHz, insertion loss data [66]

<table>
<thead>
<tr>
<th>Insertion loss [dB]</th>
<th>frequency [MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.09</td>
<td>2</td>
</tr>
<tr>
<td>0.87</td>
<td>5</td>
</tr>
<tr>
<td>0.82</td>
<td>10</td>
</tr>
<tr>
<td>0.87</td>
<td>30</td>
</tr>
<tr>
<td>0.90</td>
<td>50</td>
</tr>
</tbody>
</table>
Appendix F

Schematics and PCB layouts

The schematics and PCB layouts are done using Altium’s PCB design tools.

F.1 Demodulator baseband circuit

F.1.1 Schematics
Figure F.1 shows the circuitry connected to the demodulator’s baseband ports. This circuit forms part of the receiver after down conversion to the IF. The sub-circuit schematics, represented by dark grey blocks in Fig. F.1 are provided in Figs. F.2 to F.6.

F.1.2 PCB
The demodulator’s baseband circuit PCB layout is illustrated in Figs. F.7 and F.8.

F.2 Intermediate frequency offset local oscillator circuit

F.2.1 Schematics
The circuitry connected between the modulator’s baseband ports and the 125 MHz oscillator are shown in Fig. F.9. This circuit introduces the IF offset to the LO signal. The sub-circuit schematics are illustrated in Figs. F.10 to F.12.

F.2.2 PCB
The top and bottom views to the IF offset LO PCB layout is presented in Fig. F.13.
Figure F.1: The demodulator’s baseband output circuitry with sub-circuit blocks.
Figure F.2: IF-filter schematic.
Figure F.3: Anti-aliasing filter schematic.

Figure F.4: Passive polyphase filter schematic.
Figure F.5: Two high voltage gain operational amplifier schematics (a) and (b) are presented, but only (b) is populated on the PCB.
Figure F.6: Two regulator options are illustrated on the schematic, but option A is populated on the PCB.
Figure F.7: Demodulator baseband circuit PCB top layer.

Figure F.8: Demodulator baseband circuit PCB bottom layer.
Figure F.9: IF offset local oscillator circuit schematic.
Figure F.10: Voltage regulator (a) and 128 prescaler schematic (b).

Figure F.11: Prescaler bandpass filter schematic.

Figure F.12: Schematic for the passive polyphase filter with differential inputs and outputs.
Figure F.13: The IF offset local oscillator circuit’s PCB layout, where (a) and (b) are the top and bottom views respectively.
Appendix G

Photos

Figure G.1: Cable measurement set-up.

Figure G.2: Constructed modular IF FMCW radar.
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