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Abstract

Crossing symmetry relates scattering and annihilation processes to each other. Its deriva-
tion is straightforward in perturbative approaches to quantum field theory: it merely
reflects the exchange of in- and outgoing states in Feynman diagram computations. In
soliton models, the situation is much more complicated because the scattering and the
annihilation processes concern distinct topological sectors that are not related by any
continuous transformation.

In this thesis a simple soliton model will be employed to address this problem numer-
ically. First, in the unit topological sector we extract asymptotically the phase shift of
the scattering process of a wave packet off the kink-solution. To this end we solve the
time-dependent equation of motion of the non-integrable ¢* field model in (1 + 1) space-
time dimensions for two distinct initial conditions: the wave packet in a trivial vacuum
background and in the background of the kink-solution.

Second, in the topologically trivial sector we present numerical solutions of the kink—
antikink interaction in the same model. We find that the final state of this interaction
varies dramatically with the impact velocity. As result, we analyze our numerical solu-
tions for the kink-antikink collisions system in two regimes. For the initial velocity of
the system less than some critical velocity, v. ~ 0.26, the kink and the antikink either
annihilate or inelastically scatter. On the other hand, the kink and the antikink always
inelastically scatter when the initial velocity of the system is higher than this critical
velocity. However, the scattering processes of the kink—antikink with initial velocity be-
low and above the critical velocity are different. Below the critical velocity the kink and
the antikink collide and always undergo n-bounces (n > 2) before they depart to infin-
ity. When the initial velocity of the system is higher than v., the kink and the antikink
depart to infinity after only one bounce. We present a qualitative description for these
bounce effects between the kink and the antikink motivated by earlier studies as well
as our numerical simulations. We utilize collective coordinates to study the dynamics
of the kink—antikink system in two degrees of freedom. In this regime, we modify the
ansétze of the kink—antikink system from earlier studies to account for relativistic effects.
We perform a comparison between this approximation and the full system. We end our
discussion of this sector by discussing the scattering data for the inelastic scattering and
the annihilation processes of the kink—antikink.

Third, we compare the extracted scattering data for the scattering process of a wave
packet off the kink-solution and the annihilation process of the kink—antikink to each
other. Finally, these studies of different sectors allow us to make a conjecture about the
validity of crossing symmetry within the non-integrable ¢* field model.

ii
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Opsomming

Kruising-simmetrie beskryf 'n verband tussen verstrooiings- en vernietigingsprosesse. Die
afleiding daarvan binne die raamwerk van steuringsteorie is eenvoudig: dit behels bloot die
omruil van ingaande en uitgaande toestande in die Feynman-diagram. In soliton-modelle
is die situasie egter meer ingewikkeld aangesien die verstrooiings- en vernietigingsprosesse
in verskillende topologiese sektore plaasvind wat nie deur kontinue transformasies aan
mekaar gekoppel is nie.

In hierdie tesis word daar van 'n eenvoudige soliton-model gebruik gemaak om hierdie
probleem numeries te ondersoek. Eerstens word die faseverskuiwing van die verstrooi-
ingsproses van 'n golfpakkie vanaf 'n kinkoplossing asimptoties in die topologiese een-
heidssektor bepaal. Vir hierdie doel word die tydathanklike bewegingsvergelykings van
die klassieke, nie-integreerbare ¢*-veldeteorie in (1+1) dimensionele ruimte-tyd opgelos.
Twee beginkondisies word ondersoek: 'n golfpakkie in die triviale vakuum agtergrond
asook in die kinkoplossing agtergrond. Tweedens ondersoek ons ook numeriese oploss-
ings vir die kink-antikink wisselwerking binne die triviale topologiese sektor van dieselfde
model. Hier vind ons dat die finale toestand van hierdie wisselwerkingsproses op 'n uiters
sensitiewe wyse van die impaksnelheid afhang. Ons ondersoek gevolglik die numeriese
oplossings vir die kink-antikink botsings in twee gebiede. Vir beginsnelhede onder die
kritieke snelheid v, ~ 0.26 sal die kink en antikink mekaar 6f vernietig 6f nie-elasties
verstrooi. In teenstelling hiermee sal die kink-antikink altyd nie-elastiese verstrooiing
ondergaan as die beginsnelheid die kritieke snelheid oorskry. Die aard van die verstrooi-
ingsprosesse vir beginsnelhede bo en onder die kritieke snelheid is egter verskillend. Onder
die kritieke snelheid sal die kink en antikink 'n n-bots proses (n > 2) ondergaan voor
hulle finaal van mekaar weg beweeg. Bo die kritieke snelheid sal die kink-antikink egter
net 'n enkele botsing ondergaan en dan uitmekaar beweeg. Ons lewer 'n kwalitatiewe
beskrywing vir die bons-effek tussen die kink en antikink wat deur vorige studies asook
ons numeriese resultate gemotiveer word. Ons maak gebruik van 'n kollektiewe koordi-
naatstelsel om die dinamika van die kink-antikink in terme van twee vryheidsgrade te
bestudeer. In hierdie gebied pas ons ook die ansatz vir die kink-antikink stelsel aan om
relatiwistiese effekte in ag te neem. Ons vergelyk dan hierdie benadering met die oplossing
van die volle sisteem. Die bespreking van hierdie sektor word afgesluit met 'n analise van
die verstrooiingsdata vir die verstrooiing- en vernietingsprosesse van die kink-antikink.

Derdens vergelyk ons die verstrooiingsdata vir die verstrooiing van 'n golfpakkie vanaf
'n kinkoplossing met die van die vernietigingsproses van die kink-antikink. Ons studie van
die verskillende sektore laat ons dan toe om 'n vermoede te formuleer oor die geldigheid
van kruissing-simmetrie binne die nie-integreerbare ¢*-model.
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Chapter 1

Introduction

This thesis centers on obtaining information about crossing symmetry in nonlinear field
theories that have a soliton solution, in particular the non-integrable ¢* field model in
(1+1) space-time dimensions. Crossing symmetry plays a crucial role in particle physics.
It is defined as the property of scattering amplitudes that allows antiparticles to be
interpreted as particles going backwards in time. In ordinary perturbation theory it allows
one to relate the scattering amplitudes of two different processes to each other by analytic
continuation. For example, the scattering amplitude of ete™ — pTp~ (annihilation
process) can be obtained from the scattering amplitude of ey~ — e~ p~ (scattering
process) by analytic continuation |1, 2|. Another example, exclusive proton—antiproton
annihilation into two photons, pp — 77, can be regarded as the Compton process in
the crossed channel [3]. Moreover, space- and time-like form factors can be related to
each other by analytic continuation. In nonlinear field theories with soliton solutions
the situation is much more complicated, because crossing symmetry relates two different
processes (scattering and annihilation), which concern distinct topological sectors. These
sectors are not related by any continuous transformation.

1.1 Brief discussion of nonlinear systems

Nonlinear field systems have attracted numerous groups in physics [1, 5, 6, 7, 8]. Sci-
entists from various branches of physics have been coming to grips with the fact that
the time-honored method of linearizing any nonlinearities that occur in their equations
omits phenomena which are of great importance. Nonlinearity is therefore a captivating
manifestation of the observable universe, whose importance has been increasingly recog-
nized over the decades, and has found more and more fields of application ranging from
elementary particles, nuclear physics, biology, wave dynamics at any scale, fluids, plasmas
to astrophysics.

One of the most interesting studies of nonlinear systems that has received a great
deal of attention is that of Nonlinear Waves [9, 10]. In particular, solitary wave solutions
that are localized and depend on position z and time ¢ only through the argument x — ct
have had a great impact on the scientific community. Of particular interest is a special
type of solitary wave called a soliton, which has the additional property that its shape
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and velocity are preserved asymptotically upon collisions with other solitary waves. This
is a familiar situation when one is dealing with a linear dispersionless system such as
the wave equation in a dispersionless medium. However, the addition of dispersion or
nonlinearity tends to cause the shape of a pulse to spread or sharpen, respectively, [11, 12].
It is therefore remarkable that when both dispersion and nonlinearities are present in the
correct proportions, the spreading and sharpening exactly cancel, giving rise to solitons.

To point out these remarkable solutions (solitons) and clarify the difference between
them and solitary waves, we consider a simple relativistic wave equation

1 0? 0?
(?ﬁ - @) o(t,r) = 0, (1.1)

where o(t, z) is a real scalar field in (1 + 1) space-time dimensions. The properties of this
equation are well known: it is both linear and dispersionless. As a result, its solutions
have two features of relevance to our discussion:

i) Any real well-behaved function of the form p(t,z) = f(z £ ct) is a solution of
equation (1.1). In particular, if we choose a localized function f, we can construct
a localized wave packet! that will travel with uniform velocity ¢, and no distortion
in shape. This is obviously related to the fact that plane waves cos [k(z + ct)] and
sin [k(z % ct)] with frequency w = kc form a complete set of solutions to equation
(1.1). Any well-behaved localized function, say f(x — ct), can be written as

flz —ct) = /dk; (a1 (k) cos[k(x — ct)] + ao(k)sin[k(z — ct)]), (1.2)

since by linearizing we can form arbitrary combinations of these plane wave solu-
tions. The fact that the wave packet f(z & ct) travels undistorted with velocity c is
related to the fact that all its plane-wave components have the same wave velocity
c = w/k.

ii) Since the wave equation is linear, given two localized wave packet solutions f(z —
ct) and fo(x + ct), their sum f3(t,x) = fi(x — ct) + fo(x + ct) is also a solution.

At very early time (t — —00), f3(t,x) consists of the two packets widely separated
and approaching each other essentially undistorted. At a finite time ¢, they collide.
But after collision, at very late time (t — 400), they will asymptotically separate
into the same two packets, retaining their original shapes and velocities. For the
system of equation (1.1), these properties hold for more than two packets as well.

These two features, namely (i) the shape and velocity retention of a single packet and
(ii) the asymptotic shape and velocity retention of several packets even after collision,
clearly hold for equation (1.1) because this particularly simple system is both linear and
dispersionless. It is noted in refs.[3, 11] that the addition of even simple terms to equation

IThe wave packet is defined as a localized wave function that consists of a group of waves of slightly
different wavelengths, with phases and amplitudes chosen such that they interfere constructively over a
small region of space and destructively elsewhere [13].
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(1.1) tends to destroy these remarkable features, even in (1 4+ 1) space-time dimensions.
For instance, adding the term m?c? (¢, z) to the right hand side of equation (1.1), we
get the Klein-Gordon equation in two dimensions

1 02 0?

This equation is still linear and the plane waves cos [k(z + ct)] and sin [k(x £ ct)] still
form a complete set of solutions. But now the dispersion relation is w? = k?c? +
m2c*. These different wavelengths travel at different velocities 8“52’“), and the equation is
dispersive. At time ¢t = 0, any localized wave packet having the form

/dkz (a1 (k) cos(kz) 4+ ag(k)sin(kz)), (1.4)

will spread as time goes on. Thus, feature (i) is lost, and so is feature (ii). If even a single
packet cannot retain its shape, there is no question of several packets retaining their
shapes after collision. Similarly, we consider adding a simple nonlinear term to equation
(1.1) as in
1 02 0?
- — —5 t,x 3(t,x) = 0. 1.5
(Z57 - 5) el6) + 0.0 (15)

Not all solutions of this equation are known, but one can persuade oneself through nu-
merical or approximate calculations that an arbitrary wave packet will spread out and
break (i.e. the nonlinear term in the KdV (Korteweg-de Vries) equation makes its local-
ized wave solution spread out [11]). However, it is possible that for some equations where
both dispersive and nonlinear terms are present, their effects might balance each other
in such a way that some special solutions do essentially enjoy feature (i). These solutions
are called “Solitary Waves”. In a small subset of these cases, feature (ii) is also exhibited
and those solutions are called “Solitons”.

The history of these special solutions dates to 1834, while the Scottish engineer John
Scott-Russell was the first to discover them in nature. Here we recite what he reported
in his 1844 ‘Report on Waves’ [11]

“I was observing the motion of a boat which was rapidly drawn along a narrow
channel by a pair of horses, when the boat suddenly stopped not so the mass
of water in the channel which it had put in motion; it accumulated round
the prow of the vessel in a state of violent agitation, then suddenly leaving
it behind, rolled forward with great velocity, assuming the form of a large
solitary elevation, a rounded, smooth and well-defined heap of water, which
continued its course along the channel apparently without change of form or
diminution of speed. 1 followed it on horseback, and overtook it still rolling
on at a rate of some eight or nine miles an hour, preserving its original figure
some thirty feet long and a foot to a foot and a half in height .....”

He called this phenomena the “great wave of translation”. Since then, these waves have
been reproduced in the laboratory and their properties investigated.
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In 1962, the first evidence that mathematical models could have soliton solutions was
given by Perring and Skyrme [15] in their numerical investigation of the sine-Gordon
(SG) equation. They found that after colliding, two of these solitary waves emerged with
the same shape and velocity that they had long before they interacted. In 1965, results
of a similar numerical investigation were published by Zabusky and Kruskal in ref.|[16],
this time using the Korteweg-deVries (KdV) model. These calculations led to analytic
multi-soliton solutions describing the collisions. Soon an entire hierarchy of solitons was
produced with the help of Bécklund transformations |1 7], which transform an “n-humped”
solution to an “n + 1-humped” solution.

The ¢* model constitutes one of the most well known non-integrable models. In this
model, we do have an analytic form for a solitary wave, but we cannot use the beautiful
machinery of Bécklund transformations or the Inverse Scattering Transform [17] as a
method to generate and/or study soliton solutions. Although this removes one of the
only nonperturbative tools for investigating solitary waves, it has not stopped efforts to
study this system, as is evidenced by the large number of applications found for non-
integrable as well as integrable models.

Undoubtedly the applications of these models are of great interest to physicists. Scott-
Russell’s observation of a solitary wave in water was the first example of a physical system
bearing soliton solutions. Since then, solitary waves and their numerical simulations have
found their way into modern applications, due to their topological properties, such as
Langmuir solitons in plasmas [18], solitons in Josephson junctions [19], estimation of the
transition time of a phonon through the kink-solution [20], and baryons as solitons in
effective meson models for QCD [21], to name a few.

The first application of soliton models in particle physics came through the famous
Skyrme model [22]. It is a model of interacting mesons that illustrates how the particle
can be built from a wave-packet of mesons. This system is a prototype soliton picture
for baryons [23]. As an additional advantage over many models in particle physics, the
soliton description represents a means for studying various aspects like meson-baryon
scattering and photoproduction [24], baryon—antibaryon annihilation [25], etc.

The non-integrable ¢ field model has a venerable place in modern applications. The
unit topological charge sector has been used to study the interaction of cluster walls with
phonons in a one dimensional model for displacive structural phase transitions in ref.[20],
and might have applications in condensed matter and cosmology [26]. Earlier numerical
simulations in this sector have been employed to investigate the effect of impurities in
the kink [27], and to study the brane world collisions [28, 29, 30]. Recently, numerical
solutions were able to extract the phase shift of a scattered wave packet in the scattering
process of a wave packet off a kink-solution [31].

Furthermore, the topologically trivial sector has been used to study the resonance
structure of kink-antikink interaction [32|. Lattice studies of the kink model were re-
ported in refs.[33, 31| as a simulation of molecular dynamics. More recently, this sector
has been investigated numerically in the context of pair—creation [35], electro-weak oscil-
lons [36, 37] and bounces [38, 39]. Numerical simulations within the (2 + 1) dimensional
generalization at non—zero temperature allowed for studying the effect of fast quenches
in resonant nucleation [10].
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To this end, motivated by all of these applications of the soliton-model of the non-
integrable ¢ field theory, we perform individual numerical simulations for the kink-wave
packet (phonon) scattering and the kink—antikink annihilation processes. Then, we inves-
tigate the crossing symmetry between these interactions. Crossing symmetry should re-
late the kink—antikink annihilation process to the kink—phonon scattering process, where
phonons are (small) oscillations about the kink-solution. This means that two distinct
topological sectors can be related to each other without any continuous transformation.
At the end of this thesis, we explain that crossing symmetry is possible topologically in
the non-integrable ¢* field theory. However, it is not manifest because of the extremely
long life of the bion state which forms from the kink—antikink annihilation. Further, in
the kink—antikink collisions, we modify the ansétze of the collective coordinate approx-
imation from earlier studies to account for relativistic effects. Then, in this framework
we study the kink—antikink collisions in a reduced description that initializes only two
degrees of freedom. In this regime we present a thorough comparison with the full sys-
tem. Also, we determine the shape of the potential energy between the kink—antikink at
different initial velocities and discuss whether an internal shape mode is responsible for
the bounce effects between the kink—antikink pairs system.

1.2 Outline

We devote chapters 2, 3 and 4 to our analytical discussion and chapters 5 and 6 to our
numerical studies. Chapter 2 gives an explanation of crossing symmetry in a perturbative
treatment, which relates the amplitude from the meson—-baryon scattering process to
the one from the baryon—antibaryon annihilation process. Chapter 3 gives an overview
of two classical soliton models, the ¢* and sine-Gordon models, and their topological
properties. Chapter 4 discusses the small fluctuations about the solutions of the ¢*
and sine-Gordon models and the excited kink-solution. Chapter 5 presents numerical
solutions of the scattering process of a wave packet off the kink-solution of the ¢* model
and the extraction of the phase shift. Also, we observe nonlinear effects beyond the small
amplitude approximation. Chapter 6 presents numerical solutions of the kink—antikink
collisions in the ¢* model and the reduced collective coordinate approach of the kink-
antikink. This chapter ends with the extraction of scattering data for the kink—antikink
interaction. Finally, chapter 7 summarizes our numerical solutions from the previous
chapters. We then conclude and make our conjecture about the crossing symmetry in
solitons of the non-integrable ¢ field model in (1 + 1) space-time dimensions. Appendix
A shows Wick’s Theorem and Feynman rules and ends with the discussion of traveling
wave solutions for the ¢* and sine-Gordon models. Appendix B presents our numerical
treatment for solving the equation of motion in the ¢* model.
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Chapter 2

Crossing symmetry in perturbation
theory

In this chapter we utilize a scalar field theory in (1 + 1) space-time dimensions to explain
crossing symmetry in Feynman diagrams. This symmetry relates the transition ampli-
tudes of various processes to each other by analytic continuation. This identification
takes place between the N particles and their corresponding anti-particles and because
of the relation between N-particle scattering matrix elements [11]. We use natural units
c =1 and A = 1, unless explicitly stated otherwise.

The following section gives an overview of the Lagrangian formalism for the theory of
the scalar field. They are followed by a derivation of the second-order Feynman diagrams
for meson—baryon scattering and baryon—antibaryon annihilation processes [I, 42, 43].
The purpose of choosing baryons here is that baryons behave like soliton solutions in an
effective meson theory [23]. We consider the scalar field of a free particle and quantize
the field by expressing it in terms of particle creation and annihilation operators. The
free particle and interaction Lagrangians are defined in terms of these operators. The
interaction Lagrangian enters into the scattering matrix, a perturbative expansion in
terms of the coupling constant. Using Wick’s theorem, the terms are translated into
Feynman diagrams. The scattering amplitude follows from the application of Feynman’s
rules. We calculate the S-matrix for the meson—baryon scattering process and the baryon—
antibaryon annihilation process. Then the crossing symmetry is a relation between the
S-matrix elements of these processes.

2.1 Lagrangian formalism

Consider a dynamical system whose configuration space (the space of all its possible con-
figurations) is characterized in terms of some manifold My of dimension N (the number
of degrees of freedom). For example, in the case of a single point particle moving along
an infinite straight line, the possible configurations of the system are the positions along
that line; therefore its configuration space is the real line, M; = R, a one dimensional
space, N = 1, for this one degree of freedom system. We assume that N is very large
(N — o), and show locality in both time and space implies that the Lagrange function,

6
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L, should be given as the space integral of a Lagrangian density, £(p, 0y, 0:p), which
means that £ is a function of the field ¢ and its first time and spatial derivatives, where
¢ = @(t,z) is a scalar field function of the time and space. The action of the system is
defined as

ty ty
Syl :/ Q. :/ dt/ da L(, Orp, D). (2.1)
t t; space

%

If we perform an arbitrary variation of the field, ¢ — ¢ + (), subject to the boundary
condition d¢ = 0 for t = t;,, t =ty and x — Fo00, then the solution of the variational
problem dS = 0 leads to the Euler-Lagrange equation

In case of more than one field such an equation applies to each of them.

2.2  Free scalar fields

A free scalar particle of positive mass m is represented by a real field ¢ that satisfies the
Klein-Gordon equation (K.G.)

¢ — ¢ +mPp =0, (2.3)

where ¢ = (t,x), (t, z) is a point in (1 4 1) space-time dimensions, ¢ and ¢" are the
second derivatives of the real field ¢ with respect to time ¢ and position x, respectively.
The K.G. equation (2.3) can be easily derived using the the Euler-Lagrangian equations
(2.2) from the free particle Lagrangian density £, given by

1

£:§<'2—gpl2—m2g02> ) (2.4)

The ¢ and ¢ are the first derivative of the real field ¢ with respect to time and space,
respectively. The real field ¢ is a superposition of plane waves e¥(Ert=2%) of the form

dp (Clp efi(Eptfpa:) + a;; e+i(Ept7p:l‘))

#lt,) :/ (2m) \/2E, (2.5)

= g0+(t,56) + (p,<t,$) )

with E, = /|p|> + m2. Here ¢.(t,x) and ¢_(t,x) are the positive and negative fre-
quency parts of the field, respectively, given by

dp ,
t,x) = — eiZ(EPtfpm), 2.6
orlt) = | Gl (2:6)
dp 4
_(t,x) = — =gl eTi(Eptor) 2.7
o-(t2) /(27?) °E, P° 27
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where (p_)* = ¢4, and a, = a(p) and a} = a'(p) are Fourier amplitudes. The canonical
conjugate field is

oL
@) = 5 (28)
The energy momentum tensor is
oL
T = "o — g"' L. 2.9
300, 2
In particular, the field energy is
1 /
H=rp’= /Toodx = 5/ (gb2+g02+m2g02) dx (2.10)

and the field momentum is

pl = /dex - —/(W') de . (2.11)

Since the field is a real scalar, it is hermitian with zero intrinsic spin, and there is no
phase transformation to yield a charge.

2.2.1 Quantization of free fields

In the quantized theory, the coefficients a, and aj, become annihilation and creation
operators, respectively, on particle states |p) in the Fock space. The real scalar field
operator, in terms of the annihilation and creation operators, becomes

QZJ = / # (&p e_i(Ept_PfC) +&;f) e+i(Ept—p$))
T

2E,

= @-&-(t’x) + @—(tw/E)‘ (2'12)

The equal-time (¢, = t, = t) commutation relation is

~

[o(t, ), o(t,y)] = —id(z —y), (2.13)

and all other commutation relations are zero. Using the real field operator and its conju-
gate momentum, it is easy to verify that, in terms of a, and a;, the commutation relation
equation (2.13) entails

[y, )] = (2m) 3(p —1'). (2.14)

The Hamiltonian of equation (2.10) can be expressed in terms of the operators

. dp ot 1. .
H= /%Ep (a;a,, + 5[ap,a;]) : (2.15)
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The second term in equation (2.15) makes an infinite contribution and represents an
infinite ground state energy. In quantum field theory, we are interested in the energy of
states above the ground state, so we discard this infinite term. It is formally removed
by the process known as normal ordering. In a normal ordered product of operators, all
annihilation operators are placed to the right of creation operators. A bracket of colons :
denotes a normal ordered product (however, some books denote the normal order product

by N e.g. [41]). For example, : dpdlt i= d;&p. The normal ordered Hamiltonian is
& dp At A
:H:= / %Epapap. (2.16)

In section 2.4, we will use Wick’s theorem, which renders a time ordered product (denoted
by symbol 7" and explained in section 2.4) into a collection of normal ordered products
from which Feynman rules and diagrams are readily extracted. The state |0) with lowest
energy is the vacuum state, and is defined by

CAL19|0> = 0; (Ola

0, (2.17)

=N =

which is normalized by (0|0) = 1. The state |p) describes a single particle of momentum
p, and is created by the creation operator acting on the vacuum state

p) = V2E,all0); (ol = /2B, (0la,. (2.18)

2.3 Complex scalar particle fields

In applying scalar field theory to baryons we purposely ignore spin and isospin and treat
all baryons as identical. But a real scalar field theory does not distinguish between
particles and their corresponding anti-particles (e.g. protons and anti-protons, neutrons
and anti-neutrons). We must include electric charge, in considering pair creation and
annihilation. These simplifications are appropriate to illuminate the concept of crossing
symmetry in a perturbative framework.

The theory of the complex scalar field [11, 43| is very similar to the theory of the real
scalar field given in section 2.2. The complex scalar field v is assembled from two real
scalar field components 1 and 1),

_ P + ity _ Py — ity
V2 V2o

Since ¢ and 1 are linear combinations of real scalar fields, they automatically satisfy the
K.G. equation (2.3). For baryons and anti-baryons, particle and anti-particle fields are
distinguished by having different sets of creation and annihilation operators. The particle
field is expressed as a Fourier expansion of plane waves in terms of the coefficients by, c;,

0 , ¥ (2.19)

d . ,
Q/J(t,.f) = / (2>—sz1 (bpe—z(Ept—pr) + C;[)e—O—z(Ept—px)) (220)
v

p
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and the anti-particle field () is

_ d ) )
W(t,x) = / (2)—p2E (b]Toeﬂ(Ept*Pw) + cpefl(Ept*pw)) , (2.21)
s

p

where the coefficients b, b;, , in the quantized complex scalar field are the annihilation

and creation operators for the particle, and the coefficients c,, c;f) are the annihilation and

creation operators for the anti-particle. The canonical conjugates are
I =, I = .

The equal-time (¢, = t, = t) commutation relations for the complex fields and their
canonical conjugates are

[#(t ZL’), 77Z)(t7 y)] - 15(93 - y) ) (222)

[w(tvx)a @(ta y)] = = 15(‘75 - y) )

and all other commutation relations are zero. From these commutation relations one can
deduce that the creation and annihilation operators obey the commutation relations

by, ] = [¢p.¢l] = (2m)d(p —q). (2.23)
The vacuum state |0) of the particle and the anti-particle Fock space are defined by
b,[0) = 0 and  ,]0) = 0, (2.24)

respectively. The Fock space is built by the creation operators acting repeatedly on the
vacuum state

- 1 1
bl(0) = : ety = , 2.25
HO =~ Al = =l (2.25)
and the normal ordered Hamiltonian is given by
. dp Pt ale
= [ G5B (01 + élen ) - (2.26)

2.4 Perturbation theory and Feynman diagrams

So far, we have discussed the free real and complex scalar fields that give descriptions
of the free uncharged and charged particles, respectively. To discuss scattering we must
include interaction terms in the Lagrangian. In scalar Yukawa theory, there is a perturba-
tive framework for an interacting field theory whenever its Lagrangian is the sum of a free
Lagrangian and interaction terms. Each term of the interaction terms is associated with
a multiplicative factor g, the coupling constant for that term. The S-matrix elements of
the interacting-field theory are expanded around those of the free-field theory, as a power
series in ¢g. In this approach, the interaction is conceived as a small perturbation on the
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free theory; the systematic method for expanding in the coupling constant is perturbation
theory [43, 44]. Here, we only consider the second order term since our interest is only
to illuminate crossing symmetry in the scattering process.

With the introduction of charge in the previous section 2.3, in the interaction of real
and complex scalar fields, the simple scalar Lagrangian involving products of real scalar
fields is replaced by a Lagrangian involving complex scalar fields to describe the baryons
and the anti-baryons, and real scalar fields to describe the exchange particles, the mesons.

The meson—baryon system is characterized by the Lagrangian density

L =Ly + Lint
1

25('2—90'2 —m2p? 4 — g —MQW) + gy,

where Ly and L;,; are the free and the interaction Lagrangian densities, respectively.
The field ¢, in this case, contains the creation and annihilation operators for the meson
field with mass m, which is given by equation (2.5). The 1 and 1 contain the creation
and annihilation operators for the baryon, equation (2.20), and anti-baryon, equation
(2.21), fields both with mass M. Each field in the free Lagrangian density £, obeys the
K.G. equation (2.3). As mentioned earlier, we treat our scalar Yukawa theory as a toy
model for baryons, without spin, interacting with mesons. The commutation relations, for
arbitrary separation, are given by equations (2.13) and (2.22). Since the field operator in
the interaction picture obeys the free field equations, the interaction Hamiltonian density
is

(2.27)

The time evolution operator [13] is defined in terms of the #,;,; as

2 tf ’ ~ !
Umt(tf,ti) =1 — Z/ dt /dl’?‘[mt(t ,ZE)
ti

(i) [ tr - N
+ 9 / dtl/ dtg/dq:/dyT (Hmt(tl,l’)Hmt(tQ,y)> 4+ ...
t; t;

Here t; and ¢; are the initial and final time, respectively. T is the time-ordering operator,
which operates on every operator in the expansion from the right side to put them in
time order. The S-matrix is defined in terms of the Uy, [13], as!
U, 00, —00) |1
g _ UlOmroo,—oa)li) 22
<O‘Umt(+00, —OO>’0>
where |i) and |f) are the initial and final noninteracting eigenstates, respectively. The
times t; and ¢y are taken to be —oo and 400, and (0|Ujp (400, —00)|0) is a normalization
constant. As indicated earlier, we only pick up the second order term in equation (2.29)
that contributes to scattering process [14]. Therefore the scattering matrix becomes

S — (_;)2 < f‘ / &%, / &%, T (ﬂmt(xl)’ﬂmt(m)) 2> (2.30)

!Note the difference between the symbol S for the action and the symbol S for the scattering matrix.
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where x; = (t1, 1) and x93 = (t9, z2). Now, consider

|7) =|p1,p2) , 1f) = Ips,pa) s (2.31)

where py, po are the momentum of the meson and the baryon fields, respectively, before
the interactions (at t; — —o0), and ps, ps are the momentum of the meson and the
baryon fields, respectively, after the interactions (at t; — +00). We use equations (2.28)
and (2.31) to rewrite equation (2.30) as

g_ lig

ig)?
D3, P4

Using Wick’s theorem (Appendix A.1)

T (1 2Z(X1)<P(X1)¢(X1) o &(X2)¢(X2)¢(X2) 3) = ?Z(leﬂ(xl)¢(X1)7E(X2)90(X2)¢(X2) :

/ i, / xaT (- Pl p (k1) (x1) = Do) p(x2)p(x2) °)

p1,p2> - (2.32)

P aa)p(xa)b(x) - Poa)i(x)
+ ()Y ()Y (x2) (x2) + p(x1)p(x2)
+ o, (2.33)
where
P 2k etk (x1—x2)
Poaeb) = O (pbxea) 100 = [ G (23)
— _ 2) iefik/-(xlfo)
Do) =07 ()i 10 = [ G 239

are the Feynman propagators or two point Green functions [11, 43| for the real and
complex fields, and k = (Ej, k) and k' = (E,/,k’). We can calculate the S-matrix of
e — e (meson—baryon scattering process) by picking up the second term of the R.H.S
in equation (2.33). Thus, the S-matrix in equation (2.32) becomes

5= U0 [x, [l pil0: da)ebels it ). (236)
where

O = (0|T (v(x1)¥(x2)) |0),

is again the Feynman propagator, equation (2.35). We use the definition of ¢ in equation
(2.5), ¢ in equation (2.20), ¢ in equation (2.21) and commutations relations in equations
(2.14), (2.23), and |p) = +/2E,a}|0) to evaluate equation (2.36) as

(—ig)*\/16E, By, By By,
5= [ [ a0l (o2 x0) (0-), 0l 1, 0

Zg /dQ /d2 Z(p4 P1 Xlel(p3 P2)x2 + €t (p4+p3)x1 Z‘(13141’2)"2) + [Xl o Xz]] 0,
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where p = (E,,p). In the second line of the S-matrix, the [x; <> X2] terms double up
with the others to cancel the factor of 1/2 in front. Meanwhile, using equation (2.35),
the x; and x5 integrals give d-functions for the momenta. We are left with the expression

. ko/ (27 4 ’ ’
S = (—19)2/ 2y k’2(— 3\42 [52(134 —p —k)o*(ps — py + k)

+ 6%(py + ps + k)6 (py + Py — k')} -

Finally, we can trivially do the d2k integral using the d-functions to get
S =(—ig)’ {

; i
+
(Py —P3)2 — M?  (p; +Py)? — M?

} (27)%6%(py + Py — Ps — Py) -
(2.37)

Since the S-matrix reflects 2-momentum conservation, thus the S-matrix should always
contains a factor 6*(p; + py — P3 — P4). The invariant matrix element M is defined by

[

iM =(~ig) [(pz —p3)? — M? - (P +P2)? — MZ} ’ (2.38)

where
S = iM (27)?6%(p; + Py — P3 — Pu)-

In the same way, we have calculated M for the o — ¢ process, we can calculate M
for the ) — pp (baryon-antibaryon annihilation) process by picking up the third term
in equation (2.33). For much simpler way, we instead use the Feynman rules (Appendix
A.2) to calculate the S-matrix for various processes, since our concern is to show the
crossing symmetry in Feynman diagrams.

2.4.1 Feynman diagrams

The object that we really want to compute is the S-matrix, since we are not interested in
processes where no scattering occurs. The various terms in the perturbative expansion
can be represented pictorially as follows

i) We represent an external line for each particle in the initial state |i) and each
particle in the final state |f). We choose dotted lines for mesons, and solid lines
for baryons. We assign a directed momentum p; (where i = 1, 2, 3, 4) to each line.
Further, we add arrows to solid lines to denote their charges; we choose an incoming

(outgoing) arrow in the initial state for ¢ (¢). We choose the reverse convention
for the final state, where an outgoing arrow denotes ).

s
s

ii) We join the external lines together with trivalent vertices \ , corresponding
to the terms in the expansion of S. Thus the initial and final states are connected
by an internal line with momentum &', which obeys the conservation of momentum
at each vertex.
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Meson—baryon scattering

We use i) and ii) to draw all possible diagrams and apply Feynman rules in Appendix
A.2 to the second term in equation (2.33). We get the two possible diagrams in Figure
2.1 for meson—baryon scattering process, where the virtual particle in these diagrams is

N 7’ ~ ”
AN 7/ ~ -
~ -
N 4 ~ ”
N\ 7/ \ ~ - /
N / / p2 NS 4
p2 N / p4 PREARN
Time N V4 ” ~

Figure 2.1: The two lowest order Feynman diagrams for meson—baryon scattering (k' =p1+p2 = ps+ps)
and (¢ = p1 —ps = p3—p2). The arrows on the dashed lines are to indicate the conservation of momentum.

the ¢ and the S-matrix is
1 . 1
(P +P2)? = M?  (py—p3)°— M

S, = (—ig)? =1 (27)%6%(Py 4+ Py — Ps — P4) -

(2.39)
Here the subscript s refers to the scattering process. This agrees with the calculation in

equation (2.38) that we performed earlier. The Mandelstam variables for this (scattering)
process are given by

ss = (P1+P2)"; ts = (Pr—p3)?; us = (P —Ps)°,

where s is the s-channel, ¢, the ¢-channel and u, the u-channel [1|. Note that ss+ts+us =

(m? + M?). Thus, the invariant matrix element M, in terms of Mandelstam variables, is
1 1

M, = (—ig)? (2.40)

Sg — M? + us — M?

Baryon—antibaryon annihilation

For the baryon-antibaryon annihilation process, 1) — ¢, the Feynman diagrams
are a little different. At lowest order, they are given by the diagrams of Figure 2.2. The
virtual particle in these diagrams is ¢, as in the meson—baryon scattering. It is a simple
matter to write down the S-matrix using the Feynman rules in Appendix A.2,

l l

S, = (—ig)* +
(=ig) Py —P3)2—M?  (pp—py)?—M

=1 (2m)%6%(Py + P, — Ps — P4) -
(2.41)
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V4
Ve
rd
P /
pZ\‘ L7/
rd

Ny

-ig 7/

F\ pd g
N

-ig N //
N V4
. N 7
Time
qa x
—> k A + PR
V2 N
7 \
[}y 73 AN
Y
) pl p:?;\x N
-ig L
AN
N 3
pl N\P
N
N
N

Figure 2.2: The two lowest order Feynman diagrams for baryon—antibaryon Annihilation (k = p; —p3 =
p2 —p4) and (¢ = p1 — pa = p2 — p3).

Here the subscript a refers to the annihilation process. The Mandelstam variables for
this (annihilation) process are given by

sa = (P1+ P2)2§ te = (P — p3)2; Uy = (py — p4)2-
Thus, the invariant matrix element M is

1 1

_ ()2
Ma = (—ig) 15a—M2+u,l—M2

(2.42)

2.5 Crossing symmetry

The meson—baryon scattering in Figure 2.1 is different from the baryon—antibaryon an-
nihilation in Figure 2.2. However, both invariant matrix elements of these figures arise
from the same Lagrangian [11]. To change the meson—baryon matrix element in equation
(2.39) into a baryon—antibaryon matrix element equation (2.41), we need only exchange
the momenta p, and —p;.

Ss(P1, P2; P3, Ps) = Sa(P1, —P3; —Pa; Pa)- (2.43)

In other words, between equations (2.40) and (2.42), there is a permutation between the
s and ¢ channels as

:Ma(taaua)a (244)
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where s, = (p; + py)? = (p; — (—p3))* = t, and M is a function of s, ¢ and u
variables because of the momentum conservation. Graphically, this exchange switches an
incoming with an outgoing line, changing at the same time the directions of their arrows.
Equivalently, the truncated diagrams in Figures 2.1 and 2.2 are related by analytically
continuing the momenta of equation (2.36). From equations (2.43) and (2.44) we conclude
that this scalar theory S-matrix element with a particle of momentum p, in the initial
state is related to one with an antiparticle of momentum p; in the final state by simply
changing p; to —p; in the formula for the S-matrix. This relation is known as crossing
symmetry.
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Chapter 3

Classical soliton models

We give a discussion of possible solutions of the ¢* and sine-Gordon (s.G) models in (1+1)
space-time dimensions. These relativistic classical nonlinear field models have attracted
great attention due to their topological properties |1, 8, 45]. In classical nonlinear field
theory, the dynamics of a single real scalar field ¢(t, x), that describes the solitary wave
system is governed by the Lorentz-invariant Lagrangian density

1 . 1 2
L==¢"—-¢ —V(p), (3.1)

2 2
where the potential V() is any positive semidefinite function of ¢, reaching a minimum
value of zero for some value or values of p. Application of the Euler-Lagrangian equation
(2.2) to the Lagrangian equation (3.1) yields the equation of motion

" GV(QO)
p — = ——>= 3.2
¢ —¢ B (3.2)
In this wave equation, the choice of V() is responsible for the nonlinearity. We use the
energy-momentum tensor, equation (2.9), to get the total energy functional F as

Bly] = / " et n) = / " E& + 12 v, (3.3)

0o —oo 2

where () is the total energy density. This total energy E is conserved by equation (3.2),
as the time () varies, under the condition ¢ — 0 and ¢" — 0 as # — +o00. Let V()
have N absolute minima, which are also its zeros, so that

V(¢) = 0 and V/(go):O for =499 i=1,..., N, N >1,

where ¢ are constant values of ¢. This condition implies that ¢» — 0 and ¢ — 0. From
the total energy definition, equation (3.3), the energy E is minimized when the field ¢ is
constant in space-time and takes any one of these values. That is,

Elp] =0 if and only if o =g¢%: i=1,..., N.

17
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According to the definition of a solitary wave for any static solution, the equation of
motion (3.2) reduces to
Pp OV
ox2  Op
This equation has a mechanical analogue, as pointed out in [3]. If we think of the variable
x as ‘time’ and ¢ as the coordinate of a unit-mass point-particle, then equation (3.4) is
just Newton’s second law for this particle’s motion of this analogue particle.

Now, since a solitary wave must have finite energy and a localized energy density,
its field must approach one of the values ¢ as # — +00. Subject to these boundary
conditions, we can solve equation (3.4) for ¢ by multiplying equation (3.4) by ¢ and
integrating twice. We get

(3.4)

o(x) da
T — 29 = i/ —np_7 (3.5)
e(z0) vV 2V(9)

where x(, an integration constant, is any arbitrary point in space where the field has the
value p(z9). The solution p(z) can in principle be obtained by integrating equation (3.5)
and inverting, for any V(p).

3.1 Kink-solution of ©* model

In ¢* theory the potential function, known as a double well potential is of the form

Vi) = 1A (¢ mT) (36)

where X\ and m? are positive constants (m is called the mass parameter of the field
and \ is the coupling constant). This potential is plotted in Figure 3.1a and has two
minima ¢ = 7% (g = — % and g? = 7%), which are related by reflection symmetry.
Obviously this vacuum manifold has two-fold degeneracy. If we substitute this potential

in equation (3.1), the Lagrangian density £ becomes

1, 1.2 1.(, m2\°
) SR i W (FP A B :
L=5¢" =3¢ =3 (so A) (3.7)

We apply the Euler-Lagrange equations (2.2) to this Lagrangian to get the equation of
motion

p—¢ = mip— A’ (3.8)

This equation governs the dynamics of the solitary wave solution in the ¢? model. As
time t varies equation (3.8) conserves the total energy functional

o < 11, 1.2 1. (, m2\
Elp] = dx e(t,x) = dr |[=p*+ -0 +=-A|o Y , (3.9)

2 2 4
for any solution of equation (3.8).
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(a) Double well potential (b) Kink and lts Energy

Figure 3.1: (a) The potential V() with two minima at ¢ = +m/v/A. (b) The solid line shows the static
kink-solution (equation(3.12) with the plus sign), and the dashed line shows the energy density of the kink,
all of them are localized at zg = 3 with A = m = 1.

a) Static kink-solution

As we discussed earlier, the static form of equation (3.8), ¢ = 0, can be given by

1"

e = —mip + Mg’ (3.10)

This equation can be solved using equation (3.5) to give

v - m = i/ww dp | (3.11)
(@) VA/2(P? — m2/A)

Choosing ¢(xy) = 0, integrating and inverting, we get

Pic ) (@) =% = tanh | (m/V2)(x — 20)] (3.12)
VA

The solution ¢ with the plus sign, plotted in Figure 3.1b, is called the static “kink” and

Y, with the minus sign, is called the static “antikink”. We substitute equation (3.12)

into the total energy functional, equation (3.9), to get the energy density of the static

kink- (or antikink-) solution [8],

£(x) = (m?/2)) sech® [(m/\/ﬁ)(x - xo)] , (3.13)

which is plotted in Figure 3.1b and is localized near . Integrating this energy density
over space, we get the total energy of the kink (or antikink), sometimes called the classical
kink (or antikink) mass

+o0 3
Md:/ dxs(x)zng, (3.14)

—00

which is finite and does not depend on time.
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b) Moving kink-solution

The moving kink (time-dependent) solution of equation (3.8) can be obtained either by
Lorentz-transform of equation (3.8), transforming the coordinate variables in ¢, or using
the traveling wave solution method in Appendix A.3. This gives

o (1,1) = i% tanh {% (%)} , (3.15)

where the velocity —1 < v < 1. As we mentioned earlier the positive sign is for the
moving kink and the negative sign is for the moving antikink. Furthermore, the total
energy of the time-dependent solution is

o0 1 . 1 ’ 2
E[%]:/ dx l§¢u2+§s@v +V(90u)]
\/gm?’ 1 . Mcl

3V VI—02 V12

This indicates the particle nature of the kink- (antikink-) solution, since FElp,| is the
Lorentz transform of the total energy of the static kink (antikink).

(3.16)

3.1.1 Small fluctuations approach

As shown in Figure 3.1a and discussed earlier, the potential equation (3.6) has two stable
degenerate minima at ¢ = £m/v/\ (vacuum states). We assume that the system fluctu-
ates by a small scalar field 7(¢, x) around any of them. Then the scalar field will be given
by

m m

o(t,z) = vy +n(t,x) or (t,z)= 7 +n(t, z), (3.17)

where 7(t, z) is a small amplitude fluctuations with |n| < 5. We use equation (3.8) and
equation (3.17) to get the equation of motion of the fluctuations n(t, x),

ii—n" =m*(m/VX+n) — Mm/VA+n)?
oy 3 A (3.15)

Since 7 is very small, more precisely |n| < \%, n* — 0 and ®> — 0 , and the equation
(3.18) can be rewritten as

ii—n =—2m’y. (3.19)

This is the equation of motion for a Klein Gordon field" with mass v/2 m and the plane
wave

me(t, ) = Bexpi(kz — wt) + Bexp —i(kx — wt) (3.20)

IThis equation describes the meson field about one of the trivial vacua in kink-theory of ¢* model
where v/2 m is the mass of the meson [5].
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is a solution for it, equation (3.19). Here w = w(k) and k are the angular frequency and
the wave number of 7 (¢, z), respectively, and B and B are the amplitudes of n.(t, z).
Equation (3.19) is:

1. Linear. Any well-behaved localized function can be written by superposing waves
of slightly different wavelengths in the form of Fourier analysis, i.e. plane waves
(propagating along the z- axis) of different frequencies (or wavelengths) as

n(t ) = /_ T AR exp {i(ka — wh)) dk (3.21)

Where A(k) is given by the inverse formula.

2. Dispersive. The dispersion relation is given by
w(k) = Vk2+2m?2.

At time t = 0, the solution (3.21), abbreviating n(0,z) = ny(z), can be rewritten as

no(z) = / A(k)e™ ™ dk (3.22)
and its inverse formula A(k) as
1 [~ -
Ak) = o /_ ) no(z)e *dx. (3.23)

Equations (3.22) and (3.23) show that A(k) determines the initial wave function 7y(z)
and vice versa. We assume that the wave packet ny(z) is localized: |no(x)| peaks at x = 0
and vanishes far away from = 0. On the one hand, as © — 0 we have ¢*** — 1. On the
other hand, far away from z = 0 the phase e’** goes through many periods, leading to
destructive interference.

Gaussian wave packet

We assume that the amplitude A(k) is a Gaussian function, plotted in Figure 3.2b, which
is given by

A(k) = agexp {—(k — ko)?/0*} . (3.24)

where ag is a constant, kg is the average momentum, and o is the width of the distribution.
Therefore the wave-packet (3.21) becomes

n(t, ) = ag / exp {—(k — ko)*/o*} exp {i(kx — w(k)t)} dk, (3.25)
and its first derivative with respect to time ¢ is given by

n(t,z) = —iaop /_Oo w(k)exp {—(k — ko)?/0?} exp {i(kx — w(k)t)} dk. (3.26)

o0
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(a) wave-packet |no(z)|? (b) amplitude A(k)

Figure 3.2: Two localized wave packets: mo(x) = agexp {izko —2%0%/4} and A(k) =
ag exp {—(k — ko)?/o?}; they peak at z = 0 and k = ko, respectively, and vanish far away. The graphs
display the choice 0 =1, ag =1 and kg = 1.

At time t = 0 the shape of this wave packet can be calculated by integrating over
momentum space as

00 k—k 2 15 2
no(2) :ao/ exp {—( 0)02 e }dk (3.27)
= ag exp {izky — z0” 4}, (3.28)

where ag = \/Toag is a constant and 7y(z) is plotted in Figure 3.2a.

3.2 'Topological charges

Let the potential V() in equation (3.1) have a discrete number of degenerate absolute
minima. We consider non-singular finite-energy solutions, such as solitary waves and
solitons. Thus the field, whether static or time-dependent, must tend at any instant ¢ to
a minimum of V(p) at spatial infinity in order that the energy E in equation (3.3) be
finite. In one space-dimension, spatial infinity consists of two points, r — +o00. First, we
consider the field ¢ at + — 400 and time ¢ = ¢; to be

xh_{glo o(t1, ) = 1, (3.29)
where () is one of the minima of V(¢). So, as time changes (either forward or backward,
starting from ¢, ) the field ¢(¢, z) will change continuously with ¢ at every z as governed by
the wave equation (3.2). In particular, ¢(t, 00) will be some continuous function of t. On
the other hand, since the energy of that solution is conserved and remains finite, (t, 00)
must always be one of the minima of V(y), which fall into a discrete set. It cannot jump
from ¢; to another of the discrete minima if it is to vary continuously with ¢. Thus,
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©(t, 00) must remain stationary at ;. Second, by the same arguments at © — —oo and
another time ¢t = ¢4 as

ml_if_noogp(tg, T) = o (3.30)
must also be time-independent and a minimum of V(y), but not necessarily the same
as 1 in the case of degenerate minima. Therefore, we can divide the space of all finite-
energy non-singular solutions into sectors, characterized by two indices, namely, the time-
independent values of p(xr = o0) and p(r = —o0). These sectors are topologically
unconnected, in the sense that fields from one sector cannot be distorted continuously
into another without violating the requirement of finite energy. In particular, since time
evolution is an example of a continuous distortion, a field configuration from any one
sector stays within that sector as time changes. Certainly, when V(¢) has a unique
minimum, there is only one permissible value for both ¢(c0) and ¢(—o0), thus only one
sector of configurations exists.

Now, we consider the potential V() in equation (3.6) which has two degenerate min-
ima, at p = j:\%. Consequently, all finite-energy non-singular solutions of this system,
whether static or time-dependent, fall into four topological sectors. These are character-
ized by the pairs of possible vacuum configurations (—%, \%), (%, —%), (—\%, —\%)
and (%, %), respectively, which represent the values of (p(x = —o0),p(z = +00)).
Thus, the kink, the antikink, and the trivial constant solutions ¢ = i%, are members
of the four sectors, respectively. When a kink from the far left and an antikink from the
far right approach one another, the field configuration belongs to the (—ﬂ/\, —%) sector.
For this sector we present numerical solutions to the kink-antikink collisions in chapter
6. The resulting field configuration always stay in the (—%, —%) sector.

The “topological charge” is introduced as a topological degree, or generalized winding
number of the field in refs.[3, 45]. It is defined as

0= Y2 oz = o0) — (o = —o0)]. 3.31)

m

Therefore, the kink topological sector has Q@ = 2, the antikink topological sector has
Q = —2, and the trivial topological sector has zero topological charge. This topological
charge is associated with a conserved current

A
" = %6“”8,,@, (3.32)

where a covariant summation notation p, v = 0, 1 and

(1 0 (0 1
Iw=\g —1) +  wT\-1 0
v n%

has been used. Clearly

0,I" =0 and Q= / dx Ty, (3.33)

—00



Stellenbosch University http://scholar.sun.ac.za

CHAPTER 3. CLASSICAL SOLITON MODELS 24

where 0,7" = 0 arises from the symmetry of 0,0,. We know that to the extent that the
field ¢ is a measurable physical quantity, we need both ¢(c0) and p(—o00) to identify a
topological sector, and not Q alone. However, for cases where physical quantities depend
only on differences in ¢ and not on the absolute value of ¢, @ becomes the sole relevant
topological index. The adjective topological is sometimes bestowed on solitary waves
which have Q # 0.

We note that these topological indices are different from the more familiar conserved
quantities like energy, momentum, charge etc. The latter, as is well known in classical
and quantum field theory, can be traced to the existence of continuous symmetries of the
Lagrangian, such as time translation, space translation, “internal groups” and equation of
motion. By contrast, the topological indices are boundary conditions, conserved because
of finiteness of energy. Indeed, in many cases, these indices are closely related to breaking
of some symmetry. That is, suppose the Lagrangian and V' (¢) are invariant under some
symmetry transformation acting on ¢(z). If V() has a unique minimum at some ¢ =
o, then g itself must remain invariant under that transformation. But in order to
get non-trivial topological sectors, we need to have two or more degenerate minima.
In that case, while the full set of minima is invariant under the transformation, each
individual minimum need not be so. For instance, the system equation (3.6), which
permits four topological sectors, has V() invariant under ¢ <> —¢. But its two minima,
= —\% and ¢ = —1—%, are not separately invariant. Rather, they are transformed into
one another. In general this feature, called “spontaneous symmetry breaking”, has great
importance in the quantum theory, as well as the statistical mechanics of the field system
[15, 8].

3.3 Soliton solution of sine-Gordon model

Earlier we examined the kink-solution, the solitary wave solution of the ¢* system. How-
ever, this solution did not turn out to be a soliton solution?. Here we look at a system in
(1 + 1) space-time dimensions that admits a true soliton solution. The potential function
is given by

Ulp) = m74 (1 — cos [(\/X/m)gpb : (3.34)

which is periodic in . This potential is depicted by the solid line in Figure 3.3a and has
an infinite series of minima:

27rm_

n — N—F;
A

In the weak field limit, where |p| < 1, the sine-Gordon potential reduces to the Klein-
Gordon potential

n=...,-2-1,012 .... (3.35)

m2

Ukc(p) = 7902, (3.36)

2We have emphasized in chapter 1 the difference between solitary wave and soliton solutions.
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(b) Soliton and its energy density

(a) sine-Gordon potential

Figure 3.3: (a) The solid line shows the sine-Gordon potential U(¢) with an infinite set of minima, and the
dashed line shows the Klein-Gordon potential. (b) The solid line shows the static soliton solution (equation
(3.43) with a plus sign), and the dashed line shows its energy density. The graphs are localized at 2o = 0
and display the choice A = m = 1.

which is depicted by the dashed line in Figure 3.3a. We substitute U(y) in equation (3.1)
to get the sine-Gordon Lagrangian density

L= % 00" + m; (cos [(\/X/m)go] - 1). (3.37)
Changing variables to
T — me, t — mit and @%ggp,
the Lagrangian can be simplified to
L= m74 E Oup O + (cos(p) — 1)} . (3.38)
and the potential reads ,
Uly) = = (cos(y) = 1). (3.30)

We apply the Euler-Lagrange equations (2.2) to the Lagrangian equation (3.38) to get
the sine-Gordon equation of motion

¢ — ¢ +sin(p) = 0. (3.40)
The conserved functional energy is
S 1 1,
Elp] = mT/ dx [§¢2 + 3¥ g (1 — cos(p)) (3.41)

We can see that the Lagrangian equation (3.38) and the field equation (3.40) are symmet-
ric under reflection, p(z,t) — —¢(x,t), and translation, p(z,t) — ¢ + 2nm. Consistent
with these symmetries, the energy E vanishes at the absolute minima of (1 — cos ),
which are ¢(x,t) = 2nm.
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a) Static soliton solution

In the static case (¢ = 0) the equation of motion, (3.40), becomes

1"

@ = sin(p). (3.42)

It can be solved using equation (3.5) to give

»(z) da

2
T — 19 = i/ —
o(z0) 2sin(p/2)

where we have used 1 — cos(z) = 2sin?(z/2). Choosing @(zy) = 0, integrating and
inverting, we get

©s(5)(x) =+ darctan (") . (3.43)

The solution g with the plus sign, plotted in Figure 3.3b, is called the static “soliton”
and the one g with the minus sign is called the static “antisoliton”. The energy density
of the static soliton (antisoliton) solution is
2 3
e(x) = % [1 — cos (4arctan {e"™})] (3.44)
which is plotted in Figure 3.3b. It is localized near xy. The solution (3.44) is roughly
similar in shape to the “kink” discussed earlier, although the function is different in detail.
The total energy of the soliton (antisoliton) solution, equation (3.43), can be calculated
by integrating equation (3.44) over space, giving
B 8m3

My =——. 4
. (3.4

b) Moving soliton solution

The moving soliton (time-dependent) solution of equation (3.40) can again be obtained
either by Lorentz-transforming equation (3.40), transforming the coordinate variables in
©, or by using the traveling wave solution in Appendix A.4. This gives

r—xg—vt
vz, t) = £4 arctan (e Vi-e? ) , (3.46)

where the velocity —1 < v < 1, and as we have seen earlier the positive sign is for the
moving soliton and the negative sign for the moving antisoliton. Again, the total energy
of this solution can be obtained by substituting equation (3.46) into equation (3.41) and
integrating over space. We get

& 1 . 1 /2

Blad = [ do|ger+ 3l + (- costen))]
B 8m? 1 B M, (3.47)
S Vice  vioe |
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Topological Charges

According to our earlier discussion of topological charges in section 3.2, all finite config-
urations can be divided into an infinite number of topological sectors, each characterized
by a conserved pair of integer indices (n, ny) corresponding to the asymptotic field values

lim ¢(z,t) = p(—o0) = 2ny7 ; lim ¢(z,t) = p(+00) = 2nam.

T—>—00 T—+00

So the topological charge is defined as 3]

1 1 [T Oy
_ o) = — ady 4
o 27T(g0( o00) — p(+00)) = ny — no on | dmax (3.48)
Thus, the topological charge is @ = 1 for the soliton solution and Q@ = —1 for the

antisoliton solution. The soliton and the antisoliton are not the only solutions of the
sine-Gordon equation. There are other solutions corresponding to multi-soliton (mult-
antisoliton) states. The existence of these solutions is a peculiar property of the sine-
Gordon model (there are no exact multi-soliton solutions in the ¢* model). It turns out
that there exists a method for solving the sine-Gordon equation, known as Bécklund
transformations [17], which give an exact solution for the soliton—antisoliton interaction
solution,

sinh (vt/v1 —v?) ] | (3.49)

5(t,r) = 4arctan
Pss(t) [v cosh (z/v1 — v?)

where v is the asymptotic velocity of each soliton. In this case the field configuration,
plotted in Figure 3.4a, always stays in the trivial topological sector. This solution has an
asymptotic behavior in time (t — —o0) [8]

(z+v(t:tAt/2)) (z—v(tiAt/2))
e\ Vi-v? — 4arctan |e\ Vi-v?

_ SOS(:I: +%t/2)> N

lim pg5(t, x) 20 Jarctan
t—TFoo

[z —v(t £ At)2)

os(UES ) o)

where

1— 2
At=""""nv (3.51)
v

is the time delay for the soliton and the antisoliton to pass through each other. Thus
equation (3.50) corresponds at very early times to a soliton and an antisoliton far apart
and approaching each other with relative velocity v, plotted in Figure 3.4a as the line
with time ¢ = —50. As they approach one another, they tend to annihilate each other
until ¢ = 0, plotted in Figure 3.4a, when the field vanishes everywhere. But at very
late times (¢t — 00), plotted in Figure 3.4a as the line with ¢ = 50, the field reemerges
and asymptotically grows and separates into the same soliton—antisoliton pair, with the
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(a) soliton—antisoliton (b) soliton—soliton

Figure 3.4: (a) and (b) are the field configurations of the soliton—antisoliton g5 and the soliton—soliton
pss solutions at different times.

same shapes and velocities. The only change is in the phase At — —At, as indicated in
equation (3.50). The time delay is negative, so a soliton and an antisoliton attract each
other. If we take the v to be purely imaginary as iv and (t,z) — (it,iz), equation (3.49)
becomes

sin (vt/V/1 + v?)
veosh (z/v1+ v?)

which is a bound state solution of a soliton—antisoliton pair, known as the doublet or
the breather solution. This breather solution is periodic with period 7 = @ In
this case the soliton and the antisoliton are separated at very early times. But after they
interact with each other they fall in a bound state of the soliton—antisoliton pair and never
fully retain their original shapes and oscillate about each other, instead of separating
arbitrarily far apart. Again, the Béacklund transformations give an exact solution for the
soliton—soliton interaction solution [8], which is given by

vsinh (z/v1 —v?)
cosh (vt/v1—02) |

This solution is depicted in Figure 3.4b. The field configuration belongs to the topological
sector @ = 2 and goes from —27 to 27 as x goes from —oo to co. In equation (3.53), the
two solitons at very early times approach each other with the same speeds, but with time
delay At given by equation (3.51) [8]. As they approach one another, they tend to repel
each other until ¢ = 0, plotted in Figure 3.4b. At very late times, plotted in Figure 3.4a
as the line with ¢ = 50, the two solitons bounce back with velocities equal and opposite
to their initial velocities, plotted in Figure 3.4b. This is a case of backward scattering.

ep(t,r) = 4arctan [ : (3.52)

vss(t,x) = 4darctan [ (3.53)
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Chapter 4

Scattering off solitary waves

In the previous chapter we have mostly dealt with the solutions of the ¢* and sine-Gordon
models in isolation. However, in any real system, there are variety of these solutions, in
addition to small amplitude fluctuations (particles) of the fields. The interactions of
these solutions with small amplitude fluctuations play a crucial role in the evolution of
the system. We use the small amplitude fluctuation approach to study the bound and
scattering states of the kink (soliton) solutions. The perturbative expansion about the
trivial solution of ¢* model has already been discussed in section 3.1.1, showing that the
fluctuations about the trivial solutions describe bosons of mass v/2m [5, 7]. In the next
two sections we discuss the eigenfunctions and eigenvalues of the scattering states of the
nontrivial solutions of the ¢* and the sine-Gordon models. They are followed by the
derivation of the phase shifts. In the last section we discuss and summarize the deformed
kink-solution, which has a decomposition as a single kink plus radiation with two discrete
modes and one continuum mode [5, 16, 47].

4.1 Scattering off the kink solution

We recall our discussion of the nonperturbative static kink solution g (z), equation
(3.12), whose dynamics are governed by the Lagrangian density, equation (3.7). We
consider small amplitude fluctuations 7(x,t) about this kink configuration ¢ (z) by pa-
rameterizing the field variable as

p(e,t) = px(r) + n(z,1), (4.1)

for |n| < {(p), where (p) is the vacuum expectation value of ¢(x,t). While n(x,t) is
very small, the dynamics of the field ¢(x,t) are still governed by the Lagrangian density,
equation (3.7). We expand the Lagrangian density, equation (3.7), to quadratic order
in 7 around the kink configuration px. Thus the Lagrangian becomes a function of the
perturbation 1 around the kink configuration, £(¢) = L(¢x + n) = L(n). Application
of the Euler-Lagrangian equations (2.2) to this Lagrangian yields the equation of motion

29
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for small amplitude fluctuations n(x,t) about the kink solution

i —n 4+ [2m? — 3m?sech? (%(w—x@)} n =0,

i—n + [M*+ Us(z)]n = 0. (4.2)

where 7j and " are the second derivatives of n(z,t) with respect to the time ¢ and position
x, respectively. This is just a Schrodinger equation with the potential

M? M
Uy(x) = 3 5 sech? {Tﬂ , (4.3)

where M? = 2m?2. This potential is the [ = 2 case of the Poschl-Teller family of exactly
solvable potentials [18],

(I + 1)M?

i) = -5 2|

sech? {—

: (4.4)

where [ = 0, 1, 2, 3, ... and [ — 0 yields the free theory Uy(z) = 0, i.e. the free Klein-
Gordon field with mass M = v/2m in section 3.1.1. These potentials, equation (4.4), are
symmetric and reflectionless. The corresponding bound and scattering state wavefunc-
tions of equation (4.2) are known explicitly [7]. Since the potential, equation (4.3), is
symmetric (U;(—z) = U(z)), the 2 x 2 S-matrix for the symmetric and antisymmetric
channels is diagonal. Furthermore, it is required from the reflectionlessness of the poten-
tial that the 2 x 2 S-matrix is proportional to the identity matrix, cf. chapter XVII of
[49].

To solve equation (4.2) and find its eigenfunctions, we take n(x,t) = e ! ng(x). The
corresponding eigenfunctions of equation (4.2) are

o) =P [42] »
m(z) = @ sinh {?} sech’ [%] : (4.6)

These are discrete bound states with eigenvalues wg = 0 and w? = %, respectively. The
solution in equation (4.5) is called the translational (zero) mode because it is the small
amplitude fluctuations of the translation of the kink that costs the kink zero energy [].
The solution in equation (4.6) is called the shape mode (excited bound state). These

solutions are followed by two linearly independent continuum solutions for each k > 0

17,

() = ] (@) = LT3 e (Mo} L2 3k (Mo
MekE) = T A = A |2 2 o a2 m M\ T2 )
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Figure 4.1: The solid (dashed) line depicts the phase shift of scattering states of the kink (soliton)
solution.

corresponding to the right- and left-moving scattering waves, respectively, with wave
number k and eigenvalues w? = k% + M?. These fluctuations, equations (4.5),(4.6) and
(4.7), are orthogonal and normalized such that

/d:l:no(x)2 =1, and /d:cm(x)2 =1 (4.8)
and
/dx ne(z) ny(z) = 2mo(k — k) (4.9)

The asymptotic form of the continuum states, equation (4.7), is given by

_MPCH(R)et M |CH pilha 65, (k)

x > ,
W) i VARSI wyARE S

where C* = ( — ?wiz == z%) and 07

kin

(4.10)

. 1s the phase shift of the right moving scattering
+

kin

states off the kink-solution, plotted in Figure 4.1. For x — ‘o0,
3kM )

. 1s given by [7]

(4.11)

51::mk(k> = =+ arctan (m

Again, the left moving scattering states have the same phase shift in equation (4.11).

4.2 Scattering off the soliton solution

Next we apply the small amplitude fluctuations approach to the soliton solution of the
sine-Gordon model, equation (3.43). We can repeat the same analysis from the previous
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section by replacing the kink-solution with the soliton solution so that the parameterized
field variable becomes ¢(z,t) = ¢g(x) + n(z,t). We expand the Lagrangian density,
equation (3.38), to quadratic order in 1 around the soliton configuration ¢g. This yields
the equation of motion for the small amplitude fluctuations n(z, t)

1" M
n—n + {MQ — 9M?sech (7(:10—:(:0))} n=20 (4.12)

about the soliton solution. The potential here is the [ = 1 case of the Pdschl-Teller
family [18]. Again, we take n(z,t) = e ™“!n.(z) to solve equation (4.12). In this case
the corresponding eigenfunctions are a single zero mode (bound state) [7]

mo(x) = \/gsech2 [Mz], (4.13)

with eigenvalue wi = 0 and the scattering states

n-(x) = n/(z) = ij [k 4+ iM tanh (Mx)], (4.14)

corresponding to the right- and the left-moving waves, respectively, with wave number k
and eigenvalues w? = k? + M?. The asymptotic form of these continuum states is given

by

() N 1% 1B+ 071110 (K) (4.15)
r—300 w ’
where 5;—;[“0” is the phase shift of the right moving scattering states off the soliton solution,

plotted in Figure 4.1. It is given by [7]

M
6= on(k) = Farctan (?) . (4.16)

Again, the + sign refer to x — +oo and the left moving scattering states have the same
phase shift as in equation (4.16).

4.3 Deformed kink-solution

It has been shown in earlier studies [5] that the nonperturbative kink solution in both
its static, equation (3.12), and moving, equation (3.15), forms does not emit radiation
unless some external force acts on it. The action of the external force accelerates the kink-
solution and deforms its shape. The deformed kink-solution emits radiation in the form
of scalar particles |50, 51]. In ref.[52], the emitted radiation was estimated numerically
in (3 + 1) space-time dimensions. A bit later, in refs.[5, 16, 47|, analytical discussion of
this emitted radiation was introduced. Here, we extend earlier studies seeking to discuss
the modes of the emitted radiation, their normalization constants and the scattering
amplitude of the scattering modes.
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We consider small amplitude fluctuations £(x, t) about the moving kink-solution ¢k (z, t)
to describe the emitted radiation from the deformed moving kink-solution. The latter is
defined as

o(x,t) = prlz,t) + &(x,t). (4.17)
As been discussed in section 4.1, the equation of motion for the small-amplitude fluctu-
ations (emitted radiation) £(z,t) can be given by

{8,? — 9+ M? - U (%)} £(x,t) = 0. (4.18)

Since 97 — 92 is invariant under the Lorentz transformations

(;) :7(—111 _1v> (é) and 7y = \/11_—1)2 (4.19)

Equation (4.18) simplifies to

(02 — 05, + M* — Ux(Z)] &(Z,7) = 0, (4.20)
where £(Z,7) = ¢(L7Y(Z,7)) = &(x,t) and L' is the inverse of Lorentz transform.
Solutions of equation (4.20) have already been discussed in section 4.1. Here we define the

emitted radiation £(Z, t) from the deformed moving kink-solution as a linear combination
of these solutions (of equation (4.20))

§(Z,7) =aom(Z) + [arm(Z)e™™ 7 + aym(Z)e™ 7]
+ /dk la(k)ne(Z)e ™™ + a(k)ni(Z)e™ "], (4.21)

where 79, 171 and 7 are given by equations (4.5), (4.6) and (4.7), respectively, aq is the
amplitude of the 7y modes, a; and a; are the amplitudes of the 7; modes, and a(k) and
a(k) are the amplitudes of the n and n* modes, respectively. We utilize the orthogonal
property between 79, m; and 7, # n; modes, equations (4.8) and (4.9), to find these
amplitudes. Therefore we can write the amplitude aq as

w = [dzé(zr)m(z) (4.22)
and the amplitudes a; and a;
1 _ i = .
a; = §/dZ {f(Z,T)—i—w—f(Z,T)} m(Z) e,
! (4.23)

0 =3 @z |dzn - Sézn| wze,

where é(Z, 7) = L¢(Z, 7). Finally, the scattering amplitudes a(k) and a(k) are
eiwk‘r _ 7 - .
o) = S [az |&zn + Lézn| ) (121)
™ Wi

and
7iwk7—

i) = - [z [5<Z,T>—wik§<z,r>] w(2). (4.25)

™
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Chapter 5

Scattering a wave packet off a kink
solution

So far we have dealt with the classical kink solution and solved the small fluctuation
problem about it. However, the solution of the small fluctuations approach was consid-
ered by neglecting the nonlinear terms in equation (3.8). In this sector, the nontrivial
topological sector, we present numerical solutions. We solve the time-dependent equation
of motion of ¢* theory, equation (3.8), for two distinct initial conditions: the wave packet
in a trivial vacuum background and in the background of the kink solution. At very late
times we extract the phase shift of the scattering waves and compare it to the result from
static potential scattering, equation (4.11). We study the nonlinear effects of ©* model,
by varying the size of the initial wave packet until the nonlinear terms in equation (3.8)
become active. At that moment the kink will be dragged and deformed by the wave
packet. The study of this chapter is based on ref.[31].

5.1 Wave packet and background

We consider a wave packet, equation (3.21), at t = 0,

no(z) = / s Ak) et (5.1)

—00

which is a linear combination of plane waves. This wave packet is localized near = 0 and
satisfies the Klein—Gordon dispersion relation, wy = v/ k%2 + M?2. The dispersion relation
enters only via the velocity of the initial wave packet,

Nwp(T) = —i /_00 dk wy, A(k) e (5.2)

In the context of our numerical simulations we assume the spectral function A(k) in
momentum space to be of Gaussian shape, equation (3.24). Since the equation of motion
is second order in time, we have determined the initial conditions for the wave packet in

34
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equations (5.1) and (5.2). First, we consider the initial configuration

op(x,t)

P@0) = = tnle)  ad O] i) 53

t=0
for the wave packet with zero topological charge in the vacuum background. We feed it
into the equation of motion, equation (3.8). Since the velocity 7y, () is characterized by
the dispersion relation extracted from equation (3.8), the superposition

+ ag dk e (k—Fko)2/o? (kx wit) (54)

90()\/—

is an approximate solution as long as a( is small enough to neglect O(nvzvp) terms in the
equation of motion, which defines the small amplitude approximation, as in section 3.1.1.
As we increase ag nonlinear effects emerge and the solution to the differential equation
will no longer be a superposition of plane waves. We use this line of argument to study
the nonlinear effects in subsection 5.2.4. Assume ¢(z,ty) is the (numerical) solution to
the equation of motion that emerges from the initial condition defined above. Then the
deviation of the Fourier transform

ot = [ 5 e et - o] (5.5

from unity measures nonlinear effects for times 5 > 0. Second, for the wave packet with
unit topological charge in the kink background, we consider the initial configuration

gp(m, O) =@ K(x - .1'0) + nwp(x)a (5'6)

where xg is the position of the center of the kink solution. It must be taken large enough
to avoid any overlap between the kink and the wave packet at t = 0 in order to define
the scattering problem. For scattering to occur, the signs of xg and ky must coincide,
since otherwise the wave packet will propagate away from the kink.! Since the kink is
static, the initial velocity is as in equation (5.2). Any non-zero velocity of the kink can
eventually be compensated by an appropriate Lorentz transformation [8]. At very late
times we can give an analytic expression for the solution to this initial condition, provided
we omit O(nzwp) terms in the small amplitude approximation,

oz, t) = px(z — 20) + 0 (2,1) (5.7)
where

7@<>=fﬂmmeum—%H&»] (5.8)

which is the scattered wave packet at very late times and d(k) is the phase shift (given by
equation (4.11)). We prescribe the spectral function A(k) as in equation (3.24) together

IThe wave packet contains components with negative momenta. They do not participate in scatter-
ing.
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with the dispersion relation associated with the Klein—-Gordon equation. This specifies
the initial configurations ¢(z,0) and $(z,0), and we utilize the equation of motion (3.8)
to find the time-dependent configuration ¢(z,t). We then consider very late times ¢ty > 0
at which the wave packet has completely penetrated the kink and the two structures are
again well separated and can be individually identified. This defines the late—time wave
packet type solution

n(£%($7tf) = @(zvtf) - ¢ K(x - $0) . (5'9)

Its (inverse) Fourier transform should be compared with the small-amplitude solution,
equation (5.8),

/OO ;i—;: e—ikwn&i)(x,tf) = A(k)exp [t (0(k) — witr)] + O(ag) ) (5.10)

—00

That is, from the numerical solution to the equation of motion we should be able to
extract the phase shift

; eiwktf o] dx. ke
k) — A(k)/ 7 ° () (x, ty) . (5.11)

—00

As long as n(z,t) satisfies the criteria for a small amplitude fluctuations, the dependence
on ty cancels on the right hand side. A main purpose of the present investigation is to
compare the numerical result, equation (5.11), for the components that participate in
scattering, with the result from small amplitude approximation in equation (4.11).

5.2 Numerical Results

For simplicity we make an appropriate scaling of the coordinates and the field

(1)

V2 M

which allows us to completely absorb the model parameters. Hence their actual values
are of minor relevance and all results are general. All numerical results in this section
and the next chapter will be quoted in terms of the dimensionless quantities on the right
hand side of equation (5.12). In these units, the vacuum solutions are at ¢y = £1 and
the small amplitude fluctuations have mass v/2.

The numerical treatment starts by defining an equi—distant grid with spacing Az = h
in coordinate space with n, sites. This establishes an interval on the z—axis that we
take to be finite but much larger than the extension of the wave packet and the kink.
Again we make sure that grid is sufficiently large to avoid any reflection of the wave
packet after the collision with the kink. However, a large grid must be discretized with
a greater number of sites to get a good accuracy. The scalar field as a function of time
and position is defined by ¢,; = ¢(z,, ), with first time derivative ¢,,; = @(xn, b))
forn =1,2,...,n,and [l = 1,2,...,[;, on grids with n, spatial nodes and [; temporal
nodes. At time t; = 0, using our algorithm in Appendix B.1, we define the scalar field

(r,t) —

d M (5.12)
all —_— .
@ N
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as ¢Yn1 = @(r,,0) and use the initial conditions equations (5.3) and (5.6). We next
use a fourth-order center difference scheme to approximate the first and second spatial
derivatives [53]:

, 1 1 4
— = = —— (Pp_21 — 8p,_ 8 vy, — ¥n O(h%),
Pn,1 Oz 19K (Pn-21 On-1,1+8Pnt11 — Pny21) + O(R7)
" 82g0n,1 . 1

(—pn-21 +16@0n_11 = 30@n1 + 16 Vpi1,1 — Pny21) + O(h4)-

ml= T T 1on?

This leads to a set of n, coupled second-order ordinary differential equations (ODE’s) for
the initial configuration ¢, 1, at ¢ = 0 for the initial condition:

Bt = Q1 + Pr1 — Py (5.13)

Then we employ a fourth order Runge-Kutta algorithm together with an adaptive step
size control [53] to solve the equation of motion (5.13). This algorithm propagates the
configuration ¢, ; in time. The adaptive step size slows down the numerical computation
considerably as the amplitude, aq is increased. At each time step (as well as at the
auxiliary intermediate steps required by the Runge-Kutta algorithm) we compute the
(second) spatial derivative of the configuration that occurs on the right-hand-side of the
equation of motion with an O(h?*) accuracy. To this end, the configuration is assumed to
vanish at points outside the considered interval in coordinate space. This corresponds to
the boundary condition that no flux penetrates outside this interval. As a consequence
thereof, the wave packet reflects from the spatial boundaries after very long times. This
is, of course, not physical but merely a finite size effect, and we have to terminate the
simulation at late times when this phenomena becomes visible.

A major criterion to accept the numerical solution is that the total energy, equation
(3.9), stays constant in time (at the order of the desired numerical accuracy). As discussed
below, the (complex) wave packet initial condition implies that the total energy and the
energy density are complex as well. The investigation of the physically relevant energy
density, e(z, t), in equation (3.9), hence requires to also solve the equation of motion with
the initial condition restricted to the real part

ni(z) = /_ T Ak AR cos(kz)  and  in(z) = / T dhwy AR) sin(kz)  (5.14)

[e.9] —00

of the wave packet. In Figures (5.1) and (5.2) we display the time evolution of the
subtracted energy density
E(z,t) = e(x,t) — epg() (5.15)

for the real initial conditions. To single out the wave packet contribution, we have
subtracted the energy density associated with the static background. For the pure wave

2
packet this is zero, but with the kink background we have e,g(z) = 1 [1 — tanh? (%)}

in the dimensionless units defined in equation (5.12).
We observe an interesting effect at the center of the kink. Once the wave packet has
passed by, a residual deformation of the energy density remains. This effect persists even
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Figure 5.1: Time snapshots of the energy density (z,t) (in units M*/8)2) of the wave packet for real
initial conditions. We have used kg = 4 and o, = 2. Left panel: a = 0.05, right panel: a = 0.15. The
numbers above each wave packet energy density refer to the time variable (we use the same indication for
the next figures). Note the different scales on the ordinate.
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Figure 5.2: Same as Figures 5.1 with the kink background.

for very long times and becomes stable. Also, it is the more pronounced the larger the
amplitude of the wave packet is. We will discuss a potential explanation for this effect in
subsection 5.2.2.

The energy density associated with the wave packet in particular suggests discussing
its spread by first defining the normalized expectation values

w [ dxamE(x,t)
") = [ dzE(z,t)

(5.16)

where Z(x,t) is the energy density, given by equation (3.3), and n is an integer number.
This enables the computation of the squared standard deviation

o = (2%) — (z)? (5.17)

as a direct measure for the width of the wave packet. The time-dependence of the position
of the center (z) is essentially unaffected by the kink as the data in Table 5.1 show.
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w/o kink w/ kink w /o kink w/ kink

t\ao 0.05 0.15 0.05 0.15 t\ao 0.05 0.15| 0.05 0.15

0 -10.00 -10.00 | -10.00 -10.00 0 0.72 072 0.72 0.73

) -5.28  -5.29 | -5.28 -5.27 5) 0.74 079 | 0.74 0.79

10 -0.56  -0.58 | -0.55  -0.55 10 0.77 095 0.80 0.97

15 4.15 4.13 4.17 4.17 15 0.84 1.16 | 1.65 1.81

20 8.87 8.83 8.89 8.90 20 091 138 225 2.50
Table 5.1: The central position (x) of the wave Table 5.2: The standard deviation as a func-

packet as a function of time for kg = 4 and o, = 2. tion of time. Parameters are as for Table 5.1.

. . . . ko ~
Furthermore its velocity agrees with what is expected for the wave packet Vi 0.94

for kg = 4. We find the total energy stored in the wave packet to be 0.52 and 4.65 for
ag = 0.05 and ag = 0.15, respectively. The latter corresponds to more than three times
the mass of a Klein-Gordon particle. Nonlinear effects for (x), i.e. its dependence on ay,
are only marginal. We compare the results for ¢ from different values of the amplitude
ap in both cases, with and without the kink background in Table 5.2. Certainly the
kink background causes a significant increase of the spread of the wave packet. Closer
inspection shows that this manifests itself mainly after the interaction between the wave
packet and the kink, that is for ¢ > 10, while even up to the time of interaction no
significant difference between the two cases with and without the kink is observed. We
associate the strong increase of o after the interaction with the kink with the emergence
of the structure around x ~ x( rather than a direct spread of the wave packet. Indeed,
the comparison between Figures 5.1 and 5.2 does not indicate a severe increase of the
spread.

5.2.1 Propagation of pure wave packet

Now we return to the complex valued initial wave packet. We first consider the pure wave
packet, equation (5.3). The simulation of equation (5.5) will provide information about
the numerical accuracy that we can expect when attempting to extract the phase shift
at a later stage.

Figure 5.3 shows the real parts of the numerical solution to the equation of motion for
two different values of the amplitude ay. The imaginary part in Figure 5.4 behaves simi-
larly, just phase shifted by 7/2. The propagation of the wave packet exhibits spreading
similar to that seen in ordinary quantum mechanics, even though the dispersion relation
is relativistic. Also we note that the number of (visible) oscillations contained within the
wave packet increases with time. From a comparison of the two graphs in Figure 5.3 (or
in Figure 5.4) no significant dependence on the initial amplitude of the form of the wave
packet can be deduced. This confirms the results for the standard deviation listed in
Table 5.2. This absence of significant nonlinear effects is somewhat surprising, since they
were expected as a signal of particle production, given that sufficient energy is available.

In Figure 5.5 we show the inverse Fourier transform defined in equation (5.5). As
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Figure 5.3: Time snapshots of the real part of the configuration ¢ (z, ) — M /+/2) for the initial condition,
equation (5.6). Furthermore we have used kg = 4 and o = 2 to characterize the wave packet. Left panel
ag = 0.05, right panel ap = 0.15. Note the different scales on the ordinate.
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Figure 5.4: Same as Figure 5.3 for the imaginary part.

indicated above, its deviation from unity provides insight into the numerical accuracy
that we can achieve, at least for small ap. At low momenta, deficiencies (numerical errors)
arise because these contributions have left the bulk of the wave packet. Furthermore small
errors at low momenta are amplified, since 1/A(k) is big in this regime.

The deficiencies at small momenta are certainly independent of ay. This is not the
case for those at large momenta, even though their structures are very similar. In this
momentum regime they originate from the inverse Fourier transform requiring a very fine
grid, i.e. small h, in coordinate space. Since this comes with a heavy computational
cost, it is appropriate to divide the momentum axis into subintervals that are treated
with different numerical grid spacings parameters. This change concerns not only the
parameters for solving the equation numerically but also the detailed structure of the
wave packet characterized by ko and 0. At the interface of these subintervals, the results
extracted from the solutions to the equation of motion (3.8) match. This treatment is
also indicated in Figure 5.5. At this stage it is difficult to judge whether these deficiencies
at large k£ are of numerical origin or signals of the nonlinear dynamics.
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Figure 5.5: The inverse Fourier transform of equation (5.5) for ag = 0.05 (left) and ag = 0.20 (right).
The dashed vertical lines separate regimes with different numerical parameters to improve the numerical
accuracy.
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Figure 5.6: Time snapshots of the real part of the configuration o(z,t) for the initial condition, equation
(5.7). Left panel ag = 0.05, right panel ag = 0.15.

5.2.2 Propagation in kink background

Figures 5.6 displays the solutions of the numerical integration of the equation of motion
at different times for small and moderate initial amplitudes of the wave packet. At all
times, the deviation from the kink is localized spatially. We clearly identify the interaction
process when the wave packet climbs up the kink. A wave packet with a small amplitude
essentially retains its shape after the interaction, the only effect being characterized by
the phase shift, which we will extract later. Surprisingly, even for moderate amplitudes
the shape of the wave packet does not change significantly with time.

Figure 5.6 has the potential to explain why the energy density € developed some
structure around x = xy after the interaction with the kink. The interaction with the wave
packet yields a displacement d of the kink. This displacement increases with the initial
amplitude ag. We quantify this increase by identifying the point d at which ¢(d,t) = 0
in the vicinity of zy for very late times. We list d for various values of ag < 0.2 in Table
5.3. In support of the small amplitude approximation, the displacement vanishes with
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t=100 t=150 t=200

ap | 0.05 010 0.15 0.20 | 0.05 0.10 0.15 0.20| 0.05 0.10 0.15 0.20

d | -0.07 -040 -0.80 1.32|-0.07 -0.39 -1.13 2.80|-0.07 -0.40 -1.09 3.05

Table 5.3: Displacement, d measured relative to zg, of the kink as a function of the initial amplitude of

the wave packet, ag.

w/o kink w/ kink
() a {z) o
t\ao 0.05 0.15 | 0.05 0.15| 0.05 0.15 | 0.05 0.15
20 372 371 | 154 292 | 375 372 | 140 2.28
100 | 844 84.2 | 271 528 | 848 8.3 |1.84 4.90
150 | 131.5 131.3 | 3.89 7.61 | 132.1 132.8 | 2.22 7.93
200 | 178.7 1784 | 5.09 9.92 | 179.3 180.2 | 4.94 11.40

Table 5.4: Center and spread of the wave packet in the kink background for very late times. We compare
the two cases with the vacuum and the kink backgrounds. In both cases, we have used kg = 4 and o), = 2
with real initial conditions.

the amplitude. For moderate ag, it saturates after a while and stays constant, at least at
the order of our numerical accuracy.? As aq increases further, the displacement changes
sign and slowly grows with time. This is the onset of a novel nonlinear effect, which we
will discuss further in subsection 5.2.4. Our numerical simulations suggest that d does
not depend on k. For negative d, the numerically observed structure of (x,t) in the
vicinity of x¢ is reasonably reproduced by ey,q(z — d) — epg(x), i.e. the corresponding shift
of the background energy density. The larger the time interval, the better the agreement
with this analytic expression. To separate the displacement effect and to focus on the
time evolution of the wave packet, we repeat the calculation of equations (5.16) and
(5.17) with the lower boundary of the integral taken between the kink and wave packet,
so we can separate these structures unambiguously. The results are shown in Table 5.4.
The comparison with the time evolution of the wave packet in the trivial background
reveals that the interaction with the kink has only a minor influence on the spread of the
wave packet once the displacement of the kink is properly accounted for. In both cases,
the spread increases with the amplitude of the wave packet. This summarizes the main
features of the wave packet for small and moderate amplitudes. For ag > 0.2, we observe
a different behavior, which we will discuss later.

5.2.3 Extraction of the phase shift

We now turn to a major subject of this investigation in this chapter, the extraction of
the phase shift from the scattering process. The comparison with the result in the small
amplitude approximation, equation (4.11), serves as a crucial test for the quality of the

20n the overall scale this maximum displacement is an effect at the order of a fraction of a percent.
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Figure 5.7: Extraction of the phase shift for various momentum regimes. The wave packet is characterized
by kg = 4, o = 2. Left panel: ag = 0.05, right panel: ag = 0.15. Different numerical parameters serve to
improve the agreement with the analytical result in two distinct regimes. Left regime: optimized for small
and moderate momenta, right regime: optimized for large momenta.

numerical solution to the time—-dependent equation of motion. Numerically solving the
equation of motion (3.8) to determine the full momentum dependence of the phase shift
faces various obstacles. First we have to incorporate the above mentioned displacement of
the integral in equation (5.11). This is straightforwardly accomplished by restricting the
integration interval to the regime of the wave packet. For very late times (¢; > 100), this
regime is clearly separated from the kink. Other obstacles are more cumbersome. Wave
packet components with small momenta take long time to finite this interaction with the
kink. Hence we need to solve the equation of motion for a large interval on the time axis.
In the dimensionless units defined above we consider ¢ € [0,200]. We also vary the upper
limit to verify stability of the results. However, components with large momenta will
propagate a long distance in the same time interval. Hence we also need to consider a
large interval in coordinate space. In order to reliably find the Fourier transform, equation
(5.10), we require a dense grid in coordinate space for large momentum components. To
keep the numerical effort within a manageable range, it is therefore appropriate to split
the computation in (at least) two parts. To extract the phase shift for small momenta,
we consider a large time interval but a small interval in coordinate space. This leads to
unreliable results at large momenta. For this regime, we consider a small time interval,
but a large one in coordinate space, together with a dense grid. At intermediate momenta,
the two procedures yield identical results. Furthermore, we have the freedom to tune the
parameters of the wave packet, ky and o to suit the considered regime in momentum
space. These issues are indicated in Figure 5.7. In that figure we have matched two
numerical treatments at £ = 5. We also display the numerical result for the imaginary
part of the right hand side of equation (5.11). Its deviation from unity serves as a
further test on the numerical accuracy. As expected, the deviation is small except for
very small and very large momenta. Otherwise the agreement with the analytical result,
equation (4.11), is excellent. Certainly, further subdivision of the momentum axis and
optimization in each segment will yield even better agreement. We have obtained the
result displayed in Figure 5.7 for a small amplitude (ag = 0.05), for which the small
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Figure 5.8: Results for real initial conditions using ag = 0.25. Left panel: subtracted energy density
Z(x,t), right panel: field configuration ¢(x,t).

amplitude approximation is expected to be accurate. Figure 5.7 shows that we find
identical phase shifts for different amplitudes, ag.

5.2.4 Nonlinear effects in the kink background

As indicated in previous sections, the extraction of the phase shift relies on the small-
amplitude assumption. If O(?ﬁvp) effects are not negligible, we cannot expect the right—
hand-side of equation (5.11) to have unit magnitude. Rather, we expect it to be less
than one, corresponding to particle production. But we did not observe this effect even
for moderate amplitudes. Instead we have identified a small displacement of the kink
as the single major effect of the nonlinear dynamics. It corresponds to an attraction
shortly before and a repulsion shortly after the interaction with the wave packet. This
displacement also complicates the extraction of that part of the energy density, (z),
that is associated with the wave packet. Once this is properly done, £(z) serves as
a probability distribution of the wave packet. The propagation of its center does not
exhibit consequences of the nonlinear dynamics. This propagation is not significantly
altered by the presence of the kink. However, the spread of the wave function shows
some increase with the amplitude of the wave packet.

We show the typical behavior of the energy density, (x,t) at larger amplitudes in
Figure 5.8. Surprisingly, there is no footprint from the kink at x(. Instead we observe
that the wave packet splits into two pieces and there is a dominant peak in Z(z,t) at
the back of the more quickly propagating piece. The field configuration itself reveals the
answer to this peculiarity. First we observe that the wave packet splits in (at least) two
pieces of different velocities. This is an indication of particle production. Actually we
also observe such splitting for the trivial background. However, it sets in at somewhat
larger amplitude.?> More notably, in the kink background the transition from one vacuum
configuration (@9 = —1) to the other (¢g = 1), which is required to occur somewhere by
conservation of the topological charge, now emerges at the back of the dominant piece
of the wave packet rather than at the position of the kink before the interaction. The

3For the trivial background we did not observe it for ag = 0.25 but for ag = 0.35.
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dominant peak in Z(x,t) results from the kink being dragged by the wave packet. As a
pronounced nonlinear effect we find a transition from a stationary kink to a co-moving
kink as the amplitude exceeds a certain value a.. We extract this value from the behavior
of the energy density. When a structure persists at a value of d < zy that marginally
changes in time, the kink is considered to be stationary. Disappearance of this structure
provides the critical value. For ky = 4 and o, = 2 we find a. = 0.201. Obviously, it is
impossible to extract scattering data from these structures. This is even more the case
as parts of the initial wave packet now trail after the kink.
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Chapter 6

Kink—antikink collisions

The kink-antikink collisions in the non-integrable ¢* field model have been studied by
numerous groups [30, 32, 35, 38, 39, 54, 55, 56, 57]. This work has shown that the
kink—antikink system can behave both as a bound (trapped or bion) state solution or
as a solution having distinct oppositely directed kink—antikink plus small fluctuations.
The appearance of these solutions after the collision, for the initial field configuration
in Figure 6.1a, depends on the impact velocity of the kink—antikink system. For some
velocities the final state has a kink and an antikink that reflected from each other plus
emitted fluctuations. This case is depicted in Figure 6.1b. For other velocity ranges,
the final state has trapped solutions. These are similar to the breather solutions of the
sine-Gordon system except that in the trapped case there is local dissipation of energy
every time the kink and the antikink collide with each other. Such a scenario is depicted
in Figure 6.1c. In contrast, the kink-antikink collision solutions, in the integrable sine-
Gordon field model have two-soliton and breather solutions, cf. section 3.3. Colliding
soliton—antisoliton pairs in the sine-Gordon system finally pass through each other by a
phase shift or time delay, equation (3.51).

We use the algorithm from the previous chapter (see also Appendix B.1) to present
numerical solutions of kink—antikink collisions. Our numerical solutions are consistent
with earlier studies. In the following sections, we show the well-known two-bounce win-
dows [32, 56| and n-bounce windows (where n is an integer greater than 2) [55] in the
velocity range below a critical velocity vy, < 0.26 (to be defined later). In this case the
collision results in bound state formation and erratic reflection plus small fluctuations.
Beyond the critical velocity, v;, > 0.26, we see that the kink and antikink bounce once
and reflect inelastically to infinity with accompanying small fluctuations. At very late
times we subtract the analytic solution for the kink—antikink system from our numerical
field configuration solution to get the emitted radiation of the kink—antikink collision
(see Figure 6.1d). This radiation is composed of modes bound by the kink—antikink and
modes scattering off the kink—antikink, cf. section 4.3. In particular, this radiation gives
us information about the kink—antikink annihilation process, as we discuss below. Later
on, we discuss the collective coordinate approximation of the kink—antikink system. We
compare the results from the collective coordinate system with our numerical simulation.
Finally, in the last section we extract the scattering amplitude in two different output
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Figure 6.1: (a) The initial field configuration ¢(z,0) of the kink—antikink pairs system, equation (6.1),
at o = 30. (b) Reflected kink—antikink in the final state of the system plus small fluctuations. (c) The
bion state in the final state of the system plus small fluctuations. (d) The deformation of the system at very
late times (the internal modes plus the scattering modes) beyond the critical velocity. (b), (c) and (d) are
asymptotic states at later time t; = 266. Note the different scale on the ordinates.
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channels of the kink—antikink collision. First, in the inelastic scattering process for the
kink—antikink (px + g = ¢x + @i + M (emitted perturbative radiation)). This takes
place beyond the critical velocity and for some initial velocity ranges below the critical
velocity, where the final state consists of a kink and an antikink. We calculate the time
delay between the incoming and outgoing kinks (or antikinks). The phase shift will be
extracted from that time delay. We determine the scattering amplitude by combining
the phase shift with the ratio of the outgoing and incoming fluxes. Second, in the an-
nihilation process of the kink-antikink (px + ¢z — ni(radiation)). For some initial
velocity ranges below the critical velocity, we determine the amplitude of the emitted
radiation. This radiation consists of plane waves, since neither kinks nor antikinks are
formed in the final state of the collision. We focus in particular on crossing symmetry.
Beyond the critical velocity, we always have a kink and an antikink in the final state
(o + Y& = ¢x + Yi + N (emitted perturbative radiation)). We use a Lorentz trans-
formation to determine the emitted radiation in the rest frame of the antikink. We do
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this as subtraction of the analytic kink (or antikink) solution from the transformed final
field configuration. Then the amplitude of the emitted radiation can be determined by
equation (4.24).

6.1 Numerical results

We consider kink pg and antikink ¢z solutions

oxo(Z) = + tanh (%)

and recall our scaling of the coordinates (z,t) and the field ¢, equation (5.12), from the
previous chapter. Since we seek to solve the time-dependent equation of motion (3.8) for
the kink—antikink pair system, we first determine the initial condition, which is

0(2,0) = o (%) + o (%) -~ (6.1)

Here Fz( are the centers of the kink and antikink, respectively. The field configuration
o(z,0) takes the values ¢(400,0) = —1 at the boundaries and ¢(0,0) = 1 at the center
of mass. The time derivative of the field ¢(z,0) initially is

o) = s 2 - vk () -k (T)] @2

These equations (6.1) and (6.2) represent widely separated kink and antikink configu-
rations moving toward each other with velocity v at ¢ = 0. This field is depicted in
Figure 6.1a. We take 2x,, the spatial separation of the kink centers, to be large enough
to avoid the overlap between the kink and the antikink. We utilize our numerical algo-
rithm from the previous chapter with the initial conditions (6.1) and (6.2) to solve the
partial differential equation (3.8) for the kink—antikink pairs system. The accuracy of
our numerical solutions is tested by numerically computing the conserved total energy,
equation (3.9), for all cases. We observe that the collision results depend on the impact
velocity. We summarize our numerical solutions in Figure 6.2a for the initial velocity
range 0.0001 < v, < 0.95. The critical velocity, v, ~ 0.26, distinguishes between sim-
ple and complicated collision results that are observed. In the simple collision the kink
and the antikink collide once and reflect inelastically to infinity with emitted radiation.
This only happens beyond the critical velocity i.e. vy, > v.. In the complicated collision
regime (i.e. vy, < v.) the kink and the antikink form a bound state and reflect erratically.

We obtain the final velocity v, of the antikink in Figure 6.2a by calculating the
average velocity of the kink—antikink pair

~_ (@)t + At) — (1)(t)
v = AL : (6.3)




Stellenbosch University http://scholar.sun.ac.za

CHAPTER 6. KINK-ANTIKINK COLLISIONS 49

025

021

015~
01
0.05 ‘ ‘
0 A | . |
013 02 022
v,
n

(a) (b)

Figure 6.2: (a) Final velocity v, of the antikink, in the kink—antikink system, as a function of the initial
velocity v;,, for the n-bounce windows. (b) Final velocity v, of the kink, in the kink—antikink system, as a
function of the initial velocity v;, for the two-bounce windows only, with time delay I =1, 2, 3,..., and 10,
equation (6.5).
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where (x) is the trajectory of the antikink as a function of time ¢, given by!

T drae(at)

(x)(t) = fooo dxei(x,t)

(6.4)

Here e(x,t) is the energy density, given by equation (3.9), and j is a positive integer.
Thus the final velocity v,,; of the antikink is the average velocity v at very late times,
after the collision has occurred. For every impact velocity in 0.0001 < v;, < 0.95 we
calculate v to obtain the final velocity v,,; of the antikink as a function of the impact
velocity v;,. The result is shown in Figure 6.2a. Note that v,,; = 0 implies that no kink
in the asymptotic state; instead, a trapped oscillatory state is formed. We have seen that
at low initial velocities, v;, < 0.1828, a trapped state is always formed, and at higher
initial velocities, 0.261 < v,,, the kink and the antikink always reflect inelastically from
each other. The striking feature of Figure 6.2a is the sequence of regions of intermediate
Vin, in which trapping and erratic reflection arise from the asymptotic state. In the same
way, by integrating equation (6.4) from —oo to 0 and varying v;, from 0.0001 to 0.95, we
have calculated the final velocity of the kink in Figure 6.2b. We omit the n # 2 bounce
windows to display the figure and initial velocity intervals that were already found by
Campbell et al.[32] for the two-bounce windows.

Below the critical velocity

For some ranges of the initial velocity less than the critical velocity, 0.0001 < v;, < v,
the kink and antikink collide, reflect, recede to finite separation, return to collide again,
reflect, recede to finite separation, return to collide and so on. In this type of collision,
after the first collision, the kink and the antikink do not have enough energy to escape to

!The trajectory of the kink is the same but with negative (x).
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Figure 6.3: (a) The numerical field configuration solution ¢(,t) of the kink—antikink pairs system as a
function of space and time in the bion state formation plus emitted fluctuations and (b) Its energy density as
a function of space and time.

infinity. Instead, they stick together, form a bound (bion) state and emit radiation every
time they collide. In this case, the final state does not have any kink solutions. This
behavior appears in some intervals below the critical velocity in Figure 6.2a, where the
final velocity of the antikink (kink) is zero. These solutions have the potential to allow a
statement about crossing symmetry for soliton interaction in the ¢* model. Figure 6.4a
displays the formation of this bound state by showing the field at the center of mass
©(0,t) for initial velocity v;, = 0.19. Earlier studies [56| showed that the bound state
oscillations in Figure 6.4a are chaotic. We exhibit in Figures 6.3a and 6.3b the evolution
of the numerical solution of the field configuration ¢(z,t) for the kink-antikink system
in the bound state and its energy density. This oscillating state has extremely long life
time and frequency = 1.07. Approximately 0.5% of its energy dissipates per period. This
result is in good agreement with the earlier study in [58, 59]. To this end, the bion state
is similar to the breather state in the sine-Gordon system, equation (3.52), except that
it has dispersion of energy carried by the emitted fluctuations, as shown in Figure 6.1c.

In the other ranges of the initial velocity less than the critical velocity, 0.0001 < v;, <
v,, reflection can occur: The kink and antikink collide, reflect, recede to finite separation,
return to collide again and then reflect to infinity. This state is called the two-bounce
window, referring to the number of reflections. In this window we use equation (6.4) to
trace the trajectory of the antikink, which is depicted in Figure 6.4b. Figures 6.5a and 6.5b
display the numerical solution of the field configuration ¢(z,t) in the two-bounce window
and its energy density at different times. This process has been qualitatively explained
by Campbell et al.[32] in terms of an exchange of energy between the kink translational
energy and a localized mode (“shape mode”). The basic idea is that when the kink—
antikink first collide, there is an energy transfer into the shape mode. The kink—antikink
then move apart, but do not have enough energy to overcome the attractive potential
which exists between them, since some energy was given to the shape mode and they fall
back toward one another. When they collide again, the energy in the shape mode can be
transferred back to the translational motion if the time 7" between the collisions obeys
the following resonance condition
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Figure 6.4: (a) Formation of a bound state is represented by an oscillating center of mass (0, ¢) of the
kink—antikink system at initial velocity v;, = 0.19. (b) Trajectory of the antikink solution in the kink—antikink
system at initial velocity v;, = 0.251.

£(x,0)

500.0

500.0
1%

395.0

| 83.0 50.0

100.0 00.0 1000 00.0
(a) (b)

Figure 6.5: (a) The numerical field configuration solution ¢(z,t) of the system as a function of space
and time in the two-bounce window at v;, = 0.251 and (b) Its energy density as a function of space and
time.

83.0

x [ J 1870 t

w T = 0 + 2nl, (6.5)

where w; = \/m is the frequency of the shape mode, 6 is some offset phase and [ is an
integer (the window’s number). Figures 6.6a and 6.6b show that the time between the
two-bounce collision in window [ = 5 is much longer than the time in window [ = 1. It
was reported in ref.[56] that equation (6.5) is valid for the three-bounce windows as well,
which can be observed from Figures 6.6¢ and 6.6d.

Such a transfer of energy allows the kink and antikink to overcome this attractive
potential and escape to infinity. This idea was used by Campbell et al.[32] to predict the
velocity intervals for the two-bounce windows and find the behavior of the final velocity as
a function of the initial velocity. These estimates are in good agreement with the results
obtained from our numerical simulation in Figure 6.2b. Also, we have calculated the final
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Figure 6.6: (a) and (b) display the antikink trajectory in two different two-bounce windows (n = 1 and
n = 5 respectively). (c) and (d) display the antikink trajectory in two different three-bounce windows. Note
that the time between the collision gets longer as the window's number [ increases. (e) and (f) display the
highest- and lowest-bounce window found in our numerical simulation, respectively.

velocity for n-bounce windows, which is depicted by the striking feature in Figure 6.2a.
In our numerical simulation we have observed over 20 two-bounce windows and windows
with bounce number up to seven, as shown in Figure 6.6e. But as long as we allow the
window width Av to be small enough, for 0.0001 < v;, < v., we can observe windows
with more bounces. Up to 30 two-bounce windows were reported in [56].

Beyond the critical velocity

Now, we come to the single collision results that occur when the initial velocity is larger
than the critical velocity v.. The kink and antikink collide once and inelastically reflect
to infinity, emitting small fluctuations. For these cases, the trajectories of the antikinks
behave like the trajectory of the antikink in Figure 6.6f with one bounce collision. Note
that after the collision takes place, the velocity of the system is not equal to the initial one.
The kink—antikink, after the collision, transfer some energy to other modes of the system,
such as the shape mode and the small fluctuations (radiation or phonons). These modes
are shown in Figure 6.1d. Figures 6.7a and 6.7b display the numerically obtained field
configuration ¢(x,t) of the kink—antikink pair and its energy density &(z, t), respectively,
at v;, = 0.28, which is above the critical velocity v..
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Figure 6.7: (a) The numerical field configuration solution of the kink—antikink as function of the space
and the time in the one-bounce window at velocity v;,, = 0.28 and (b) its energy density.

6.2 Novel features

In the context of our numerical simulation and from Figure 6.6f we see that when the
kink—antikink come close to each other and begin to interact with one another, their ve-
locity increases, suggesting that they experience an attractive force. At shorter distances
they suddenly decelerate and exhibit a repulsive force, almost like a hard core collision,
until they stop. The same scenario starts again when they reflect from each other and
they accelerate. After passing some distance, they decelerate again. After leaving the
interaction region between them, they move with mainly constant velocity. This behavior
is depicted in Figures 6.8a and 6.8b, which display the phase diagrams of the antikink
solution in one bounce and two-bounce windows, respectively. For n-bounce windows,
n > 2, the figures contain n loops before the kink—antikink depart to infinity.

Earlier studies of this sector provided an approximate analytic description of the
dynamics of the kink—antikink pair as well as the attractive force between the kink and the
antikink. Kudryavtsev [59] was the first to implement collective coordinates showing that
the effective potential between the kink and antikink was attractive. A bit later, Sugiyama
[60] introduced collective coordinates to reduce the number of degrees of freedom of the
kink—antikink pairs system. The collective coordinates are the center of mass of the kink—
antikink and the amplitude A(¢) of the shape mode &;, equation (4.6). His analysis was
mainly analytic, producing an attractive potential in which the kink—antikink moved and
a solution for the shape mode coordinate that exhibited harmonic oscillations.

We reanalyze the ansitze of the reduced system from earlier studies to study kink-—
antikink collisions using two degrees of freedom. In this study we seek to find the shape of
the potential between the kink and the antikink, describe the relative velocity of the kink—
antikink as a function of the collective coordinates and perform a thorough comparison
with the solution of the full system. We modify the parameterization of the anséitze that
were introduced in [32, 60] to account for relativistic effects,
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Figure 6.8: (a) and (b) display the average velocity v of the kink—antikink pairs system as a function of
the mean value of the position < z > for one- and two-bounce window, respectively. Each line represents the
calculation of v,,; for specific initial velocity v;, and the arrows indicate the direction of the motion. Note
that in figure (b) the difference between the chosen initial velocities is very small but they are not equal.

Cansata (T,1) = K (%) b oox (%) -

AW [51 (x—i—X(t)) ¢ (a: X(t))} '
Here v = v;, = X(0) and X is the first derivative of X with respect to time ¢. Equation
(6.6) describes the kink—antikink system using two degrees of freedom. It consists of a
kink and an antikink at a time-dependent separation given by X (), each accompanied
by an internal shape mode & with time-dependent amplitude A(t). The variable X (¢) is
introduced as the collective coordinate representing half the distance between the kink
and antikink. We substitute the ansétze, equation (6.6), into the Lagrangian density

equation (3.7) and integrate over all the space, z from —oo to co. This yields the effective
Lagrangian for the collective coordinates

(6.6)

Leg(X, X, A, A) = [M, + I,(X)]X? — Uy(X) + A%/y — w? A% + 2F,(X) A, (6.7)
where the functions I,(X), U,(X) and F,(z) are given by
I,(X) = 3M, (1 — tanh®*(a)) (o — tanh(«)) / tanh®(),
Uys(X) = 6M, —% + o + 3coth(a) — [2 4 3a] coth?(a) + 2arcoth®(a) |, (6.8)

3y
2/ My

and oo = \/§’y X. The constants M,, w and w; are defined as
2v/2 3 1
MvZ’YT\/—7 w? = yui, le\/; and 1 A

m

F,(X) = tanh?(a) (1- tanh?()) ,

We have dropped the mixed terms with A and X in the effective Lagrangian (6.7) by
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Figure 6.9: (a) and (b) display the potential U, (X) and the velocity X, respectively, of the reduced
system of the kink—antikink pairs as a function of the collective coordinate X. In figure (b) the dashed lines
were calculated with initial velocities higher than the critical velocity and the solid lines with initial velocity
less than the critical velocity. Note that in the collective coordinates system the critical velocity is v, =~ 0.283.

assuming that they are very small. Application of the Euler-Lagrangian equations (2.2)
to the effective Lagrangian, equation (6.7), gives the evolution equations for the collective
coordinate X,

. 1 , . , /
X=——— (- (X)X?>+2F (X)A-U,(X)), 6.9
STy X £ 2R A= 1)) (69)
where the prime indicates the first derivative with respect to X, and the time-dependent
amplitude A(t) obeys

A+ 7%wIA = yF(X). (6.10)

We numerically solve equations (6.9) and (6.10) with the initial conditions, at time ¢ = 0
X(0) = 10, X(0) = —wv;, and A(0) = A(0) = 0, using a forth-order Runge-Kutta
method [53]. This collective coordinate approach confirms what we have been anticipating
earlier from our numerical simulations about the dynamics of the kink—antikink pairs
system: the kink and antikink exhibit attraction when they come close to each other
and at some distance repel. This can be observed from the potential U,(X) at different
initial velocities in Figure 6.9a. Further, we exhibit the phase diagram of the collective
coordinate system in Figure 6.9b. It displays the velocity of the system as function of
the collective coordinate X. In this framework we have measured the critical velocity to
be v. &~ 0.283, which is slightly different from what we have measured in our numerical
simulation of the kink—antikink collisions system, i.e. v. =~ 0.26.

Further, Figure 6.10a displays the change of the average velocity v, equation (6.3),
with the position coordinate of the antikink (or kink) in the kink—antikink collision. This
average velocity v is calculated from the field configuration obtained from two different
approaches, the partial differential equation (PDE) (3.8) and the ordinary differential
equation (ODE) (6.9). From this figure we observe that the final velocity in the PDE
system is larger than the one in ODE system. This happens because in the ODE system
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Figure 6.10: (a) The solid (dashed) line displays the average velocity that is calculated through the partial
differential equation (3.8) (ordinary differential equation (6.9)). (b) Fourier transform function &(w) of the
bion state in Figure 6.4a.

only two (slowly moving) degrees of freedom contribute to the energy density. But, in
the PDE system additional (fast moving) fluctuations enter the average, equation (6.4),
from which the velocity is extracted. Furthermore, when we Fourier transform the bound
state oscillations ¢(0,t) at the center, as shown in Figure 6.4a, with respect to time ¢

f(w) = /dwgp(O,t) et (6.11)

we observe structures more than the shape mode. This is depicted in Figure 6.10b, which
is symmetric around w = 0 because ¢(0,t) is real. We observe three peaks, one at w = 0
and two at w ~ £1.09. We interpret the peak at w = 0 as a signal for the zero mode
and at w ~ £1.09 for the shape mode. The frequency w = 1.09 is obviously less than the
shape mode frequency w; = 1/3/2 =~ 1.22 that is obtained by the collective coordinate
approximation. We therefore conclude that the collective coordinate ansétze, equation
(6.6), is not a good approximation to the kink—antikink collisions system, equation (3.8),
although it gives a reasonable picture for the interaction potential U,(X) of the kink-
antikink interaction and suggests that the shape mode is responsible for the bouncing
between the kink—antikink.

6.3 Extraction of scattering data

So far, from the numerical solutions of the kink—antikink collisions we see that the kink—
antikink either annihilate to a bound (bion) state plus emitted radiation or inelastically
scatter to kink—antikink plus emitted radiation. In this context we discuss and extract
the scattering amplitudes for the inelastic scattering and annihilation processes of the
kink—antikink.
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Figure 6.11: (a) The incoming and outgoing paths in the trajectory of the antikink, with (x,,;,) = 0.

(b) The phase shift of the kink—antikink as a function of the initial velocity in the inelastic scattering process
of the kink—antikink.

6.3.1 Inelastic scattering process

As we have seen earlier, inelastic scattering of the kink—antikink is observed when the
initial velocity of the system is beyond the critical velocity or takes place in some intervals
below the critical velocity v.. We can extract the scattering amplitude of the inelastic
scattering process of the kink—antikink if the final state of the system contains kink—
antikink. For simplicity, we here extract the scattering amplitude when the initial velocity
of the system is higher than the critical velocity. In that regime the kink and the antikink
always collide and directly reflect to infinity without bouncing. Below the critical velocity,
we assume that the calculations behave similarly between the kink and the antikink after
they depart to infinity. We choose the initial velocity vy, of the system between v. and
0.95, and use equation (6.3) to calculate the final velocity v,,; of the system. For every
initial velocity in v, < v;, < 0.95 we draw a trajectory graph similar to Figure 6.11a with
incoming and outgoing antikink paths. We define the incoming path of the antikink,
before the collision, as

() = (Tmin) = —Vin (t — tin) (6.12)

and the outgoing path, after the collision, as

<ZL‘> - <5L‘mzn> = Vout (t - tout)a (613)

where (z,,;,) is the half of the smallest separation distance between the kink and the
antikink found during the collision. For each trajectory graph, we determine ¢;, for the
incoming antikink path, as well as t,,; for the outgoing antikink path. In terms of these
times, t;, and t,,;, we define the time delay between the incoming and outgoing antikinks
(or kinks) as

At =t — tour. (6.14)
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Figure 6.12: (a)The real part of the scattering amplitude of the emitted phonons in the scattering process
of the kink—antikink with initial velocity v;, higher than the critical velocity v, at different times. (b)The real
part of the scattering amplitude of the emitted phonons in the annihilation process of the kink—antikink with
initial velocity v;, less than the critical velocity v, at different times.

Now, we multiply the time delay At by v,u:/+/1 — v2,, to get the phase shift

S(vi) = ——2 At (6.15)

V 1- Ugut

where the phase shift is just a change in the phase of the kink-solution. In Figure (6.11b)
we show the variation of this phase shift §(v;,) with the initial velocity v;,. Note that in
this figure we have taken (x,,;,) = 0, which is done by calculating the mean value of the
position in equation (6.4) for high power, j = 150, of the energy density ¢(x,t). Further,
the scattering amplitude a(v;, ), relative to hard core reflection, of the inelastic scattering
process of the kink—antikink is given by

: ; jout Vout 1- U‘2
a(viy) = psin(d)e”; P’ = = i (6.16)
\7in Vin 1 - Ugut

where p is the inelasticity coefficient. It is defined as the ratio of the outgoing 7,
and incoming J;, fluxes. For the single antikink the flux can easily be computed to be

J ~v/v1—v2

Phonon emission in the kink—antikink background

In this scattering process with the initial velocity v;, higher than the critical velocity,
we use equation (4.19) to Lorentz transform the final state ¢ (z,t), which contains the
moving kink—antikink plus emitted perturbative radiation, to the rest frame of the an-
tikink.? Therefore, the transformed field configuration @;(Z,7) consists of a stationary
kink and antikink plus emitted perturbative radiation. From our numerical simulations

2 After transforming p(x,t) — @(Z, ) we use the bilinear interpolation method [53] to find @(Z;, ;)
for a prescribed grid {Z;, 7;}.
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Figure 6.13: The change of the bion state energy Ej(t) with the time ¢.

we have observed that the amplitude of the emitted radiation is very small compared to
the amplitude of the kinks. Thus, we use the small amplitude fluctuation approach about
a static kink-solution, section 4.1, to determine the scattering amplitude of the emitted
phonons in the scattering process of the kink—antikink. The emitted perturbative radia-
tion is defined as £(Z,7) = ¢(Z,7) — v (Z), which obeys the equation of motion (4.20).
Following the discussion in section 4.3, we therefore determine the scattering amplitude
of the emitted phonons in the scattering process for the kink—antikink using equation
(4.24). Figure 6.12a displays the real part of the scattering amplitude of the emitted
phonons at different times, for kink—antikink scattering with initial velocities beyond the
critical velocity. We observe that the scattering amplitude varies with the time 7, which
is not expected. We assume this happens because the shape mode decays very slowly
and its amplitude is beyond the small amplitude approximation.

6.3.2 Annihilation process

The annihilation process for the kink and antikink is observed for some intervals of the
initial velocity less than the critical velocity. In this process, the final state always consists
of the bion state accompanied by emitted radiation, without a kink or an antikink. We
numerically calculate the final state, the field configuration ¢¢(z,t) = £(x,t) and its time
derivative ¢y (x,t) = £(x,t), for the annihilation process. Then, we recall equation (4.24)
to determine the scattering amplitude a,<,, (k,1),

ezwkt

wentnt) = S "o et + L) o) (6.17

Here wy, = vk? + 2 and the emitted radiation modes are just plane waves i.e. n(z) =
e’ We integrate equation (6.17) over the space from o = 10 to oo to avoid any
contribution of the bion state to the Fourier transformation. Figure 6.12b displays the
real part of the scattering amplitude a,,, (k) of the emitted radiation at different times in
the annihilation process of the kink—antikink. We observe that the scattering amplitude
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Ay<v, (k) varies moderately with the time . We interpret this as a signal for the existence
of some emitted radiation from the decay process of the bion state. For this we compute
the change of the bion state energy Ey(t),

Ey(t) = / " dve(nt), (6.18)

—a

with time ¢ in Figure (6.13). Here 2a is the length where the bion state is located in the
final state and e(x, t) is given by equation (3.3). Also, in Figure (6.13) we draw a fitting
line with formula

exp(—ait)

Eu(t) ~ as + agt + ast? + azt3 + de, (6.19)

where a;’s are constants (i = 1,2,..,6). The agreement with this formula suggests that
even at very late times, ¢ — oo, the bion state still has a non-zero energy (Ej, ~ ag).
Earlier studies [61, 62] have shown that the bion state of energy E, < 1 decays asymp-
totically as (Int)~'. Note that the initial state of the kink—antikink interaction has an
energy 2M, ~ 1.88. The final state has the energy of the bion state (Ej,) and the emitted
phonons. In [61] it has been estimated that at ¢ = 10? the energy of the bion state is
E, ~ 0.97 and approximately half of its energy is radiated away at ¢ = 10! . But at
t = 10?2, the bion state still has energy E, ~ 0.25. Therefore, we cannot determine
the exact scattering amplitude of emitted phonons in the annihilation process of the
kink—antikink, since the annihilation state is not found even at very late times.
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Summary and Conclusion

In this thesis we have numerically solved the time dependent equation of motion in the
non-integrable * field model in (1 + 1) space-time dimensions. We have focused on
the scattering of a wave packet about the static kink solution and kink—antikink colli-
sions. The main motivation of these investigations was the working hypothesis that the
scattering data of these two interactions should be related by crossing symmetry. We
have seen within a perturbative treatment of a suitable field theory how this crossing
symmetry relates the scattering amplitudes of the meson—baryon scattering process and
the baryon—antibaryon annihilation process to each other by analytic continuation, as
in section 2.5. Further, this property allows antiparticles, e.g. antibaryons, to be inter-
preted as particles, e.g. baryons, going backwards in time. This also allows form factors
in the space- and time-like momentum regime to be related to each other by analytic
continuation.

However in soliton models this remarkable property is less obvious. The main reason is
that the scattering amplitudes of different processes concern distinct topological sectors,
which are not related by any continuous transformation. For example, as discussed in
ref.[63], the crossing symmetry between the kink—kink! and the kink—antikink interactions
is possible in the integrable sine-Gordon field model, even though these interactions take
place in different topological sectors. In contrast, in the non-integrable ¢* field model,
the crossing symmetry between the kink—kink and the kink—antikink is not possible. The
simple reason is that an initial (or final) configuration describing widely separated two
kinks (or antikinks) is not a stationary state. In the non-integrable ¢* field model, the
crossing symmetry between the scattering process of a wave packet off a kink solution
and the annihilation process of the kink—antikink is topologically possible. In contrast,
the crossing symmetry between the interactions of a wave packet about a static kink-
solution and the kink—antikink is not possible in the integrable sine-Gordon field model.
This happens because there is no annihilation state in the kink—antikink channel and the
kink—wave packet amplitude is nonzero. We summarize the comparison between these
two models in table 7.1.

Motivated by the concept of crossing symmetry, we have performed individual nu-

"'We have shown in chapter 3 that the soliton-solution of the integrable sine-Gordon field model in
(1 + 1) space-time dimensions is the kink-solution.
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processes\models sine-Gordon "k

phonon + ¢x — phonon + pg
and not realized possible

YK + @i — phonons

YK T YR = PK T PR
and possible not possible

YK T Yr = PK T YK

Table 7.1: Possibilities of crossing symmetry in the integrable sine-Gordon and non-integrable ¢* models.

merical simulations for both “kink—wave packet” and “kink—antikink” interactions in the
non-integrable ¢* field model in (1 + 1) space-time dimensions. For the first interaction,
the scattering of a wave packet off the kink-solution, we have produced the phase shift
known from potential scattering in the small amplitude approximation. By choosing a
significantly wide initial spectral function (in momentum space) this was possible using
a single integration of the equation of motion in coordinate space. However, numeri-
cal accuracy can be improved by both optimizing numerical parameters and restricting
initial conditions to a special momentum regime. Although our technique also captures
non-linear effects, we did not observe them for the phase shift in the regime of small
and moderate amplitude of the wave packet. In this regime the kink does not pick up
any energy from the wave packet. However, it gets displaced as a result of the interac-
tion. Surprisingly, the displacement is opposite to the propagation direction of the kink.
This displacement occurs as attraction before and repulsion after the interaction. Upon
further increase of the amplitude, the kink picks up kinetic energy and gets dragged by
the wave packet. Once the kink co-moves with the wave packet, the scattering process
cannot be uniquely identified nor can a phase shift be extracted. This is our main result
regarding the search for effects of the non-linear dynamics. We interpret this effect as
a signal for the existence of a critical amplitude beyond which the attraction between
the wave packet and the kink are inescapable. Furthermore, the wave packet splits into
two or more distinct pieces for sufficiently large amplitudes. We interpret this splitting
as particle production. It is a consequence of the non—linear dynamics because it is also
observed without the kink background.

The numerical framework of the “kink—wave packet” scattering makes no particular
reference to the background configuration and we can equally well use it to study the
kink-antikink system. To do so, we have set up the initial conditions to investigate
the kink—antikink interaction. In this topologically trivial sector, we have seen that the
collision results dramatically vary with the impact velocity of the kink—antikink system.
The kink and the antikink either annihilate, i.e. ¢ + ¢z — phonons, or inelastically
scatter from each other, i.e. px + g — ©K + ¢z + phonons. We have been able to
measure the critical velocity, v, /~ 0.26 for the kink—antikink collision. For initial velocities
of the system less than v,., the annihilation and the inelastic scattering processes of the
kink—antikink take place erratically. However, above v, the kink and the antikink always
scatter inelastically. The scattering processes of the kink—antikink with initial velocity
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less and higher than the critical velocity are different, whereas below v, the kink—antikink
collide and always show n bounces (n > 2) before they depart to infinity. When the initial
velocity of the system is higher than the critical velocity v. the kink and the antikink
depart to infinity after only a single bounce. For the bounce states that occur between the
kink and the antikink, we have preserved a qualitative explanation from earlier studies as
well as from our numerical simulations. We have observed over 20 two-bounce windows
and windows with up to seven bounces. We have noticed that as long as we decrease the
window width, for initial velocity within 0.0001 < v;, < v., we can observe more bounce
windows.

We have determined the phase shift d(v;,) and the scattering amplitude a(v;,) of
the kink—antikink in the inelastic scattering process as functions of the initial velocity.
Furthermore, in the scattering process for the kink—antikink, we have been able to numer-
ically transform our numerical solution for the final state to the rest frame of the antikink.
This transformation allowed us to compare our numerical data to the small amplitude
approximation. As a result, we have been able to determine the scattering amplitude for
emitted phonons in the scattering process as a function of their momentum. We have
observed that this scattering amplitude depends on the duration of the simulation. We
assume this happens because the shape mode decays very slowly and its amplitude is too
big for the small amplitude approximation to be applicable. Moreover, in the annihilation
process for the kink—antikink, we have determined the scattering amplitude of the emitted
phonons. Again, the resultant scattering amplitude is time-dependent. Here, the reason
is that the final state of the annihilation process of the kink—antikink contains the bion
state plus the emitted phonons. Since the bion state has an ambiguous shape, we have
not been able to subtract it from the final state configuration of the annihilation process
to single out the emitted phonons. The decay rate of this bion state is very slow, with
approximately 0.5% of its energy lost during one period of its oscillation. Although this
suggests that the bion state energy decays exponentially with time, we observe that even
at ¢ — oo the bion state is approximately stable and has some energy. Earlier studies
[61, 62] showed that small-amplitude ¢* breathers (or bion state) of energy E, < 1 decay
asymptotically as (Int)~'. We recall that in these units the energy of the kink—antikink
before the interaction is 2M, ~ 1.88. The final state has the energy of the bion state
(Ep) and the emitted phonons. In [61] it has been estimated that at ¢ = 10* the energy
of the bion state is F, ~ 0.97 and approximately half of its energy is radiated away at
t = 10, But at t = 10?2 the bion state still has an energy Ej, ~ 0.25.

In conclusion, in the non-integrable p? model in (1 + 1) space-time dimensions the
crossing symmetry between the scattering process of a wave packet off a kink solution
and the annihilation process of the kink—antikink does not seem to exist, although it is
possible to define topologically when the bion state has no energy and the final state of the
annihilation process of the kink—antikink has only emitted phonons. In addition, for kink—
antikink collisions in the non-integrable ¢! model in (1 + 1) space-time dimensions, we
have modified the anséitze of the collective coordinate approximation from earlier studies
to account for relativistic effects. In this framework, we have studied kink-antikink
collisions in a reduced description that introduces only two degrees of freedom. We
have numerically solved the ordinary differential equation (ODE) system of the collective
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coordinate X (¢). In this approximation, we have measured the critical velocity to be
v. ~ 0.283, which moderately differs from that of the full system. Also, we have been
able to determine the shape of the potential energy between the kink—antikink at different
initial velocities. Further, we have given the phase diagram of the kink—antikink system
at different initial velocities. This approximation gives a reasonable representation of the
shape of the potential energy, and suggests that the shape mode &; is responsible for
the bouncing effects between the kink—antikink. However, the comparison of the field
configuration with the one from the full system suggests that this approximation is not
a good approach for the kink—antikink system.

Further study of the one-dimensional non-integrable scalar ©® model might shed light
on the question of whether the shape mode is responsible for the bounce effect in the
kink—antikink collisions. Although the single-kink solutions for this model do not possess
an internal vibrational (shape) mode, ref.[64] showed that the kink and the antikink have
a resonant scattering structure. In the ¢® model we thus want to utilize the collective
coordinate system to study the kink—antikink collisions system in a similar reduction to
a system with only two degrees of freedom. The crucial question then is whether this
reduction exhibits a bion structure, even though it cannot be regarded a solution to the
equation of motion.
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Appendix A

A.1 Wick’s Theorem for equation (2.32)

This theorem tells us how to go from time ordered products to the normal ordered prod-
ucts. Following Wick’s rules in [1], we write the six field example, which is mentioned in

section 2.4, as

T (: (x)p(e)p(z) = )ew)v(y) :) = v@)e(@) (@) (y)e(y)d(y) :

+ o+ o+ o+ 4+
S

—

—— =
Where the possible pairings (¢(x)p(y) and ¢ (x)¢(y)) are omitted because they give a

zero contribution.

A.2 Feynman rules for model (2.27)

To each diagram we associate a number of rules;

e We draw all possible diagrams with appropriate external legs and add a momentum
k' to each internal line (to impose the momentum conservation at each vertex).

e For each vertex, we write down a factor of

(—ig) (2m)* 6° (Z p¢> :

where ). p; is the sum of all momenta flowing into the vertex.
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e For each internal solid line, corresponding to a 1 particle with momentum & and
mass M, we write down the factor (the Feynman propagator or the two point Green
function)

1
K% — M2 +in’

where n — 0*. Throughout this thesis K’ # M?, so n is set to zero. We include
the same factor for dotted internal ¢ lines, with the mass m replaced by the baryon
mass M.

e We integrate over momentum & flowing through each loop i (d;rk)z.

e We multiply by a symmetry factor 1/f, where f is the number of permutations
of internal lines and vertices that leave the diagram unchanged when the external
lines are fixed.

A.3 Traveling wave solution for ¢* model

We assume that ¢, (¢, z) = f(z —wt) in equation (3.8), where v is the speed of the solitary
wave, with boundary conditions ¢, = £, ¢, ¢ — 0as|r| — oo, then (3.8) becomes

I = =mf = AL

=07 = M2 —m?/N), (A1)

where the two primes indicate the second derivative of f(z — vt) with respect to the
argument (x — vt). We multiply both sides of (A.1) by f  and integrate, to get
/ A
()1 -2 = §(f2—m2/)\)2+3, (A.2)

where B is a constant of integration. We use the boundary conditions ¢ = i%, ¢, ¢ =
0 as |x| = oo, then B = 0. Therefore (A.2) becomes

VAN (s O
d(az:—vt)_i : 1—1}2/\
or
flo—vt) df " (2 — vt)
=+ —_—. A3
/f(fcl) \/g(f2 —m?2/\) w1 V1—wv? (43)

where x; is the initial position, any arbitrary point where the traveling wave f has the
value f(x1). Then (A.3) becomes

o= o) =+ v [% (%)]
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A.4 Traveling wave solution for sine-Gordon model

We are looking for solution of the form ¢ = f(z — vt), since ‘?Tf =f

then (3.40) becomes
f'(1 =% =sinf,
or
ff=~’sinf,

where v = \/11_7 We multiply (A.4) by f and integrate to find

’

(f)*=A—29"cos f,

or

f=4v/A—2y2cos f,

As 2 — +00 we impose f = f =0 and f(z) — 2mn. Therefore A = 292 and

g j:\/ﬁfy\/l —cos f,
Integrating
/—df = +v/2v(z — vt), = V2log (tan (1)) + constant
V1—cosf 4

Picking the constant to be equal to ++v/2yz, then

920 _ 2
and &2 =v°f

"

(A.5)

(A.6)

(A7)



Stellenbosch University http://scholar.sun.ac.za

Appendix B

B.1 Numerical solutions

In this appendix we show our numerical treatments for solving the time-dependent equa-
tion of motion (3.8)

Gla,t) = ¢ (,0) + p(a, 1) — ¢*(z,1). (B.1)
Our numerical treatments start by using the conditions (5.12) and defining the position
axis as
n—1
Ny — 1

(B.2)

Tp = Tmin T (xma:t: - xmm)

where n =1,2,3,...,n, and Z,;, = 21 and Ty4, = Ty, . In the same way as in equation
(B.2) we define the momentum axis. The time axis is defined as

t; = tin + At

where 7 = 1,2,3,...,7; and ¢, = t1 and t,,4, = tj, and At is defined via the adap-
tive step size method discussed below. Note that the position and momentum points
are equidistant, but the time point is not. We solve equation (B.1) for distinct initial
conditions

i) For the scattering of a wave packet off the kink-solution:

a) In the trivial topological sector (the wave packet in vacuum background), the
initial field configuration p(x,,t1) = pn1 (at t; =0) is

Pn,1 = Sp(xm tl) =1 + nwp(xn)' (BS)

b) In the unit topological sector (the wave packet in kink background), the initial
field configuration (z,,t) is

Pn1 = @(wnatl) =@ K(mn - xO) + nwp(xn)- (B'4)

Note that ¢ k(z,, — o) and 7 wp(x,) are given by equations (3.15) and (3.21),
respectively.
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ii) For the kink and antikink collisions (in the unit topological sector), the initial field
configuration ¢(x,,t1) is

On1 = @(Tn,t1) = pr(xn +20,01) — Vr(2, —20,t1) — 1. (B.5)

We use a fourth-order center difference scheme to approximate the first and second spatial
derivatives [53]:

¢ dpna _ $n-21— 8Pn—1,1 +8Pn+11 — Pnt2,1

= B.6

(1071,1 dx 12h ) ( )

"o d290n,1 _ T¥n-21 + 160n-1,1 — 300p1 + 160n111 — ©nt21 (B.7)
Prl =g 1212 ’ '

where h = x5 — 1. This leads to a set of n, coupled second-order ordinary differential
equations for the field ¢, 1 = ¢(x,, 1)

Pn1 = ‘P;;J - Spi,l + Y1 (B.8)

Next, we use the fourth order Runge-Kutta algorithm to solve equation (B.8) in time for
every t; between t,,;, and t,,., (with errors that scale as (At)® and (Az)®):

rl = At Sbn,l (B 9)
s1 =At g, '
2 = A+ (17/2) = (na + (U2 o+ (61/2)
52 = At (P +71/2) '
r3 = At (g, + (52'/2) = (fna + (52/2)) + o + (2/2)) (B.11)
§3 = At (pn1 +12/2) '
rd =At (4,0;;,1 + 83" — (on1 + 53)3 + O+ $3) (B.12)
s4 =At (P +13) '
Ono(Tn, At) =@p1(xn,0) + (rl + 272+ 273 +1r4)/6 (B.13)

On2(Tn, At) =p1(2,,0) + (s1 + 2524253 + s4)/6,

Therefore, we give inputs n,, x, At, ¢,, ;, and ¢, ; to Rung-Kutta subroutine and ob-
tain outputs ¢, j+1 and ¢y, ;+1. Finally we use an adaptive step size [53] to make sure
that the integration over time is done in a good enough approximation. In the adaptive
step size method we have two steps, big step and small step:
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i- In the first step (one big step) we call Runge-Kutta subroutine
input: ng, z, 2At, @, 1, Pn,1 — output: g, Q.
ii- In the second step we have two small steps
— In the first small step we call Runge-Kutta subroutine
input: ng, x, At, n, 1, Pn,1 — output: ¢, @q,
— In the second small step we call Runge-Kutta subroutine
input: ng, x, At, ., P, — output: @, Pp.

Note that, for the first time to run Runge-Kutta and adaptive step size subroutines we
put At = 10? (tpae — tmin). Next, we define

Ao =107 (Jon,a| + 24t [@nal) 5 AL = 0 — @,
Ao =107 (|dna| + 240t |Gn,al) 5 A1 = ¢e — ¢y and

A, é)

Aol A,
We use "if statement" to check whether the time increment is enough,

Y

Aee = Maximum (’

102
if (Apaz > 1.0) then we write At(new) = 0.9 At(old) (Z)

and repeat Runge-Kutta and the adaptive step size at same time,

102
elsif (Ajae < 1.0) then we write At(new) = 0.9 At(old) (Z)

at this moment (A, < 1.0) we calculate
Pn2 =@+ (Pc — ¢p) /15,
¥n2 =¢p+ (ve = @) /15.

Then, we increase the time t, = t;+At. We run the adaptive step size subroutine until we
get t; = tyqas. Therefore, we get the numerical field configuration solution ¢, ; = ¢(z,1)
at any time and position.
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