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Chapter 4

Image Analysis

Chapter 3 provides a good background of the technology used and the current applications of sector scan sonar. However, at this point it is necessary to take a more detailed look at the characteristics of the sonar images as well as the environment in which they are taken. Two very distinct real world examples of sonar images are examined, each providing its own difficulties. Firstly however, the characteristics of the sonar used for taking these images are examined, to provide some insight into the limitations of the technology and possible further processing.

4.1 Micron DST Sonar

All images were taken using a Micro DST Sonar manufactured by Tritech International. This sector scan sonar operates at a centre frequency of 700 kHz and uses a digital CHIRP with a bandwidth of 100 kHz. Using Eq. 3.2.2 and taking the speed of sound in water as 1500 m/s, the sonar has an attainable range resolution of 0.0075 m. It is however limited to a maximum of 800 range bins and to a maximum range of 75 m. It produces a single beam with a width of 30° in the vertical and 3° in the horizontal planes. This beam can be mechanically rotated in both direc-
tions and can survey a sector of up to 360°. Because of its small size and weight, 78.5 mm × 56 mm and 180 g (in water), it is ideal for use on any size AUV.

The following sections cover important attributes of the sonar. These attributes have a significant effect on the resulting images, and since the manufacturer provides little information about expected results, they were evaluated through experimentation.

4.1.1 Step Angle

The step angle refers to the angle between each sonar ping and can be set to one of four settings: 0.225°, 0.45°, 0.9° and 1.8°. The choice of scanning step has a direct influence on the speed of the scan. As should be apparent, a sweep at 0.9° intervals will take four times less than a sweep at 0.225°. A faster update rate can be beneficial for the tracking of objects or path planning. A larger step angle can result in a loss of angular resolution, however.

With a horizontal beamwidth of 3°, a small step angle will offer little improvement to the image detail, since the volume illuminated by each ping will largely overlap. Fig. 4.1 shows an example of three images taken of the same scene but at different step angles. The images were taken in a shallow water channel, or flume, containing standing water, which provides very little random scattering and therefore noise effects. The near identical results may be explained by the lack of noise in the system, but this does provide an example of how little influence the choice step angle can have on the resulting image. In contrast, the images of Fig. 4.2 were taken in a narrower flume with flowing water and randomly placed objects. This environment provides a lot of scattering and produces impulse-like noise, most prominent in the image taken with the smallest step angle (left). In this case the difference resulting from an decrease in step angle becomes more pronounced, resulting in a apparent loss of detail. This apparent loss of detail is however rather a
result of the decreased amount of data used to fill the same image size. In fact, on further inspection it seems that using a larger step angle actually reduces the amount of noise visible in the image, whilst the most apparent objects are equally visible in all three images.

From the first set of data it can be concluded that where the step angle is much smaller than the beamwidth, because of the great amount of overlap, it provides no apparent improvement. From the second set it should also be noted that a larger step angle and in effect taking a smaller number of samples (scans) can provide improved noise rejection.
It can therefore be concluded that as long as the step angle remains smaller than half the beamwidth, using a smaller step angle holds no apparent benefit to image quality.

4.1.2 Image Gain

The sonar image gain can adjusted at setup and provides a means to control the target strength needed for an object to appear in the image. Setting the gain too low will result in only the strongest targets being visible, basically setting the threshold for detection too low. Unfortunately, setting the gain too high will result in unwanted clutter appearing in the image. Fig. 4.3 shows an example of four images taken at increasing gain levels (the maximum intensity of each image is scaled to a value of one). As can be seen, with an increase in gain, the background level increases. The right-hand column shows the row of pixels containing the peak value of each image. What should be noted, is that an increase in gain does not result in clipping of the peak, but it does result in a loss of contrast. This loss in contrast can provide some difficulties in the segmentation process, and as such is an undesirable effect. It is therefore important to keep the gain as low as possible.

4.1.3 Horizontal Beamwidth and Automatic Gain Control

During the scanning process, as the beam is moved across an object, an increasing amount of energy is detected, resulting from a larger part of the beam covering the object. This convolution-like procedure is the reason why the attainable angle resolution is determined by the horizontal beamwidth of the sonar, as explained in Section 3.2.2. As a result a certain amount of object spread is expected, increasing the size of a detected object. The manufacturer provides no further information about the beam pattern beyond the main beam width. To investigate the
Figure 4.3: Set of images taken at increasing gain values.
amount of spread that can be expected and to get a better idea of the beam pattern, a set of experiments was conducted.

Perfectly spherical objects, which act as perfect reflectors in the direction of incidence, were used as targets. It is therefore expected that the returns should be a good approximation of the physical beam pattern. Although the size of the object should have very little influence on the reflected pattern, a larger object does reflect more energy, since it provides a greater area of reflection. A metal sphere with a diameter of 60 mm was used and the tests were conducted at a range of 5 m in a close to noiseless tank.

Fig. 4.4 shows a set of scans taken at exactly the same settings and at time intervals such that most of the energy from a previous scan has sufficiently dissipated. The images were scaled relative to the maximum value of image (a), for proper comparison. The images give an indication of the beamwidth of the main lobe as well as the first, second, third and in (a) and (f), the fourth sidelobe. Under these somewhat practical conditions, it seems that the $3^\circ$ beamwidth, as specified by the manufacturer, is closer to a value of $5^\circ$. The slight difference in strength of sidelobe pairs, can be attributed to the sphere being slightly offset with respect to sonar centre axis. The beam pattern seems to indicate an asymmetrical third sidelobe, that could cause one side of an object return to undergo more spread than the other. Examination of further collected images, did not completely confirm this result, with both confirming and contradicting evidence appearing.

When comparing the cross-sections of the images, the effect of variable gain, as shown in the previous section, is clearly noticed. This is most visible in (c), where the third pair of sidelobes are just visible. When further comparing (b), (d) and (f) it should be noticed that although they have comparable maximum values, (f) clearly shows an extra sidelobe not visible in (b) and (d). This phenomenon is attributed to the automatic gain control of the receiver system. This is a standard part of any telecommunications receiver and therefore not completely unexpected. These
Figure 4.4: Six consecutive scans of a 60 mm metal sphere. Each scan is represented by the complete image and a cross-section containing the maximum value.
images were however, taken under very ideal circumstances, where there was almost no noise or reverberation present, and such variable gain is therefore an unpredicted complication. In most cases the maximum value of an image is scaled to one and such variation does not show up as readily, especially when further coupled with noise and reverberation.

As part of this experiment, the use of deconvolution using a estimate of the beam pattern, as described by [4, 7] was investigated. The idea is that since the image is the result of a linear convolution it should be possible to produce the inverse of this process. This should reduce the spreading effect and better resolve surveyed objects. The process is however extremely sensitive to noise and variations between the estimated and physical beam pattern. Experiments with this technique proved somewhat useless, mostly because any estimate of the beam pattern would depend on the amount of gain present in the specific image. A general estimate was therefore not possible and deconvolution therefore not applicable.

The test did however show how much spreading can be expected. A further test was done using a sphere with a diameter of 23 mm, which showed a beam pattern with the same size mainlobe and first sidelobe as the 60 mm sphere. It can therefore be concluded that the amount of spread is dependent on the amount of energy reflected or the size of the target. This is not a very unexpected result, but it can therefore be concluded that the return of an object will generally be larger than the physical object.

### 4.1.4 Vertical Beamwidth

Fig. 4.5 gives a representation of the area illuminated as result of the vertical part of the beam. This diagram illustrates the effects of range, floor depth and beamwidth on the area being illuminated. Depending on the range and depth, two distinct areas are visible in most images: the first without and the second with bottom reflections. This is visible in the
images of Fig. 4.3, as the bottom of the image has a dark background and then a sudden change to a lighter one. If the range is great enough, another area of no bottom reflections appear at the far end of the image.

The bottom reflections are an unwanted effect with navigation in mind, since the AUV is only interested in objects directly in front of it. Strong reflections from the bottom could be classified as objects that could cause collisions, where, in reality, they offer no possible threat. It also adds to the background intensity level, and as a result, objects with a low target strength may be classified as background rather than a target. This is an unavoidable shortcoming of the sector scan sonar, but can be diminished by changing the mounting angle of the sonar as well as using a shorter range.

### 4.2 Two Data Sets

From the previous sections one can see that sector-scan sonars are far from perfect instruments. Working with the images they produce can result in quite a few interesting and challenging problems. The type of problems that are encountered tend to be greatly dependent on the spe-
Figure 4.6: Three examples of images taken in a water flume. (a) Image taken with a range of 10 m. (b) Image taken of an object at a range of 6 m. (c) Image taken in a narrow flume with random objects.

Specific data being used, which is influenced by the environmental conditions and the type of objects being surveyed.

In order to identify a range of problems that could benefit from further processing, two very different types of images were analysed. The first set of data was taken in very shallow water flumes, at relative short ranges. The second was taken with the sonar on board an AUV in a harbour. Each of these provide a different set of challenges representative of what can be encountered in a variety of real-world applications.

### 4.2.1 Flume Images

A water flume is a shallow, narrow and long water channel. The use of sonar in shallow water produces a great deal of scattering from both the water surface and the floor, and images taken in this environment provide a good test bed for processing techniques, since it is somewhat of a worst-case scenario.

Fig. 4.6 shows three different images, each with slightly different char-
characteristics, taken in a water flume. Images (a) and (b) were taken in the same flume with a water depth of 0.41 m and width of 2 m, and concrete walls and floor with a width of 0.25 m. Half an oil drum was used as a target in both images at a range of 8.3 m and 5.1 m respectively and is visible as the area of high intensity at the top of each image. The most notable difference between the two images is the increase in clutter when the object distance is greater. Since the target strength of the object stays constant the amount of energy reflected gets smaller as the distance is increased. The reflections from the floor therefore becomes more pronounced and leads to the greater amount of clutter. Two shadow objects can also be seen to each side of the centre object. These are caused by multi-path effects, resulting from the confined environment. Fig. 4.6(c) was taken in a narrower flume, with a width of 1 m, and with a water depth of 0.7 m. Whereas the flume used for (a) and (b) was made of concrete, the flume used for (c) had glass walls and a metal floor. As a result the reflections from the walls are rather faint when compared with the previous images. This image was also taken in the presence of flowing water, and as a result a lot of impulse noise is visible which is not present in (a) and (b). These images are representative of the effects that can be expected when working in shallow water. It also provides a controlled, but real world, environment in which to study the return of a known target.

Fig. 4.7 shows a further analysis of Fig. 4.6. In the ideal case the image should contain only the object and the two walls, since those are the only obstacles present in the environment. This expected return is shown with the overlay of two vertical lines and half circle at the top of image (a). Fig. 4.7(b)–(c) shows the original image in (a) segmented using a global threshold increased by 10 % in each image. The threshold uses the intensity value of each pixel to determine whether it is a valid return or not. Global thresholding, as used in [19], [16] and [17], is a common way of segmenting sonar images. As used in Fig. 4.7 without any prior processing, is a good starting point for identifying problem areas. As such, (a)
Figure 4.7: (a) Original flume image with highlighted areas of interest. (b)–(d) The image in (a) thresholded at 30%, 40% and 50%.
identifies five areas of interest that will benefit from further processing:

1. Return from target object.
2. Returns from flume walls.
3. Spreading of target due to beam sidelobes.
4. Strong reflections from imperfections in flume floor.
5. Reflections from the flume floor with comparable intensity to the walls.

When comparing the area of highest intensity in (1) with the expected shape of the overlay it is clear that it is quite a bit larger than expected. Together with the further spreading in (3), the object appears even larger. As in the thresholded images, the area of high intensity caused by the target completely spans the width of the flume. The target has a physical width of 0.57 m and compared to the 2 m width of the flume, the representation could be greatly improved.

The flume walls in (2) correspond to physical obstacles in the water and as such need to be properly identified. The sheerness of the wall and the angle of the incident beam result in a small amount of reflected energy. When compared to its immediate background, the walls are visible. It is has a significantly lower level than the target and as shown in the thresholded images, the walls disappear when the threshold becomes too great. In (c) the walls are completely visible. The wall on the right does get broken up into pieces, but if these are connected it could be identified as a solid object. The bottom reflections of (5) hamper proper identification of the walls and need to be removed.

Further reflections of floor surface roughness or objects on the floor surface, as in (4), are common-place in sonar images. They are usually characterised by small reflections on the range axis, and depending on the target’s strength and spreading, covers a greater area in the angle axis. These need to be removed, since they are clearly false targets.
4.2.2 Harbour Images

The second set of images, taken in a harbour, provide a good real-world example of the general type of image that can be expected (the images were provided by IMT and taken at Simon’s Town, South Africa).

Fig. 4.8(a)-(d) shows four consecutive images taken with the sonar mounted on a moving AUV. At the top of the first image the reflection from an anchored boat can be seen. The second image shows the same reflection, but closer to the sonar, as the AUV moves forward. In the third and fourth image the boat’s reflection moves to the left as the AUV makes a right turn. The images were taken with a maximum range of 50m and with the sonar 11m-14m above the harbour floor. As a result, the reflections from the harbour floor are very prominent when compared to those of the boat. This is further illustrated in fig. 4.8, where images (e)-(g) show thresholded versions of the second image in fig. 4.8.

These images are good examples of the vertical beam effects discussed in Section 4.1.4, as illustrated by the large increase in intensity at the range where reflections start. This crossover is compounded by the effects resulting from the angle of incidence. As a continuation of the discussion about the vertical beam width, fig. 4.9 shows a diagram of the vertical beam being cut by a horizontal plane. Shown on the diagram are three smaller wedges with the same angle width but rotated at different angles about the origin. From this diagram it should be noticed that although all three wedges cover the same width in angle, when they cut the horizontal plane at the bottom the resulting area covered on this plane increases as the angle of rotation move closer to horizontal.

If it is assumed that the energy contained in each of these wedges are more or less equal it means that the energy per area decreases as the angle of incidence becomes smaller. This effect can really be related back to the fact that as the range increases, the energy decreases. If it is further assumed that the background roughness stays constant, it is a fair assumption that the amount of energy actually being reflected back to the
Figure 4.8: (a)-(d): Four consecutive images taken with the sonar mounted on a moving AUV. (e)–(g) The image in (b) thresholded at 50%, 60% and 70%.
source will also become less, as the amount of energy scattered increases as the angle decreases. This is clearly visible in Fig. 4.8(a) where the initial bottom reflections are very strong and then starts to wane rather quickly as the range increases.

As a result, the greatest challenge for further processing is to overcome this initial crossover and successfully suppress the bottom reflections.
Chapter 5

Application of Image Processing

The problems identified in Chapter 4 provide the starting point for examination of further processing techniques. The main objective is to process a single image, without any previous knowledge of the environment, in such a way as to enhance the objects that may lead to collisions, whilst suppressing possible false targets as much as possible.

From the discussion in the previous chapter on the characteristics of sector scan sonar and the images they produce, it should be clear that extracting the correct information from these images is in no way trivial. The lack of resolution and noisy nature of the images makes the use of techniques that are not merely based on intensity values, such as texture based or edge detectors, very difficult. As a result, the possible processing is limited to techniques that can enhance the objects in such a way that make them more discernible in intensity from the background.

The processing is therefore focused on two aspects of the images. The first is noise reduction, and since the flume images are a near worst-case scenario of the influence of noise, the techniques will be evaluated on these images. Secondly, there is the reduction of background clutter. This is a big problem as identified in the harbour images, and one that has not been addressed in the literature.
5.1 Noise Reduction

From the analysis in the previous chapter and as stated in the literature, sector scan images are prone to noise. The amount of noise is highly dependent on the environment and can be caused by any discontinuities in the water as well as the surrounding environment. Reducing this noise is the first step in the segmentation process, and can be accomplished by a few different methods.

5.1.1 Spatial Filtering

Commonly, the noise results in a speckle effect, with pixels having either noticeably higher or lower values than its neighbours. This type of noise is encountered in many fields of image processing and the median filter, as described in Section 2.2.2.2, provides adequate noise reduction in most cases. It is therefore also the first step in the procedures described by [6], [16] and [17].

As mentioned, the median filter performs well in reducing speckle noise, it does however lose effectiveness where these impulses are not binary in nature, i.e. not the maximum or minimum attainable value. The performance also suffers as soon as the number of noise pixels is greater or equal to half of the number of pixels in the window. This can be seen in fig. 5.1(a) and (b). Although the original image, (a), does contain speckle noise, it is not binary in nature and forms clusters, and as can be seen in (b), the median filter cannot remove the noise cleanly.

Fig. 5.1(c) shows the same image filtered using an averaging filter, as introduced in section 2.2.2.1. This filter reduces noise using the same principle as eq. 2.2.2, and increases the signal-to-noise ratio by a factor of $N_w$, where $N_w$ is the number of pixels in the window [7]. This is however only true when the pixels contained in the window had a constant value before the addition of noise. Since this is rarely the case, the size of window (and as a result the amount of noise reduction) is limited by
Figure 5.1: Three pairs of denoised subimages. (a)(d)(g): Original Images. (b)(e)(h): Filtered using a $9 \times 9$ median filter. (c)(f)(i): Filtered with a $9 \times 9$ average filter.
the acceptable amount of distortion, in the form of blurring. This type of filtering can be performed at greatly reduced computational cost to that of an equally sized median filter, and as shown in the image can produce very similar results. A similar result is seen when evaluating fig. 5.1(d) and (g).

Each of these three sets of images contain different characteristics, as discussed in the previous chapter, and despite this, there is no real benefit from using median filters over the simpler averaging filter. In fact, the averaging filter seems to be better at fusing separated areas with similar intensity values, which can be beneficial to the uniformity of the final object intensities.

5.1.2 Interpolation

As described in section 3.2.4 the transformation from polar to Cartesian space results in a sparsely covered image. It is therefore necessary to either create data to fill the gaps or sample at a smaller step angle. The latter solution is constrained by the capabilities of the hardware and in most cases data needs to be interpolated from the surrounding values.

The method of virtual beams, as proposed by [15] and also covered in section 3.2.4, provides a very geometrically sound solution to the problem. It also has the added benefit of providing some noise rejection, since it uses the weighted average of surrounding pixels to calculate the missing values.

The calculation of the pixel weights from the distances between them increases the computational complexity of this method considerably, since it needs to be calculated for every pixel value to be interpolated. In order to reduce the complexity, the interpolation is performed in polar space. In this case the distances between pixels stay constant and the weights only need to be calculated once. This also results in a fully populated rectangular matrix, unlike the image in Cartesian form, where much of
The image is populated by zeros denoting the area outside the scan. This reduces the size of the image for further processing and simplifies the implementation of further processing, since the whole image contains scan data.

The interpolation value is calculated from the three sampled values to either side of the empty pixel. The two pixels that are at the same radius are weighted double that of the four pixels that are removed by a single bin. This equation is given by

\[
W(p, u) = \frac{k_2[2 \times I(p - k_1, u) + I(p - k_1, u + 1) + I(p - k_1, u - 1)]}{(k_1 + k_2) \times 4} \\
+ \frac{k_1[2 \times I(p + k_2, u) + I(p + k_2, u + 1) + I(p + k_2, u - 1)]}{(k_1 + k_2) \times 4}
\]

(5.1.1)

where \(k_1\) and \(k_2\) are the distances in pixels from the pixel to be calculated to the sampled pixels to either side of it. These two values stay constant for the range values belonging to a single angle. Only originally sampled values are used for interpolation, not those previously interpolated.

Fig. 5.2 shows three consecutive images of the same scene taken at increased step angles. Image (b) and (c) are both interpolated to 0.225°.
angle steps using eq. 5.1.1. When compared to (a) it is clear that the interpolated images show a reduction in noise. Although these images are taken in a very noisy environment it confirms that there is no real benefit from a too small step angle. In reality oversampling, such as (a), reduces the signal-to-noise ratio and adds no additional information about objects contained in the environment. As such, the amount of noise can be reduced from the beginning by sampling at a larger step angle. This also improves the image update rate which, for the use in navigation, can be very important.

5.1.3 Opening and Closing

Grey-scale opening and closing are two techniques used to increase the uniformity of local intensity levels by either removing peaks (opening) or removing valleys (closing). These techniques are specifically referred to as grey-scale opening and closing, since they derive their names from similar techniques originally used on binary images [21].

Fig. 5.3 shows the two procedures performed in one dimension. When opening is performed, all the peaks with a width of less or equal to the kernel size are removed. In the case of closing, all the valleys of less or equal to the kernel size are filled in. Opening can be used to remove small areas of high intensity, such as corner reflectors or discontinuities.

Figure 5.3: The opening and closing procedures performed in one dimension.
on the ocean floor that result in strong reflections. It is also useful for removing speckle noise, like the median filter, but with the advantage that the only criteria for removal is the size of the speckle, regardless of its neighbouring values. As such it can be better tuned to remove specific types of noise. Closing is used to connect areas of similar intensity, albeit, depending on the distance between the peaks, at lower intensity values. This is useful in cases where larger objects do not give a uniform reflection but contain intermittent intensity peaks. In most cases an averaging filter will also be able to connect these peaks, but the closing procedure does not change the original peak values and does not result in the blurring of edges.

Fig. 5.4 shows a comparison of equally sized averaging, closing and opening kernels performed on the harbour images and both operations perform as expected. Comparing (a) and (c), the peaks visible in (a) are still visible and unchanged in (c), whilst the gaps have been filled, resulting in areas of more uniform intensity. By comparison all the peaks visible in (a) have been removed in (d), which also results in uniform areas. It should however be noted that there is a clear difference in contrast as a result of each technique. Since closing does not change the peak values, the peak contrast between the object on the left and the background remains unchanged. The resulting contrast in (b) and (d) are very similar,

![Image](image.png)

**Figure 5.4:** (a): Original image. (b): Image smoothed with a $15 \times 15$ average filter. (c)(d): Image closed and opened with a $15 \times 15$ kernel.
but less than the original and (c). The difference between the object and background affects the thresholding stage of segmentation and needs to be maximised.

Fig. 5.4 shows an example of where opening and closing can be used effectively at the cost of some detail. The two techniques do have some limitations, as shown in Fig. 5.5. Both (a) and (d) contain a high level of noise, and as seen in (b) and (e), when closing is applied the kernel follows the noise and the background level is increased considerably. In (c), opening does well by removing much of the noise, however, since the reflections from the walls are very faint and somewhat intermittent, these are also reduced and almost removed. A similar effect can be seen in (f), although here the walls hold up better and it does show a reduction

Figure 5.5: Two sets of images containing the original, closed and opened versions.
in the background level.

5.2 Background Suppression

It is true for any sonar system that as the range increases, the received energy decreases, and since the sonar receives an echo from an object this attenuation is inversely proportional to the square of the distance to the object. As such, the further away a target is, the weaker the return from it. Commonly, the sonar receiver does compensate for this attenuation by increasing the gain proportional to the distance. This problem is however further exacerbated with the use of sonar in a shallow water environment, as illustrated in Fig. 4.9. The bottom tends to provide a strong reflection when compared to man-made obstacles that commonly have sheer surfaces and therefore only reflect well when illuminated head-on. This is illustrated in Fig. 5.6 where it is clear that the strongest reflections result from the harbour floor in the middle of the image. As the boat comes into view at the top of the image it is clearly visible when compared to the intensity of its surroundings. It is however not strong enough to significantly dampen the relative intensity of the bottom re-

![Figure 5.6: Four consecutive images showing the reflection from a docked boat as it comes into view.](image-url)
These background reflections provide the greatest challenge to the segmentation process. The non-uniformity of the background and the fact that it has comparable intensity to that of actual objects, makes it impossible to remove with a simple global threshold. It is therefore necessary to find ways of suppressing the background and as a result enhance the objects contained in the image.

5.2.1 High-pass Filtering

Non-uniform illumination is a problem commonly found in image processing, resulting from environmental factors or the imaging process [21]. It is characterised by variations in the background intensity, such as the shadow caused by an unwanted light source in a photograph. It is a fair assumption that these variations in background are gradual in nature and will therefore be confined to the lower frequencies. It should be possible to gain a reduction of the background by simply high-pass filtering the image.

Fig. 5.7 shows the effect of high-pass filtering with an increasing suppression of the lower frequencies. From the images it is clear that a reduction in the lower frequency components does tend to remove an increasing amount of the background reflections. Unfortunately, since the objects found in the harbour environment can be of relatively large size, such as in Fig. 5.7, much of its information is also contained in the lower frequencies. It is therefore not possible to increase the size of the high-pass filter indefinitely, since the object also disappears. This effect starts to show in (d) and (e), where the object starts losing its underlying high mean value and is broken into the peaks that contain the higher intensities. Image (c) is a good example of both the strength and weakness of this technique. From the image it is apparent that the object is much more pronounced in the local sense and that there was a clear reduction of the overall background. Unfortunately, the initial crossover from no
Figure 5.7: (a): Original image of object coming into view at the far end of the image. (b)-(e): Original image high-pass filtered with a Gaussian filter with a standard deviation of 1, 2, 3 and 4 pixels respectively.

illumination to full illumination of the sea floor, provides such a sharp increase in intensity, that the high-pass filter is unable to remove it. By the same token, it is unable to produce sufficient range equalisation by suppressing the background and by enhancing the objects at the far end of the range.

Using high-pass filtering can provide good results under very specific circumstances, but does not provide a final answer with the characteristics of the evaluated data. It could however provide satisfactory results, when used in conjunction with other techniques.

It should be mentioned that the Fourier transform is calculated using the FFT (Fast Fourier Transform) algorithm. This is standard practice and is an algorithm implemented as a standard function in most signal processing hardware and software packages. Also, because of the periodic nature of the FFT, the transform tries to match the left and right edges and the top and bottom edges of the frequency representation of the image. As a result, the filtered image shows undesirable dark or light areas at the edges after the inverse transformation [21]. This can be avoided by padding the edges of the image and creating a buffer area where the edge effects can occur without influencing the image data. Padding the image
with values mirrored about the edges results in very little variation in the
frequency profile, in comparison with, for example, padding with zeros, and is therefore recommended.

5.2.2 Minimum Value Background Estimation

Another way of suppressing or completely removing the background from an image is to calculate some estimate of the background from the data contained in the image. The type of method used greatly depends on the characteristics of the objects contained in the image, such as size and expected intensity. Furthermore, the less uniform the background becomes the more difficult it is to achieve a good estimation. It is therefore necessary to find methods that can cope with variability in local background values, without being influenced by the objects too much. Because of the variability of the observed objects in both size and relative intensity in the images currently under consideration, and since the process needs to be completely automated and repeatable, it leads to very general assumptions about the data and the way a background estimate can be gained.

The minimum value estimation method divides the image into equally sized windows and then finds the minimum value from each of these. This results in a smaller image of the local minima contained in the original. This process can be thought of as a subsampling procedure, but instead of the returned values being representative of the values contained in each window, it is merely the lowest value in each.

The reasoning behind this method is that the background will always have a lower intensity than the objects contained in it, and the local minima should therefore provide a good estimate of the background. Also, as long as the window size does not become too small, it should sufficiently reject the objects contained in the image. When the subsampling procedure is completed, this data is used as the seed values for linear interpolation. This results in an image with the same size as the origi-
nal image, and with the same contour as the minimum sampled image. This background estimate can now be used to remove the background by subtracting it from the original.

The biggest problem faced by any estimation technique with the current set of data, is giving a sufficiently close estimation of the crossover from the area of no background reflections to where it does begin. As seen in the previous section, high-pass filtering cannot sufficiently reduce this crossover without completely removing the objects as well. By inspection it is apparent that any window covering this crossover will have a very low minimum value, which will not provide a good estimate of the real background level. The smaller the window the better the estimate should follow the actual background and should provide better rejection of sudden local minima. On the other hand, areas of higher intensity, such as those representing large objects, will also have more influence on the final estimate. It therefore offers better protection against variability in the background but at the cost of greater influence from objects. In the same way, the larger the window, the better it rejects higher intensities from objects, but cannot cope with great variability in the background.

Fig. 5.8 shows the results gained from the minimum value estimate and provides a good example of how the choice of window size influences the resulting image. In (b), with a window size of $10 \times 10$, the background is removed very well, but also results in the object being removed. In (c) and (d), with window sizes of $25 \times 25$ and $40 \times 40$, it is clear that with an increase in window size the object is highlighted much better, but the background is removed to a lesser extent, with areas of higher intensity forming that was not present in (b).

The estimates used for these three images were from the unprocessed local minima, and gives a good representation of the procedure in its most basic form. (f) - (h) does however provide an example of how the robustness of the technique can be improved by median filtering the local minima before interpolation. The difference is immediately evident.
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when examining (b) and (f). In (f) the objects are completely visible and with very good contrast. The background is still removed very well, and the median filtering results in better rejection in some areas, as well as a loss in others. In both (g) and (h) the object is identified noticeably better but also at the cost of background rejection. Using a smaller window does result in a larger subsampled image and as such, different size median filters were used for each of the estimates. For (f) a 19 × 19, for (g) 7 × 7 and for (h) a 3 × 3 was used.

From this example it does seem that the minimum value technique
provides a very good estimate of the background and also good enhancement of the objects present in the image. This initial evaluation also shows that the better background rejection of a smaller window size is more desirable than the better object enhancement of a larger window, especially since this shortcoming can easily be overcome with adequate median filtering. This initial result will however be further examined in a later section.

5.2.3 Range Equalisation

As an alternative to removing the background, a way was sought to equalise the intensity variation found with range. In other words, a function needed to be found to transform the natural illumination profile to a constant value across the image. If successful, the resulting image will have a near constant background and the non-uniformity of the object’s intensity due to range dependency should be greatly reduced.

The first step would therefore be to find some estimate of the illumination profile. If the assumption is made that the reflective properties of the background stay more or less constant, the variation in the background reflections can be used to estimate the illumination profile. As such, the estimate needs to provide robustness to the variations found in the background. Furthermore, although some success has been achieved at a three-dimensional estimate of the background, as in the previous section, it was decided to keep the profile estimate a two-dimensional function. This is done to reduce the computational complexity as well as to keep the estimate as robust as possible. From these assumptions, the median value, or statistical centre, of each range row of pixels was chosen to be representative of the illumination at that range. This set of median values then form the estimate of the illumination profile for the entire image.

The illumination profile can now be used to calculate the equalisation function needed. Since the objective is to convert the illumination profile
to a constant value, an equalisation profile is created by calculating the ratio between a constant value and every value in the illumination profile. The equalisation profile then represents the scaling factor needed at each range, and each angle column of the original image is merely multiplied by the profile to complete the equalisation.

Fig. 5.9(a) gives an example of the median profile of an image and the resulting equalisation profile. As with all the techniques thus far, the crossover into background reflections is again a hampering factor. In this case it results in the large initial constant value found in the equalisation profile. Since the values of the equalisation profile is the result of division, this large constant is the consequence of the very small median values found in the initial part of the image. To compensate for this, the median values of this initial region as well as those contained in the crossover region are given the same value as the peak value of the median profile. Beyond just solving the problem, this can be further justified since any object in the main beam of the object at a closer range than that of the background should at the very least receive the same amount of illumination as the peak background reflection.
Alternatively, this means that the initial part of the equalisation profile is floored at its minimum value, as shown in fig. 5.9(b). To keep the equalisation profile as smooth as possible, the peaks are removed with a closing operation and then further smoothed by an averaging window. This is done to remove any undue amplification in the equalised image, caused by sudden and large variations in the original image.

Fig. 5.10 shows the results from implementing the range equalisation procedure. The second column shows the results of applying the equalisation profile. When compared to the original images it is clear that the general illumination pattern is much more uniform. As a result the object data at the far end of the image that was originally locally discernible, has now been scaled to be easily discernible with global thresholding in mind. Since this was the type of result that was sought through range equalisation, it clearly confirms the validity of using the median value to estimate the illumination profile.

The second column shows the results of using the median profile as a background estimate. From the images it is clear that the median profile provides an excellent estimation of the background and does noticeably better at removing the background than high-pass filtering and the minimum value estimation. This is a somewhat unexpected result from the initial premise, but provides further means to improve the dynamic range contained in the image.

In order to further highlight the benefits of range equalisation, the fourth column shows the results of subtracting the median profile from the equalised images. In comparison to the images in the third column the objects contained in the new images have a more uniform intensity with an increase in range, and as expected the detail contained in the farthest ranges of the image is now also clearly visible.
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Figure 5.10: Three examples of the result of range equalisation. (a)(e)(i): Original Images. (b)(f)(j): Results of range equalisation. (c)(g)(k): Results of subtracting the median value profile. (d)(h)(l): Result of subtracting new median profile from equalised images.
Chapter 6

Comparison of Techniques

6.1 Comparison of Techniques

The evaluation of the techniques thus far have relied mostly on how they influence the images visually. Although this can be somewhat subjective and open to interpretation, it has been sufficient to identify and examine the initial results achieved by each of the techniques. To further frame the problem and compare the effects of each of the techniques, it is however necessary to analyse the data contained in the images.

To successfully set a threshold between the background and object pixels, there has to be a clear enough separation in intensity between these two categories. The simplest way of evaluating this, is by looking at the image histogram, which shows the number of pixels at each intensity value and is an empirical probability density function of the image. The two intensity categories should be visible in the histogram as two discernible modes or groupings of intensity values.

To further minimise the chances of a wrong classification the dynamic range of the image also needs to be evaluated. The dynamic range gives the distance between the two categories of pixels. Although there might be a separation between the modes, if the room for error is too small the
chances of incorrect classification will obviously increase. The dynamic range will also be visible in the histogram, but to a lesser extent. To further illustrate this, the difference between the maximum values and those representative of the background will also be evaluated.

Fig. 6.1 shows an unprocessed image with its histogram and a graph showing the curve of the maximum value at each range and the value of the pixels running up the centre of the image, which is representative of the background. For the purpose of the histogram and the dynamic range graph, the images were converted to 8-bit values, i.e. an integer value between 0 and 255. Therefore, the x-axis of the histogram and the y-axis of the contours correspond to the same range of values. It is therefore possible to quickly compare the range of possible threshold values in both.

From the histogram of the original image, it is clear that there are no apparent modes that would indicate a separation between the background and target. This is partly because the object occupies fewer pixels than the background. If the histogram is analysed to rather find the range of values contained in the background, instead of trying to find two distinct peaks, one could roughly estimate that all the pixels with a value of 200 or less belongs to the background (as indicated by the dotted line). This value is on the final slope and should therefore indicate the end of a
mode.

Using this value as a threshold completely removes the background, but also removes most of the object, as illustrated on the maximum and background contours. Furthermore, it is clear from these graphs that although there is a continual separation between the background and object, no single threshold value will successfully remove the background.

To further compare the techniques, the average dynamic range contained in each resulting image is calculated. This is done by taking the difference between the maximum and background value at each range and calculating the average over all ranges. To make the test as repeatable as possible, the mean dynamic range is calculated in the range of pixels where there is a clear difference between the object and the background. The calculation is started from the pixel number corresponding to the maximum value in the original image, and continued to the final pixel. Using this method, the average dynamic range for the original image is calculated to be 52.

The image in Fig. 6.2 is the result of high-pass filtering the original image with a Gaussian kernel with a standard deviation of 1.5 pixels. As discussed previously, the high-pass filter is not able to remove the crossover region and a single threshold is therefore not possible either.

Figure 6.2: The result of high-pass filtering, with its maximum and background contours and its histogram.
It does however start to group the background pixels, as a clear peak is formed in the histogram at around 50. Inspection of the maximum and background curves show that a threshold of around 100 would remove most of the background, excluding the crossover peak. When referring this back to the histogram, this value is situated on the slope between the background and what can be seen as a local maximum for the object. From both the image and maximum and background graphs, it can be seen that except for a few large peaks the resultant dynamic range, although improved, is still not really satisfactory. The average dynamic range is calculated as 76, which is close to the difference between the peaks of the background and object intensity on the histogram. This is more or less expected since the data contained in the lower frequencies provide a rough estimate of the background.

The image in Fig. 6.3 shows the result of the minimum value estimation. It seems that this technique provides a good estimate of the background, as at the far end of the image the objects are much more pronounced. This is further evident from the histogram, where the background values form a clear peak with a greatly reduced width. Following the initial downward slope from this peak an estimated threshold can be set at roughly 80, which, when inspecting the maximum and background graphs, will be able to sufficiently remove the background. The average

![Figure 6.3: Result of the minimum values estimate techniques, with its maximum and background contours and its histogram.](image)
dynamic range is calculated at 111, which as can be expected from both the image and the graphs, is an improvement over that of the original.

The image presented here is the result of using a $40 \times 40$ window for the estimate, and as such the estimate cannot completely remove the crossover. Although using a smaller window size does remove the crossover, the global result is not satisfactory. When evaluating the dynamic range, it is clear that the estimate from a smaller window is influenced too much by the large objects contained in these images. The image shown here is the most promising result achieved with this technique, and the presence of crossover effects will be addressed in a following section.

Subtracting the median estimate, as in Fig. 6.4, almost completely removes the background, and confirms the previous results with this technique. The histogram shows a sudden peak and a downward slope, which is expected since the lower-most values have been completely removed, again confirming that the median provides a very good estimate of the background. In this case a threshold anywhere between 50 and 100 will provide adequate separation between the background and objects, as illustrated on the maximum and background graphs. As expected the average dynamic range shows an improvement of three times that of the

![Image of a graph showing the histogram and contours of the background and maximum values.](image.png)

Figure 6.4: Image after subtracting the median value estimate, with its maximum and background contours and its histogram.
The range equalisation technique, as in Fig. 6.5, again performs as expected. From the image and the graphs it is clear that the technique provides a great improvement in the standard deviation of both the background and object intensities, and comes the closest to grouping the values of the objects. As explained in the previous section, this technique does not dramatically change the dynamic range of the image. This is clear from the maximum and background graphs, where the separation is similar to that of the original image, but they now run near horizontally instead of at a slope. This is also confirmed by the average dynamic range which is calculated at 67. The object can be separated easily, and by following the slope in the histogram from the background peak, a threshold value at roughly 170 will provide adequate separation.

It should however be noted that the intensities at the very far end of the image are enhanced to a greater extent. As a result, the peaks in the background reflections at the far end are also enhanced too greatly and as can be seen in the top left corner of the image, start to have intensities comparable to that of the objects. Although the effect is somewhat limited in this example, in other images where the background reflections are not as uniform, large areas of high intensity appear at the far end of

![Figure 6.5: The result of range equalisation, with its maximum and background contours and its histogram.](image)
the image after this technique is applied.

This comparison confirms the initial evaluation of each of the tech-
niques, and provide further insight into the influence of each. The high-
pass filtering does provide an improvement, but is not really suited to the
characteristics of this data set. The minimum-value estimation provides
a good estimate of the background and improvement in dynamic range,
when the background is near uniform, but where the variation is too
great it cannot cope properly. As expected the two median-value based
techniques seem to perform the best. Range equalisation does however
provide too much enhancement at the far end of the image and depend-
ing on the survey range being used, can corrupt the resulting images
somewhat. The median estimate removes the background very well and
is able to discern the objects from the background in most cases. It also
provides the greatest increase in contrast, and as such is the most robust
of the proposed techniques.

6.2 Assigning a Measure to Performance

The previous section provides a thorough discussion on the properties of
each of the techniques and by introducing the histogram and the max-
imum and background curves, provides further means to sufficiently
compare them visually. It is however necessary to find a more quanti-
tative measure of the performance of each of the techniques, to provide a
way for automated comparison.

The mean dynamic range, $\Delta D$, provides a good starting point for this
global measure. Although it gives insight into the separation between
the background and objects it does not give information about the uni-
formity of the output. Uniformity in the object intensity is an impor-
tant characteristic, since it reduces the chance of an incorrect classifica-
tion. This is illustrated in the examples given in the previous section and
summarised in table 6.1. When comparing the result of high-pass filter-
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<table>
<thead>
<tr>
<th>Technique</th>
<th>$\Delta D$</th>
<th>$\Delta M$</th>
<th>$\mathcal{P}$</th>
<th>Min. Diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>52</td>
<td>74</td>
<td>7</td>
<td>$-89$</td>
</tr>
<tr>
<td>HP Filter</td>
<td>74</td>
<td>53</td>
<td>14</td>
<td>$-52$</td>
</tr>
<tr>
<td>Min. Val. Est.</td>
<td>102</td>
<td>62</td>
<td>16</td>
<td>$-1$</td>
</tr>
<tr>
<td>Median Est.</td>
<td>142</td>
<td>68</td>
<td>21</td>
<td>34</td>
</tr>
<tr>
<td>Range Eq.</td>
<td>67</td>
<td>34</td>
<td>20</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 6.1: Performance measures of each technique with a scaling factor of ten.

ing and range equalisation, the mean dynamic range gives very similar numbers for both, 74 and 67. However on inspection of the maximum and background curves it is clear that the high-pass result varies considerably with range and does not provide a very good global result, in contrast to the range equalisation which provides good uniformity.

To find this uniformity measure the information contained in the maximum graph was chosen, since it is an estimate of the behaviour of the object reflection. As a starting point the standard deviation was examined as a possible candidate, since it should provide a measure of the variation in intensity values. Unfortunately, this also gives an average measure and the resulting value is not representative of the local behaviour on which judgement is commonly based. It was therefore necessary to move away from a measure influenced by average behaviour and rather focus on a peak value. The only real worry for incorrect classification is the amount of variation below the mean, since maximum peak values will undoubtedly be correctly classified. As such the maximum negative deviation from the mean, $\Delta M$, was chosen as a representative measure of the variability of the contour.

Since you want $\Delta D$ as large as possible and $\Delta M$ as small as possible, the global performance measure, $\mathcal{P}$, is given by the ratio of the mean dynamic range and the maximum negative deviation or

$$\mathcal{P} = \frac{\Delta D}{\Delta M}$$  \hspace{1cm} (6.2.1)
The values for $\Delta M$ and $\mathcal{P}$ are also given in table 6.1. These values provide confirmation of the discussion in the previous section, where the best performance is achieved by the median estimate technique, followed by range equalisation. The final column gives the value of the difference between the minimum value contained in the object and the maximum value of the background. It provides a further measure of the achieved global separation, and is added merely to provide further confirmation of the results.

Table 6.2 shows the performance values of the four techniques for a set of ten images with similar object features (see Appendix A). As expected, the median estimate and range equalisation techniques perform, on average, the best.

To draw a better comparison between the results of each test, the performance values given in the table is proportional to the performance value of the original image in each case. The performance values in table 6.2 is therefore given by

$$\mathcal{P}_E = \frac{\Delta D}{\Delta M} \times \frac{10}{\mathcal{P}_o}$$

(6.2.2)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>20</td>
<td>24</td>
<td>33</td>
<td>28</td>
</tr>
<tr>
<td>T2</td>
<td>19</td>
<td>20</td>
<td>41</td>
<td>26</td>
</tr>
<tr>
<td>T3</td>
<td>20</td>
<td>30</td>
<td>30</td>
<td>25</td>
</tr>
<tr>
<td>T4</td>
<td>18</td>
<td>24</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td>T5</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>T6</td>
<td>21</td>
<td>24</td>
<td>29</td>
<td>41</td>
</tr>
<tr>
<td>T7</td>
<td>19</td>
<td>30</td>
<td>32</td>
<td>37</td>
</tr>
<tr>
<td>T8</td>
<td>20</td>
<td>29</td>
<td>32</td>
<td>37</td>
</tr>
<tr>
<td>T9</td>
<td>20</td>
<td>23</td>
<td>30</td>
<td>28</td>
</tr>
<tr>
<td>T10</td>
<td>20</td>
<td>22</td>
<td>30</td>
<td>32</td>
</tr>
</tbody>
</table>

$\mathcal{P}_E$ (Avg) 20 25 31 31

Table 6.2: Performance values, $\mathcal{P}_E$, for a set of ten images.
where $P_o$ is the performance value of the original image. The scaling factor 10 is applied to improve the separation between the values.

The performance measure provides a means to evaluate the effect of any processing on a given image. As such, it can also be used to measure the performance of a set of techniques, including noise reduction, in order to identify the optimal processing.

## 6.3 Best Result Processing

The chapter up to this point has identified and discussed a number of techniques that have the qualities to improve the likelihood of correctly identifying objects. The strength of identifying a number of techniques is that they might be used together and in varied circumstances, rather than trying to find a single answer. It is therefore necessary, as a final discussion, to show how these techniques can be used in sequence to complement each other and overcome their individual weaknesses.

As discussed previously, the first step in any segmentation process is denoising. In the case of the harbour images, which are under consideration here, the original step angle of $0.9^\circ$ is interpolated to $0.225^\circ$ followed by a $5 \times 5$ mean filter. This provides adequate noise reduction for this type of image and is applied at the start of every sequence. Since the denoising stays constant, the four background removal or equalisation techniques are used as the starting point for each sequence. By adding further processing and using the performance measure of the previous section, the improvement provided by these following stages can easily be evaluated.

### High-Pass Filter

From the discussion of Section 5.2.1 it was clear that high-pass filtering is best used where the background tends to be more uniform and the objects small. As such, it has been the worst performing of the suggested techniques. It does however provide a measure of range
equalisation, and may still be of use under the correct circumstances. It is also unable to remove the crossover region, which has really hampered its usefulness. To overcome this problem, the first step in the sequence is to remove the crossover and remnant background by applying the median estimate technique. As seen in table 6.3 this already provides some improvement, but cannot overcome the lack of uniformity produced by the original high-pass filter.

At this point all the low frequency information as well as most of the image that could be considered background have been removed. The resulting image consists almost exclusively of the intensity peaks contained in the original image. These peaks belong mainly to the reflections from the targets and as such need to be connected in some manner to form an uniform object. The closing operation is ideally suited for this type of problem and application using a kernel with a radius of 15 pixels re-

<table>
<thead>
<tr>
<th></th>
<th>High Pass</th>
<th>+ Median Est</th>
<th>+ Closing</th>
<th>+ Mean Filt</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_E$ (Avg)</td>
<td>20</td>
<td>24</td>
<td>38</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 6.3: Performance values for the high-pass filtering sequences.

Figure 6.6: High-Pass Filter. (a): Original image. (b): Result of high-pass filtering. (c): (b) after applying median-estimate technique. (d): (c) after closing. (e): (d) after mean filtering.
results in a considerable improvement. As a result, the application of these two further techniques extends the usefulness of high pass filtering by a considerable amount.

To further try and improve the uniformity of the result, $10 \times 10$ mean filter is also applied. This further removes some of the peaks and can also average out the remnant background pixels. It does however also suppress smaller object or areas of lower intensity, and lowers the overall performance somewhat. It is added since it might be a logical further step, but in this case it does not provide a general benefit. Changing the order of the techniques also provide no benefit and are best kept in the order given.

<table>
<thead>
<tr>
<th>$P_E$ (Avg)</th>
<th>Min Val Est</th>
<th>+ Median Est</th>
<th>+ Closing</th>
<th>+ Mean Filt.</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>25</td>
<td>47</td>
<td>48</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4: Performance values for the minimum value estimate sequences.

Minimum Value Estimate The minimum value estimate technique provides a very good estimation and removal of the background for much of the image. It is however unable to remove the crossover and as with high pass filtering, it is followed by the median estimate technique. As shown in table 6.4, this does not provide any actual benefit beyond removing the crossover. The minimum value estimate also provides very adequate range equalisation. Since it is influenced by the larger areas of higher intensity contained in the objects, it leaves only the peaks of these areas, and as a consequence the dynamic range contained in the resulting image stays near constant.

This inherent uniformity can therefore be further improved by applying a closing kernel to connect the gaps between the peak values. The
result is again a considerable improvement. A closing kernel with a radius of 15 pixels was found to provide the best results. For the sake of comparison, a kernel with a radius of 10 pixels produced an average performance of 37 compared to the 47 of the 15 pixel one. A final averaging filter is again applied, to try and remove the largest peaks. The smoothing does remove the peaks and in most cases does increase the average mean value of the object. Unfortunately it does not increase the dynamic range and the resulting decreased contrast also increases \( \Delta M \). The resulting performance figure does not show much of an improvement.

It is therefore apparent that the inherent uniformity produced by the minimum window technique in conjunction with the closing operation provides a considerable improvement to the ease of segmentation in most cases.

<table>
<thead>
<tr>
<th>Median Est. + Mean Filt + Closing + Opening Closing</th>
<th>( P_E ) (Avg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>45</td>
</tr>
</tbody>
</table>

Table 6.5: Performance values for the median estimate sequences.
Median Estimate  Of the background removal techniques the median estimate is the only one capable of removing the crossover region. As a result it has already been employed in conjunction with the previous two techniques. Before any further processing is added to the sequence, it already performs quite well and provides a good improvement on the dynamic range of the original image.

Unfortunately, it does not provide any real range equalisation as the object intensities at the far end of the image remain lower than those in the middle, similar to the original image, as seen in fig. 6.8(b). As a result, even after applying either a large $20 \times 20$ mean filter or a closing kernel with a radius of 15, the object uniformity does not increase as dramatically as in the previous two cases. This is confirmed by the performance values of table 6.5. Although a clear improvement is seen, the overall performance is still below that of the minimum value estimate sequences.

The median estimate does however have a rather high mean value with the initial object reflections having large peaks above this mean. To improve the uniformity, these peaks can be removed with an opening procedure, followed by a closing operation to fill the remaining valleys. The opening procedure should however be used with caution since it can completely remove object features. As a result, a small opening kernel
with a radius of 5 pixels is applied, followed by a closing kernel of radius 20. This sequence of processing provides quite good results and is much more comparable to those of the minimum window estimate.

<table>
<thead>
<tr>
<th></th>
<th>Range Eq</th>
<th>Median Est</th>
<th>Closing</th>
<th>Opening</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_E ) (Avg)</td>
<td>31</td>
<td>29</td>
<td>56</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 6.6: Performance values for the range equalisation sequences.

Figure 6.9: Range Equalisation. (a): Original image. (b): Result of range equalisation. (c): (b) after applying median estimate technique. (d): (c) after closing. (e): (d) after opening.

**Range Equalisation**  The range equalisation technique produces a very uniform representation of both the background and object intensities. It can however benefit from increased dynamic range to simplify the thresholding process. To improve this, the median estimate technique is first applied. This results in a lower performance value, since the original uniformity is reduced, forming larger peaks and valleys in the intensity profile.
To regain the original uniformity a closing kernel with a radius of 20 pixels is applied, resulting in an immediate and drastic improvement in the performance rating. With the valleys filled the only way to further improve the uniformity and increase the dynamic range, is to remove the peaks still present. To this end an opening kernel with a radius of 8 is applied, again resulting in a considerable improvement.

It was also found that applying the median estimate after the closing and opening techniques results in the same performance value. From both the performance values and visual results of all the techniques, it is clear that the range equalisation technique produces superior uniformity and therefore noticeably better results.
Chapter 7

Conclusions and Recommendations

7.1 Conclusions

As described in chapter 1, the focus of this thesis was the analysis and post processing of sonar images to be used as part of the collision avoidance system of an AUV (Autonomous Underwater Vehicle). These images are noise prone and when taken in shallow water suffer from strong bottom reflections, obscuring returns from targets. As a result, the testing and development of post processing techniques was necessary to ensure proper target extraction. The research done here can be separated into four major topics:

1. The exploration of sonar parameters and their influence on the returned images.

2. The identification and testing of available noise reduction techniques.

3. The identification and testing of available techniques as well as the development of new techniques for the removal of bottom reflections.
4. The development of a quantitative measure of performance and evaluation of the proposed techniques according to this measure.

**Sonar Parameters**

The images used as part of this process was taken using a commercially available sector scan sonar. This sonar was chosen since it is representative of the current sonar technology used for collision avoidance. The basic principles of the sonar operation and the imaging process are described in section 3.2.

Further analysis of the images taken with this sonar identified the step angle, image gain and elevation angle as important attributes requiring consideration prior to sonar operation.

- As concluded in section 4.1 using a step angle of less than half of the horizontal beamwidth shows no apparent improvement to the image detail and does not warrant the increase in data rates and sweep time.

- The image gain should also be set as low as possible to reduce the intensity of bottom reflections and increase the contrast of the image.

- The elevation angle of the sonar along with the vertical beamwidth influences the amount of energy reflected from the bottom, as illustrated in fig. 4.5. This should be limited by mounting the sonar tilted upward, depending on the depth being worked at.

**Noise Reduction**

From the review of related literature, section 3.3, and the analysis of example images, noise reduction was identified as the first step in the post
processing cycle. Because of the noisy nature of the images, noise reduction can have a significant improvement on the uniformity of object reflections, whilst reducing the noise floor and improving the likelihood of correct identification.

Reduction of noise in the spatial domain is standard practise in many fields of image processing, and has also been applied to sonar processing. Although other methods exist, the non-linear median filter and the linear averaging filter are the two most commonly used.

Using two sets of images with varying amounts of noise, as in section 5.1.1, both these techniques were evaluated. In both cases the more computationally expensive median filter provided no apparent improvement over the simpler averaging filter, which provided adequate noise reduction and improvement in uniformity by grouping similar pixels. As such, it is deemed both necessary and adequate as a first stage of processing.

The use of linear interpolation was also evaluated, as in section 5.1.2. This interpolation is applied during the image creation stage to augment the lack of data from the scanning process. Using the suggested algorithm of Eq. 5.1.1 also provides a fair amount of noise reduction and improves the overall image quality.

The use of grey scale opening and closing was also evaluated as a means to reduce the noise. In this regard both techniques achieved some success. It is however the improvement in uniformity, not found with any other that techniques, that make these techniques useful.

**Removal of Bottom Reflections**

By examining a real world example of a set of images taken from a AUV in a harbour, the reflections from the harbour floor was identified as a significant problem. These strong reflections have intensities comparable to those from possible obstructions and therefore hamper the correct extraction of these targets. This problem was not identified in the litera-
ture review, and as such possible solutions had to be identified. Due to the lack of a reference to the possible extent of the problem, the proposed solutions had to contain an inherent amount of flexibility.

Since the bottom reflections cover much of the image it was deemed as an analogue to the background in general imaging terms. Due to similar characteristics, removal or suppression was approached as a non-uniform illumination problem, as found in many imaging procedures. From the general image processing literature two techniques was identified as possible solutions. High-pass filtering and minimum value background estimation, as described in sections 5.2.1 and 5.2.2 respectively, both rely on a certain amount of uniformity in the background, something that the given data does not adhere to at all times, and achieved mixed results with the data set.

High-pass filtering was able to reduce a certain amount of the background, but in general the characteristics of the background is not simply confined to the lower frequencies and this technique does not perform sufficiently for this test case.

The minimum value estimate is more robust to local variation and performed considerably better than high-pass filtering. It does however reduce the contrast contained in the image when large objects are present. These standard methods can provide sufficient background removal when the background is reasonably uniform, but do not perform desirably with the examined data.

To achieve the desired results with the example data, two further techniques were developed. As described in section 5.2.3, both the range equalisation and median value background estimate rely on the principle that the median value of each row in the image is a good estimate of the background value. For the given data, this principle does hold true and both these techniques provide excellent results. The median estimate provides a closer estimate of the background when compared to the minimum value technique and results in better contrast. The range equalisation
technique provides an significant improvement in the background uniformity and as a result targets are easily discernible solely based on the intensity difference.

**Performance Measure and Evaluation**

Through further examination of these techniques and the examples given in section 6.1, the *dynamic range* contained in the image and the *uniformity* of the resultant objects were identified as the two determining factors in assigning a performance value to a technique. The dynamic range gives a value to the separation between the background and maximum values of an object, whilst the uniformity gives a value to the variation found in these maximum values. Using these two values as in eq. 6.2 the output from a technique can be evaluated quantitatively and is a valuable tool to assess and compare the performance of possible techniques.

As described in section 6.3, post-processing sequences was constructed from the presented techniques, and evaluated using the performance measure. In each case a different background removal technique was used as the starting point for the processing, and the result was evaluated using a set of 10 similar images. The sequences and the resulting average performance values are presented here in table 7.1.

<table>
<thead>
<tr>
<th></th>
<th>High Pass</th>
<th>Min Val Est</th>
<th>Median Est</th>
<th>Range Eq</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median Est</td>
<td>Median Est</td>
<td>Median Est</td>
<td>Median Est</td>
</tr>
<tr>
<td></td>
<td>Opening</td>
<td>Closing</td>
<td>Opening</td>
<td>Closing</td>
</tr>
<tr>
<td><strong>$P_E$ (Avg)</strong></td>
<td>37</td>
<td>48</td>
<td>45</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 7.1: Performance values for the processing sequences using bottom reflection removal techniques.

Using the examples in section 6.3 as a reference, a performance value of 35–40 would show an acceptable result, with good background removal and acceptable uniformity. A value 41–50 indicates a good result,
with good background removal and good uniformity. A value of higher than 50 is a very good result and a very uniform target return can be expected along with very good separation between the target and background intensities.

**Summary of Conclusions**

In all the different background removal sequences considerable improvement in dynamic range was achieved with the median estimate technique and improvement in uniformity with the closing procedure. It was however the use of these two operations in conjunction with the range equalisation technique that provided the best results. The range equalisation technique already provides a considerable improvement in uniformity and by adding the closing and opening procedures this is further accentuated. Adding the improvement in dynamic range of the range equalisation technique, fully complements these techniques and provides considerable better results than any of the other procedures.

In general the removal of bottom reflections and the improvement in target uniformity can be seen as a successful contribution. The problem was identified in real world images and no previous solution could be found in the literature, for either review or comparison. Although, high-pass filtering and the minimum value estimate was identified in the image processing literature as solutions to similar problems, they could not sufficiently be adjusted for the problem. As such, the development of the *median background estimate* technique provides a novel solution to the problem and should be of use in further research on the subject.

As a first investigation, as part of the greater research initiative, into the use of sonar images for collision avoidance, a fair amount of knowledge was gained into the subject. The approach taken does however mirror those taken by previous researchers and different approaches may exist.
7.2 Recommendations

- The techniques represented here fully cover the denoising and target improvement stage of the segmentation process. Along with the work done in the literature there is not enough scope for further investigation. It would therefore not be recommended to re-evaluate the subject, unless the procedures are to be extended to use additional information from, for example, previous images or other sensors.

- The logical next step is the development of thresholding techniques. Using the bottom removal techniques enables the use of a single global threshold and using a constant threshold value may even be possible. This would then be followed by the extraction of targets from the thresholded images and representation of the data in such a way that it can be passed to the collision avoidance algorithms.

- Implementation of the techniques into hardware may require careful thought with regard to memory management and removal of the interpolation stage could be considered to keep the amount of data to a minimum.
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