Effects of density-dependent dispersal behaviours on the speed and spatial patterns of range expansion in predator–prey metapopulations
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Abstract

Dispersal can strongly affect the spatiotemporal dynamics of a species (its spread, spatial distribution and persistence). We investigated how two dispersal behaviours, namely prey evasion (PE) and predator pursuit (PP), affect the dynamics of a predator–prey system. PE portrays the tendency of prey avoiding predators by dispersing into adjacent patches with fewer predators, while PP describes the tendency of predators to pursue the prey by moving into patches with more prey. Based on the Beddington predation model, a spatially explicit metapopulation model was built to incorporate PE and PP. Numerical simulations were run to investigate the effects of PE and PP on the rate of spread, spatial synchrony and the persistence of populations. Results show that both PE and PP can alter spatial synchrony although PP has a weaker desynchronising effect than PE. The predator–prey system without PE and PP expanded in circular waves. The effect of PE can push the prey to distribute in a circular ring front, whereas the effect of PP can change the circular waves to anisotropic expansion. Furthermore, weak PE and PP can accelerate the spread of prey while strong and disproportionate intensities slow down the range expansion. The effects of PE and PP further enhance the population size, break down the spatial synchrony and promote the persistence of populations.
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1. Introduction

Predation is one of the most fundamental interspecific interactions in ecology. Early theories regarding the predator–prey systems often implicitly assume well-mixed homogenous populations in space, namely the mean-field assumption (e.g. Rosenzweig, 1963, Beddington et al., 1975 and Berryman, 1992) and thus violate the reality that the spatial distribution of species is rarely homogenous (Kokubun et al., 2008) but spatial autocorrelated (Fortin and Dale, 2005 and Hui et al., 2010). Furthermore, the conventional non-spatial models do not allow the implementation of different survival strategies that can lead to the spatial heterogeneity of species distribution. As such, spatial predation models have been developed to mainly examine the effect of spatially explicit processes on the dynamics and viability of populations, such as models using partial differential equations, coupled ordinary differential equations, integrodifference equations and lattice models (e.g. Neubert et al., 1995, Murray, 2001 and Petrovskii, 2006).

One important process that can substantially affect the spatiotemporal dynamics is dispersal (as species’ behaviour strategy; Lonsdale, 1993). Living organisms often display a variety of behaviour strategies in nature to enhance their survival (e.g. seeking refuge and forming swarms for anti-predation; Siegfried, 1975, Linden, 2007 and Weng, 2007), where different dispersal (or movement) behaviours are bound to arise from the optimization of species evolutionary fitness. Consequently, different ways of capturing prey have been observed in predators. While some predators sit and wait for their prey at hidden places (e.g. crab spiders; Morse, 2006), others actively change their hunting ground according to prey density (e.g. pythons; Madsen, 1996). In contrast, prey can also improve its survival rate by actively avoiding encountering potential predators (e.g. white sharks; Weng, 2007). Besides affecting its own survival, dispersal behaviours can also potentially affect the invasiveness and spread of non-native species (Holway and Suarez, 1999 and Rehage and Sih, 2004). However, it is still unclear how species dispersal behaviours affect the speed and spatial patterns of species range expansion, especially in a predator–prey system.
Depending on the causes and modes of dispersal, the spatial patterns exhibited can vary from spatial synchrony (i.e. the dynamics of populations at different localities coincide) to spatial chaos (Li et al., 2005). While the spatial heterogeneity of species distribution enhances the survival by providing refuge and thus promoting rescue effect (Allen et al., 1993 and Bommarco et al., 2007), spatial synchrony tends to be detrimental to the persistence of metapopulations (Matter, 2001). Studies of this kind mainly focus on (i) the effect of predator’s dispersal behaviour (that depends on prey density) on the dynamics of the system (Chakraborty et al., 2007, El Abdllaoui et al., 2007, Ainseba et al., 2008 and Tao, 2010) and (ii) the effects of prey refuge and density-dependent mortality on species persistence (Gonzalez-Olivares and Ramos-Jiliberto, 2003 and Forrester and Steele, 2004). An emerging question from invasion biology is how such dispersal behaviours affect the rate of spread of non-native species in novel environments (Okubu, 1986, Shigesada and Kawasaki, 1997 and Sutherland et al., 2002). Closely relevant to the monitoring and control of invasive species, it is only recently that this question has started to receive attention (e.g. Tsyganov et al., 2004).

We here explore the effect of two density-dependent dispersal behaviours, namely prey evasion (PE) and predator pursuit (PP), on the spatiotemporal dynamics of a predator–prey using a discrete metapopulation model. Prey evasion (PE) describes the behaviour of predator avoidance in prey – that is, animals often avoid encountering their predators by actively fleeing to places with lower predator density. Predator pursuit (PP), on the other hand, portrays the tendency of predators to pursue prey by moving from their current location to high-prey density areas (Tsyganov et al., 2004). The effects of PE and PP have been investigated in a semi-discrete framework (Li et al., 2005), showing that these dispersal behaviours can alter the spatial synchrony in a predator–prey system and promote population persistence.

Our model is based on the model published by Beddington et al. (1975) and adapted to incorporate PE and PP. A similar model was used by McCann et al. (2000) for building a three-patch model to investigate the outbreak of populations in a discrete system. Our metapopulation model consists of predator–prey systems in different habitat patches which are spatially linked by nonlinear density-dependent dispersals. We focus on the effects of PE and PP on the metapopulation persistence and the rate of spread when a species expands its range, both of which are of crucial importance for controlling the spread of invasive species and conserving endangered species.

2. Models

2.1 Dispersal-reproduction model

We assume a dispersal-growth model, that is, the model consists of two phases. During the dispersal phase, a fraction of prey and predators move from their location to more suitable surrounding patches according to density-dependent dispersals, namely dispersal due to random walk, PE and PP. During the growth phase, populations within a patch undergo growth and experience predation. In the following, we let \( N_{i,t} \) and \( P_{i,t} \) denote the density of the prey and predator populations in the patch \( i \) at time \( t \), respectively.

The dispersal phase includes three components: random-walk, PP and PE. Firstly, individuals undergo random-walk which leads to individuals diffusing from crowded patches to less-crowded adjacent patches. We assumed that the patches were homogeneous and that the prey and predator had the same sighting range so that individuals can compare equal amount of neighbouring patches. The net number of prey individuals \( RW(N_{i,t}) \) gained by patch \( i \) due to random walk between the patch and its neighbouring patches can be depicted as follows:

\[
RW(N_{i,t})=\#\zeta \sum_{\zeta} \left( \max(0,N_{i,t}-N_{j,t})N_{i,t}+N_{j,t}N_{i,t}-\max(0,N_{i,t}-N_{j,t})N_{j,t}+N_{j,t}N_{i,t} \right)
\]

where \( \zeta \) designates the set of patches surrounding the patch \( i \), and \( \#\zeta \) is the number of patches surrounding the patch \( i \). We used the Moore neighbourhood which consisted of all patches sharing an edge or corners with the patch. The random walk of the predator species was defined analogously.

Secondly, the movement of individuals between cells (patches) can also be affected by the two dispersal behaviours (i.e. PE and PP). We modified the form of PE and PP previously presented by McCann et al. (2000) and Li et al. (2005) to ensure the solutions are positive, and derived the following revised forms for the net number of prey gained in patch \( i \) (PE) due to the effect of PE (i.e. the number of prey fled to patch \( i \) from its neighbouring patches minus the number of prey fled from patch \( i \) to its neighbouring patches):

\[
PE_{i}=\#\zeta \sum_{\zeta} \left( \max(0,P_{j,t}-P_{i,t})P_{i,t}+P_{j,t}P_{i,t}-\max(0,P_{j,t}-P_{i,t})P_{i,t}+P_{j,t}P_{i,t} \right)
\]
Similarly, we can define the net number of predators gained in patch $i$ due to the effect of PP (i.e. the number of predators following prey from neighbouring patch to patch $i$ minus the number of predators following prey from patch $i$ to its neighbouring patch):

$$PP_i = \#\sum_{j \in \Omega} (\max(0, N_{i,t} - N_{j,t}) N_{i,t} + N_{j,t} P_{j,t} - \max(0, N_{j,t} - N_{i,t}) N_{i,t} + N_{j,t} P_{i,t})$$

Let $\upsilon$ and $\theta$ denote the intensity of PE and PP, respectively, $\mu$ and $\alpha$ the maximum dispersal rate of the prey and predators, and $N^i_{i,t}$ and $P^i_{i,t}$ the post-dispersal prey and predator population densities of patch $i$ at time $t$, respectively. We thus have the population dynamics for the dispersal phase:

$$N^i_{i,t} = N^i_{i,t} + \mu (1 + \upsilon \text{RW}(N^i_{i,t}) + \upsilon PE_i)$$
$$P^i_{i,t} = P^i_{i,t} + \alpha (1 + \beta \text{RW}(P^i_{i,t}) + \beta PP_i)$$

The coefficients of the dispersal behaviours of the prey were chosen such that (i) when the PE intensity $\upsilon$ is negligible, in the absence of predators for instance, the dispersal of prey is driven completely by random walk with a dispersal rate $\mu$, (ii) when $\upsilon$ is large, the dispersal of prey is dominated by PE with the same dispersal rate $\mu$. The coefficients of the dispersal of predators were defined analogously.

The reproduction phase includes population growth and predation (Beddington et al., 1975), adjusted to incorporate the above dispersal phase:

$$N_{i,t+1} = N^i_{i,t} + b(1 - N^i_{i,t} K) - a P^i_{i,t}$$
$$P_{i,t+1} = c N^i_{i,t} (1 - e^{-a P^i_{i,t}})$$

with positive initial distribution, $N_{i,0} \geq 0, P_{i,0} \geq 0, i = 0, 1, \ldots, n$, where $b$ is the intrinsic growth rate of prey, $K$ is the carrying capacity of prey per patch, $a$ is the predator’s attack rate and $c$ is the efficiency of conversion of prey into predators. The population flow is shown in Fig. 1 when $N_{1,t} > N_{2,t}$ and $P_{1,t} < P_{2,t}$. In the figure, PE and PP occur from the first patch to the second one. A summary of the parameters and variables used in this model is given in Table 1. It is worth noting that with positive initial population density, the solution to the above model remains positive and is bounded for all time $t$. 

![Population Flow Diagram](image-url)
Table 1. Descriptions of parameters and variables.

<table>
<thead>
<tr>
<th>Variable/parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_i,t$</td>
<td>Prey population size before migration in patch $i$ at time $t$.</td>
</tr>
<tr>
<td>$N^\sim_i,t$</td>
<td>Prey population size after migration in patch $i$ at time $t$.</td>
</tr>
<tr>
<td>$P_i,t$</td>
<td>Predator population size before migration in patch $i$ at time $t$.</td>
</tr>
<tr>
<td>$P^\sim_i,t$</td>
<td>Predator population size after migration in patch $i$ at time $t$.</td>
</tr>
<tr>
<td>$PE_i$</td>
<td>Prey evasion between a patch $i$ and its neighbours</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Intensity of PE</td>
</tr>
<tr>
<td>$PP_i$</td>
<td>Predator pursuit between a patch $i$ and its neighbours</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Intensity of PP</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Maximum migration rate of preys</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Maximum migration rate of predators</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Predators attack rate</td>
</tr>
<tr>
<td>$c$</td>
<td>Conversion efficiency of preys into predators</td>
</tr>
<tr>
<td>$K$</td>
<td>Prey's carrying capacity per patch</td>
</tr>
<tr>
<td>$b$</td>
<td>Prey's intrinsic growth rate</td>
</tr>
<tr>
<td>$\zeta_i$</td>
<td>Set of neighbours of a patch $i$</td>
</tr>
<tr>
<td>$# \zeta_i$</td>
<td>Number of neighbours of a patch $i$</td>
</tr>
</tbody>
</table>

2.2 Numerical simulations

In most cases of the simulation, we used the same set of parameters ($b = 0.5$, $c = 1$, $\alpha = 0.5$, $K = 15$, $\mu = 0.75$ and $\alpha = 0.75$) but only changed the intensity of PE and PP (i.e. $\nu$ and $\beta$) to investigate their effects on the spatiotemporal dynamics of the predator–prey system. Both the prey and the predators were initially located in the centre of the lattice, leaving other patches empty. Reflective boundaries were used (i.e. individuals move out of the lattice will be located back to their pre-dispersal locations). We studied the effects of different levels of PE and PP on the metapopulation persistence, the spatiotemporal dynamics of the predator–prey metapopulations, specifically, spatial synchrony, and the rate of spread.

To investigate the effects of PE and PP on the persistence of the metapopulation, we started by exploring the effects of PE and PP on the stability of a two-patch model. We then undertook extensive numerical simulations to investigate the effects of PE and PP on the persistence of the metapopulation on a large lattice. The persistence of the metapopulation was measured by the mean population density over the occupied patches. Non-symmetric steady-states which may arise in large lattices were not captured in the study.

Spatial synchrony depicts the coincidence in the temporal fluctuations in local population size, and can be measured using a method, based on change, described by Buonaccorsi (2001). For two patches $i$ and $j$, the level of synchrony is given by

$$s_{ij} = 2A_{ij}^{-1} - 1$$

where $A_{ij}$ is the number of times that the population size in the patches $i$ and $j$ fluctuate in the same direction. The level of synchrony for the lattice was then defined as the mean synchrony of all pairs of patches in the lattice.

To calculate the rate of spread, we adopted the method used by Kawasaki and Shigesada (2007) for a discrete-time one-dimensional model to the two-dimensional lattice. The rate of spread is given by

$$r(t) = \frac{1}{t} \sum_{\tau=1}^{t} (R(\tau) - R(\tau - 1)) = R(t) - R(0), \quad t>0$$
where $R(t)$ is the approximated radius occupied by the species at time $t$. Here, “occupied patch” refers to a patch with a population size higher than a threshold of detection $\sigma$. If we denote the area occupied by the species, that is also the number of occupied patches, by $S(t)$, then the approximated radius is given by

$$R(t) = \frac{S(t)}{\pi}$$

### 3. Results

#### 3.1. Asymptotic behaviour

The two-patch model has three steady states, including a trivial steady state $(N_1 = 0, N_2 = 0, P_1 = 0, P_2 = 0)$, a semi-trivial steady state $(K, K, 0, 0)$ and a non-trivial steady state $(N^*, N^*, P^*, P^*)$ where $N$ is a solution of

$$b(1 - (N^*/K))aN = 1 - e^{-b(1 - (N^*/K))}$$

with $0 < N^* < K$ and $P^*$ is given by

$$P^* = ba(1 - N^*/K)$$

The trivial steady state is stable regardless of the parameter values. The stability region of the non-trivial steady state became largest in the parameter plane when there was no PE and PP in the system (Fig. 2). The population started to oscillate for high prey carrying capacity $(K)$, and the predators became extinct for low prey carrying capacity and prey intrinsic growth rate $(b)$. The stability region of the non-trivial steady state shrank for high prey intrinsic growth rate, driving the system to oscillate. The asymptotic mean population size of the prey was shown in Fig. 3 for $K = 4$ and $b = 0.5$, representing a stable non-trivial steady state (Fig. 2). The mean population size is low when PE and PP are small, and strong PE and PP lead to high population size. However, the effect of PP on the mean population size is much less than the effect of PE.
3.2 Spatial distribution and rate of spread

Spatial distributions of prey after 120 time steps were presented under different intensities of PE and PP (Fig. 4). When PE and PP were weak, the prey population expanded in circular waves and distributed evenly over the occupied patches. This uniform distribution of the population was gradually deteriorated as we increased the intensities of PE and PP either independently or simultaneously. When the intensity of PE was disproportionately higher than the intensity of PP, the prey population propagated in circular waves and accumulated in a circular ring front. When PP was stronger than PE, directional (anisotropic) expansions of the prey appeared and gave rise to a heterogeneous but symmetric distribution of the population. When both PE and PP were strong, the circular ring front associated with a strong PE became thinner and the directional expansion associated with a strong PP became more isotropic.

Fig. 4. Spatial distribution of the prey population after 120 generations on a 250 × 250 lattice. Parameter values are set as $b = 0.5$, $c = 1$, $\alpha = 0.5$, $K = 15$, $\mu = 0.75$ and $\sigma = 0.75$. In the patterns, red refers to high population size and dark blue reflects low population size.
The spatial synchrony of the prey was presented as a function of the intensities of PE and PP (Fig. 5), showing an asynchronous behaviour of populations in the lattice. Highly synchronized dynamics was observed for weak PE and PP. Both the PE and PP had a desynchronizing effect on the spatial dynamics. Furthermore, the level of synchrony was more sensitive to PE than PP. The spatial synchrony remained with the increase of PP intensity ($\beta$) only, whereas the synchrony declined with the increase of PE intensity ($\nu$). The least synchrony was reached for strong PE and PP simultaneously.

![Fig. 5. A parameter plane showing the level of spatial synchrony of the prey population as a function of prey evasion and predator pursuit, calculated on a 20 x 20 lattice. Parameter values are set as $K = 4$, $b = 0.5$, $a = 0.5$, $\mu = 0.75$, $\alpha = 0.75$. PE and PP are increased from 0 to 30 in steps of 1.](image)

The rates of spread of the prey and predators were calculated according to the radius at the 120 times step with a threshold of detection of 0.01 (Fig. 6). The rate of spread for prey was correlated with the rate of spread for predators. The range expansion became faster with the increase of PE intensity but only when the PE intensity was below a certain threshold ($\nu^*(\beta)$), beyond which the rate of spread started to decline with the PE intensity ($\nu$). Similarly, the rate of spread was an increasing function of the PP intensity when $\beta < \beta^*(\nu)$, beyond which the rate of spread became a decreasing function of the PP intensity.

![Fig. 6. A parameter plane showing the rate of species spread as a function of prey evasion and predator pursuit, calculated on a 250 x 250 lattice with a threshold of detection of 0.01. Parameter values are set as $b = 0.5$, $c = 1$, $a = 0.5$, $K = 15$, $\mu = 0.75$ and $\alpha = 0.75$. PE and PP are increased in steps of 1 from 0 to 30. (a) Rate of preys spread. (b) Rate of predators spread](image)
4. Discussion

4.1 Dispersal behaviour and spatial distribution

Spatial synchrony in population dynamics is mainly caused by three factors – (i) spatial autocorrelation inherent in the environment (Moran, 1953 and Gao, 2007), (ii) interspecific density regulation through predation and parasitism (Ims, 2000 and Gonzalez-Olivases and Ramos-Jiliberto, 2003) and (iii) density-independent dispersal (Jansen, 2001). For a predator–prey system in particular, even a small dispersal rate can lead to synchrony if the environment is homogeneous (Jansen, 2001). In contrast, we studied the effect of two density-dependent dispersals (PE and PP) on the spatial synchrony of predator–prey systems. The spatial synchrony reached peaks when the dispersals were only motivated by random walk and reduced whenever PE and PP were present. This is consistent with the results from a two-patch semi-discrete model (Li et al., 2005). Moreover, PP alone has a less desynchronizing effect than PE. When PE is strong, however, prey can move to ‘refuge’ patches with low predator densities and thus grow in abundance before being detected by predators. This allows the growth of prey in ‘refuge’ patches while the remaining prey in the original patch is being depleted by predators, inducing a spatial asynchrony between refuge and original patches. Moreover, the decline of synchrony caused by the density-dependent dispersals was more severe in predator–prey systems than in single-species systems (Munkmuller and Johst, 2008).

Numerical simulations on the 250 × 250 lattices further confirmed that density-dependent dispersal is a force of asynchrony: an even spatial distribution of the prey population was observed when the patches are connected only via density-independent random walk (Fig. 4), consistent with Nguyen-Huu’s (2006) results. The prey with a strong PE is mainly driven by fear of predators and thus takes the minimal-effort evasion strategy (Oshanin et al., 2009). This potentially explains the high concentration of prey in the range front for prey when there is a high PE intensity (the red ring in Fig. 4). In contrast, predators with a strong PP ability can quickly move into patches with a high prey density and deplete the local prey while the prey population in other patches expands, giving rise to the anisotropic expansion (Fig. 4). When PE and PP are both strong, the minimal-effort evasion of prey is interfered with by the anisotropic expansion, leading to strong asynchrony and spatial chaos (Li et al., 2005).

4.2. Dispersal behaviour and the rate of spread

Elucidating the effect of biotic interactions on the spread of invasive species is important for mitigating the detrimental impact of biological invasions on the recipient ecosystems (Petit et al., 2008). The rate of spread has been shown to be more sensitive to long-distance dispersal (Lewis, 1997 and Shigesada and Kawasaki, 1997). Predation, on the other hand, has been speculated to be able to slow down the expansion of a prey species (Owen, 2001). Our results suggest (i) that the velocity of range expansion for predators is closely tied with the velocity of prey range expansion (Fig. 6) and (ii) the rate of spread of both species is an increasing function of weak PE and PP but a decreasing function of strong PE and PP. The results are consistent with the results from Tsyganov et al. (2004) for a continuous one-dimensional model with weak PE and PP. When PE becomes more dominant (compared to PP and random walk), however, the prey avoid mainly predator-crowded areas. This implies a lack of prey for the predators and slows down the range expansion of the species. This further reduces the movement of the prey once the prey passed the area occupied by the predators, and slows down the range expansion (Fig. 6). On the other hand, when the PP is strong, the pursuing success of predators is improved, which increases the chance of encountering prey. This will promote predation success and suppress the prey population from rapid range expansion. Therefore, density-dependent dispersal behaviour is indeed a factor that can change the speed of range expansion (Owen, 2001 and Petrovskii, 2006).

4.3. Dispersal behaviour and metapopulation persistence

The idea that dispersal between different patches may favor the persistence of metapopulations has its origin in the 1990s. Predator–prey systems, where in particular non-spatial models tend to be unstable or lead to population extinction (Taylor, 1990), have been shown to be able to persist spatially even if local populations in different patches fluctuate (Wilson et al., 1993). In our case, the coexistence of the prey and predators was strongly mediated by the density-dependent dispersal behaviours of PE and PP. The stability diagram in Fig. 4 shows that, for the two-patch model, the prey and predators can stably coexist when the carrying capacity of the prey is low and when the PE and PP are weak. This stable coexistence was disturbed by the introduction of the density-dependent dispersal behaviours (PE and PP). For instance, an increase in the PE intensity could lead to the extinction of predators when the prey carrying capacity is low. This is because PE can affect the prey population by providing local refuges and thus induce a lack of prey for the predators.

Beside their effects on the asymptotic behaviour of the population dynamics, PE and PP can also influence the population size. Low population size can be expected when the patches are connected only by random-walk.
Although prey does not go extinct in the system, small prey population size was indeed observed when only PP was present in the model. This is expected since the pursuit of predators can bring the system to a spatially evenly distribution in the absence of PE and PP. However, the mean population increased whenever PE was present in the model. The evasiveness of the prey does not only save a local prey population from predation, but also promotes the rescue effect between prey populations. Furthermore, an increase in the population size is also associated with a decrease in the level of spatial synchrony (Fig. 3 and Fig. 5), consistent with the idea that spatial synchrony reduces the persistence of the population (Lloyd and May, 1999 and Matter, 2001).

Overall, our findings suggest that the two density-dependent dispersal behaviours, PE and PP, can provoke asynchronous dynamics even in the absence of environmental heterogeneity, and thus both can improve the metapopulation persistence. Specifically, PE has a stronger desynchronizing effect on the dynamics than PP. Furthermore, weak density-dependent dispersal behaviours promote the spread of the prey and predator. However, when one of the two density-dependent dispersal PE and PP is strong, the range expansion will slow down. These results provide theoretical clues for reducing the rate of spread of problematic invasive species by choosing appropriate biological control agents that can provoke strong density-dependent dispersal of either the agent or targeted species.
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