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Abstract

Regularised Gaussian Belief Propagation

F. Kamper

Dissertation: PhD
December 2018

Belief propagation (BP) has been applied as an approximation tool in a variety of inference problems. BP does not necessarily converge in loopy graphs and, even if it does, is not guaranteed to provide exact inference. Even so, BP is useful in many applications due to its computational tractability. On a high level this dissertation is concerned with addressing the issues of BP when applied to loopy graphs. To address these issues we formulate the principle of node regularisation on Markov graphs (MGs) within the context of BP. The main contribution of this dissertation is to provide mathematical and empirical evidence that the principle of node regularisation can achieve convergence and good inference quality when applied to a MG constructed from a Gaussian distribution in canonical parameterisation. There is a rich literature surrounding BP on Gaussian MGs (labelled Gaussian belief propagation or GaBP), and this is known to suffer from the same problems as general BP on graphs. GaBP is known to provide the correct marginal means if it converges (this is not guaranteed), but it does not provide the exact marginal precisions. We show that our regularised BP will, with sufficient tuning, always converge while maintaining the exact marginal means. This is true for a graph where nodes are allowed to have any number of variables. The selection of the degree of regularisation is addressed through the use of heuristics. Our variant of GaBP is tested empirically in a variety of settings. We show that our method outperforms other variants of GaBP available in the literature, both in terms of convergence speed and quality of inference. These improvements suggest that the principle of node regularisation in BP should be investigated in other inference problems. A by-product of GaBP is that it can be used to solve linear systems of equations; the same is true for our variant and in this context we make an empirical comparison with the conjugate gradient (CG) method.
Geregerariserde Gaussiese Geloofigpropagasie
("Regularised Gaussian Belief Propagation")

F. Kamper

Proefskrif: PhD
Desember 2018

Geloofigpropagasie word in 'n verskeidenheid van inferensie-probleme as 'n benaderings-gereedskap toegepas. Geloofigpropagasie konvergeer nie noodwendig in grafieke met sirkelroetes nie, en selfs al doen dit, is dit nie gewaarborg om korrekte inferensie te verskaf nie. Ten spyte hiervan is geloofigpropagasie nuttig in baie toepassings as gevolg van die goeie berekenings-aspekte daarvan. Op 'n hoë vlak is hierdie tesis gefokus op die verbetering van geloofigpropagasie wanneer dit op grafieke met sirkelroetes toegepas word. Om hierdie verbeteringe te bereik, word die beginsel van nodusregulering in die konteks van Markov-grafieke (MG’e) geformuleer. Die hoof bydrae van hierdie tesis is om wiskundige en empiriese bewyse te verskaf dat die beginsel van nodusregulering konvergensie kan bewerkstellig en goeie inferensie-kwaliteit kan verskaf wanneer die MG saamgestel is uit 'n Gaussiese verdeling in kanoniiese vorm. Daar is 'n ryk literatuur rondom hierdie tipe geloofigpropagasie (Gaussiese geloofigpropagasie of GaBP) en dit is bekend dat GaBP dieselfde probleme as algemene geloofigpropagasie ervaar. GaBP verskaf die korrekte marginale gemiddeldes by konvergensie (konvergensie is nie gewaarborg nie), maar verskaf nie noodwendig die korrekte marginale presisies nie. Ons wys dat ons aangepaste geloofigpropagasie altyd konvergeer, gegee die nodusregulering, terwyl dit steeds die korrekte marginale gemiddeldes verskaf. Hierdie is waar vir enige grafiek, ongeag die aantal veranderlikes per nodus. Die keuse van die graad van regulering word deur heuristieke metodes aangespreek. Ons GaBP metode word in 'n verskeidenheid van situasies empiries getoets. In hierdie situasies vaar ons metode beter as ander metodes in die literatuur, beide in terme van konvergensie-spoed en die kwaliteit van die inferensie. Hierdie verbeteringe stel voor dat die beginsel van nodusregulering in geloofigpropagasie in ander inferensie-probleme ondersoek moet word. 'n Byprodukt van GaBP is dat dit gebruik kan word om stelsels van lineêre vergelykings op te los; dieselfde is waar
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in die geval van ons metode en ons maak binne hierdie konteks 'n empiriese vergelyking met die toegevoegde gradiënt (CG)-metode.
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Chapter 1

Introduction

The main goal of this chapter is to provide the reader with a high-level understanding of the topics covered in this dissertation before delving into specifics in the subsequent chapters. The scope can be narrowed to the application of belief propagation (BP) to probabilistic graphical models (PGMs). We start with a discussion of these fundamentals.

1.1 Probabilistic Graphical Models

PGMs are used to represent the conditional dependence between random variables in the form of a graph. PGMs can be used to encode complex probability distributions compactly and allow the user to exploit the conditional dependence structure of a random vector to perform tasks efficiently (even in some otherwise intractable tasks). Consider for instance the task of assigning values to a vector of binary random variables $X: k \times 1$ given evidence $E$. The maximum a posteriori (MAP) assignment is

$$x_{\text{MAP}} = \arg\max_x \{\text{Prob}(X = x|E)\}, \quad (1.1)$$

where $x = (x_1, x_2, \ldots, x_k)'$ is such that $x_i \in \{0, 1\}$. The brute-force approach would be to evaluate $\text{Prob}(X = x|E)$ for all $2^k$ possible $x$, a computationally intractable task even for moderate $k$. A PGM would attempt to exploit conditional independence characteristics of $\text{Prob}(X = x|E)$ to perform the inference given in Equation (1.1) in a tractable way, using one of a variety of algorithms.

In this dissertation we focus on Markov graphs (MGs), also known as undirected graphs or Markov random fields. A MG consists of a set of nodes $\mathcal{V}$ and a set of edges $\mathcal{E}$. Each node in $\mathcal{V}$ is represented by a random variable, while the set of edges $\mathcal{E}$ defines which nodes are linked in the graph. Consider two nodes $i, j$, where $i \neq j$, and let $m = \min(i, j)$ and $n = \max(i, j)$. Nodes $i$ and $j$ are linked if and only $(m, n) \in \mathcal{E}$. Figure 1.1 contains two examples of a MG for the random vector $X = (X_1, X_2, X_3, X_4, X_5, X_6)'$. The set of edges for the sparsely
CHAPTER 1. INTRODUCTION

Fully Connected MG

Sparsely Connected MG

Figure 1.1: Illustration of two MGs for the random vector $\mathbf{X} = (X_1, X_2, X_3, X_4, X_5, X_6)'$. The left side shows a fully connected MG, while the right side shows a sparsely connected graph.

The connected graph in Figure 1.1 is $\mathcal{E} = \{(1, 2); (1, 3); (2, 5); (3, 4); (4, 6)\}$. The neighbourhood of node $i$ is denoted by $\mathcal{N}_i = \{j : (i, j) \in \mathcal{E}\} \cup \{j : (j, i) \in \mathcal{E}\}$. For the fully connected graph in Figure 1.1, we have $\mathcal{N}_3 = \{1, 2, 4, 5, 6\}$, while for the sparsely connected graph, $\mathcal{N}_3 = \{1, 4\}$.

The structure of a MG can be used to infer certain conditional independencies of the random vector it represents. Consider a MG, $\mathcal{G}$, for the random vector $\mathbf{X} = (X_1, X_2, \ldots, X_k)'$. The univariate variables $X_i, X_j$, where $i < j$, are conditionally independent given the other variables if $(i, j) \notin \mathcal{E}$ (these are called the pairwise independencies of the graph). In the sparsely connected graph of Figure 1.1, we see that the random variables $X_5$ and the random vector $(X_3, X_4)'$ are conditionally independent given $(X_1, X_2)'$. The vectors $\mathbf{X}_1$ and $\mathbf{X}_2$ are conditionally independent given $\mathbf{X}_3$ if every path between the nodes representing $\mathbf{X}_2$ and the nodes representing $\mathbf{X}_3$ intersect a node representing a variable in $\mathbf{X}_3$. These are called the global Markov independencies of $\mathcal{G}$. For instance, in the sparsely connected graph of Figure 1.1, we see that the random variable $X_5$ and the random vector $(X_3, X_4)'$ are conditionally independent given $(X_1, X_2)'$. 
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Figure 1.2: Illustration of clustering applied to the two MGs displayed in Figure 1.1. The clusters are $(X_1, X_2)^\prime$; $(X_3, X_4)^\prime$; $X_5$ and $X_6$.

We also allow for MGs where nodes can receive more than one variable. Consider the partition $X = (X_1', X_2', \ldots, X_p')$, where $X_t : t = 1, 2, \ldots, p$ are non-overlapping subvectors of $X$. Suppose we are interested in the pairwise independencies of these subvectors, i.e. are $X_t$ and $X_s$ conditionally independent, given the other subvectors? From the global Markov independencies we can define a new graph, $\tilde{G}$, with nodes $\tilde{V} = \{1, 2, \ldots, p\}$ and $(s, t) \in \tilde{E}$ if, and only if, no variable in $X_s$ has a edge with a variable in $X_t$ in $\mathcal{G}$. The pairwise independencies of the partition can be inferred from $\tilde{G}$ in the same way we inferred the pairwise independencies of the univariate random variables from $\mathcal{G}$. We refer to the process of creating a partition as clustering. When confronted with clustering, the term MG refers to $\tilde{G}$. The MGs for the graphs displayed in Figure 1.1, with the clusters $(X_1, X_2)^\prime$; $(X_3, X_4)^\prime$; $X_5$ and $X_6$, are given in Figure 1.2. For the sparsely connected graph, we see that $(X_1, X_2)$ and $X_6$ are conditionally independent given the other variables. This figure also displays the assertion that the random variable $X_5$ and the random vector $(X_3, X_4)^\prime$ are conditionally independent given $(X_1, X_2)^\prime$ more clearly.

When performing clustering, we denote the indices of the variables represented by cluster $i$ as $C_i$. For the clustering done in Figure 1.2 we see that $C_1 = \{1, 2\}, C_2 = \{3, 4\}, C_3 = \{5\}$ and $C_4 = \{6\}$. Let $\text{vec}(C_i)$ be the vector of the indices in $C_i$. We assume, without loss of generality, that
$$(\text{vec}(C_1)', \text{vec}(C_2)', \ldots, \text{vec}(C_p)')' = (1, 2, \ldots, k)'$$ (if this does not hold the variables can be reordered to do so).

In the next section we discuss a certain type of BP that exploits the pairwise and global independencies of MGs to obtain computational advantages for the task of performing inference.

### 1.2 Belief Propagation

Belief propagation (BP) is one of the algorithms that can be used to perform inference on PGMs. Informally speaking, BP is a message-passing algorithm that communicates between the nodes of a PGM. The critical advantage is that direct communication between unlinked nodes is not necessary. Hence the more sparse the graph, the more efficient the BP. The BP algorithm iteratively constructs messages between linked nodes until the messages converge. At this point a node collects all incoming messages and uses these to create a potential. This potential is used to perform inference.

In the context of error-correcting codes, the roots of BP can be traced back to the development of the sum-product algorithm as a decoding algorithm for LDPC codes (Gallager, 1963). Belief propagation (probability propagation) for Bayesian networks was introduced by Pearl (1988); Shachter (1988); Shafer and Shenoy (1990); and Lauritzen and Spiegelhalter (1988). BP was found (at a later stage) to be equivalent to the sum-product algorithm (Frey and Kschischang, 1996; Aji and McEliece, 2000). Perhaps the most successful application of BP can be found in the development of turbo codes, with performances in terms of bit error rate (BER) approaching that of the Shannon limit (Murphy et al., 1999).

BP on tree-structured graphs is known to converge and provide exact inference at convergence (Pearl, 1988). The inference quality of BP can be severely compromised when it is applied to loopy graphs (Weiss and Freeman, 2001). A graph is said to contain a loop if there exists a path in the graph that connects a node to itself. When a graph has loops, BP does not necessarily converge, and even if it does, is not guaranteed to provide exact inference. Even so, BP is useful in many applications due to its computational tractability, particularly in cases where the inference quality of BP is acceptable (as in the case of turbo codes).

In this dissertation we focus on BP applied to MGs where the underlying density function has a specific factorisation. We discuss this factorisation in the next section.
1.2.1 Formulation

Let us consider a random vector $X : k \times 1$ with density function $f(x)$. Our task is to perform inference on $f(x)$ where it is assumed that,

$$f(x) = \frac{1}{Z} \prod_{i \in V} \psi_{ii}(x_i) \prod_{(i,j) \in E} \psi_{ij}(x_i, x_j),$$

where $Z$ is a normalising constant, the $x_i$’s are mutually exclusive and exhaustive subvectors of $x = (x'_1, x'_2, \ldots, x'_p)'$ and $V = \{1, 2, \ldots, p\}$ where $p \leq k$. Consider the MG obtained by partitioning $X$ according to the partition $x = (x'_1, x'_2, \ldots, x'_p)'$. A consequence of the Hammersley-Clifford theorem (Hammersley and Clifford, 1971; Clifford, 1990) is that the MG for the partition will have nodes $V$ and edges $E$. Note that if $(i, j) \in E$ we implicitly assume that $i < j$.

When the nodes are one-dimensional ($p = k$), the factorisation in Equation (1.2) yields a pairwise MG. There are many ways of formulating BP on the factorisation given in Equation (1.2) (factor graphs or cluster graphs, for example). In this dissertation we focus on a multivariate extension of BP on pairwise MGs.

Let $N_i \setminus j$ be the set $N_i$ with element $j$ removed (the assumption that $j \in N_i$ is made implicitly). BP can be formulated using the sum-product or max-sum rule. For the sum-product rule, BP seeks to perform iterative updates to obtain the stationary conditions,

$$m_{ij}(x_j) = \int \psi_{ii}(x_i) \psi_{ij}(x_i, x_j) \prod_{t \in N_i \setminus j} m_{ti}(x_i) dx_i,$$

for all $i \in V$ and all $j \in N_i$. For the max-sum rule, this changes to

$$m_{ij}(x_j) = \max_{x_i} \left\{ \log(\psi_{ii}(x_i)) + \log(\psi_{ij}(x_i, x_j)) + \sum_{t \in N_i \setminus j} m_{ti}(x_i) \right\},$$

for all $i \in V$ and all $j \in N_i$. Note that the max-sum formulation given in Equation (1.4) can easily be changed to a minimisation problem. In both Equation (1.3) and Equation (1.4) we have $\psi_{ij}(x_i, x_j) = \psi_{ji}(x_j, x_i)$ when $i > j$.

1.2.2 Message Updates

Bickson (2008) describes two conventional types of message-update rules that can be used for the purpose of iterating equations to achieve the stationary conditions given in Equation (1.3) or Equation (1.4). In synchronous message passing, new messages are formed using messages from the previous round only
and are therefore not influenced by the message scheduling. This is in contrast to the asynchronous case, where messages updated in the current round are used to compute new messages. Although asynchronous updates tend to outperform the synchronous approach (Koller and Friedman, 2009), our main focus is on the synchronous case. We do this since one of the more attractive properties of GaBP is its application in distributive settings, which is far more compatible with synchronous message updates. Synchronous implementation also allows us to compare different GaBP algorithms without considering the effects of different message schedulings. For the sum-product formulation, the synchronous message updates will be,

$$m_{ij}^{(n+1)}(x_j) = \int \psi_{ii}(x_i) \psi_{ij}(x_i, x_j) \prod_{t \in N_i \backslash j} m_{ti}^{(n)}(x_i) dx_i, \quad (1.5)$$

while for the max-sum we have:

$$m_{ij}^{(n+1)}(x_j) = \max_{x_i} \left\{ \log(\psi_{ii}(x_i)) + \log(\psi_{ij}(x_i, x_j)) + \sum_{t \in N_i \backslash j} m_{ti}^{(n)}(x_i) \right\}, \quad (1.6)$$

for all $i \in V$ and all $j \in N_i$. The sum-product and max-sum formulation of BP are related in the sense that they can both be used to perform approximate inference, although they may provide different approximations. We note that if the density function given in Equation (1.2) is a Gaussian density function, then the message updates given in Equations (1.5) and (1.6) are equivalent.

### 1.2.3 Posterior Distributions

We associate with each $i \in V$ the prior distribution $\psi_{ii}(x_i)$. After iteration $n$ we have messages $m_{ij}^{(n)}(x_j)$ for all $i \in V$ and all $j \in N_i$. Within the context of BP, we can construct a posterior distribution for node $i$ at iteration $n$ using

$$\text{post}_i^{(n)}(x_i) = \psi_{ii}(x_i) \prod_{t \in N_i} m_{ti}^{(n)}(x_i) \quad (1.7)$$

and

$$\text{post}_i^{(n)}(x_i) = \psi_{ii}(x_i) \prod_{t \in N_i} \exp \left\{ m_{ti}^{(n)}(x_i) \right\}. \quad (1.8)$$

for the sum-product and max-sum formulations respectively. Essentially, the distribution given in Equation (1.7) (or Equation (1.8)), after appropriate normalisation, provides an approximation for the true marginal density function of the variables in $x_i$. Consider the max-sum formulation and let

$$\text{post}_{i \cup j}^{(n)}(x_i) = \psi_{ii}(x_i) \prod_{t \in N_i \backslash j} \exp \left\{ m_{ti}^{(n)}(x_i) \right\}, \quad (1.9)$$
then
\[ m_{ij}^{(n+1)}(x_j) = \max_{x_j} \left\{ \log(\text{post}_{i,j}^{(n)}(x_i)) + \log(\psi_{ij}(x_i, x_j)) \right\}. \] (1.10)

Equation (1.10) provides a good basis for motivating our high-level approach, which we discuss in the next section.

### 1.2.4 High-level Approach of this Dissertation

The focus of this dissertation can be (partially) narrowed to addressing the convergence shortcomings of BP when applied to loopy MGs. The idea is to develop an adjusted BP variant that is able to perform satisfactory inference on loopy MGs with an arbitrary conditional independence structure. To this end we propose a regularised variant of Equation (1.6) (we give a sum-product variant in Section 1.4.3):

\[ m_{ij}^{(n+1)}(x_j) = \max_{x_j} \left\{ \log(\psi_{ii}(x_i)) + \log(\psi_{ij}(x_i, x_j)) + \sum_{t \in \mathcal{N} \setminus i} m_{iti}^{(n)}(x_i) - \frac{\lambda}{q} ||x_i - \theta_{i}^{(n-1)}||_q^q \right\} \]
\[ = \max_{x_i} \left\{ \log(\text{post}_{i,j}^{(n)}(x_i)) - \frac{\lambda}{q} ||x_i - \theta_{i}^{(n-1)}||_q^q + \log(\psi_{ij}(x_i, x_j)) \right\} \] (1.11)

The value \( \theta_{i}^{(n-1)} \) in Equation (1.11) is selected at iteration \( n-1 \), and \( \lambda \) is a regularisation parameter. Essentially we are encouraging \( x_i \) to take values closer to \( \theta_{i}^{(n-1)} \) at iteration \( n \) for the purpose of constructing the messages to neighbouring nodes at iteration \( n + 1 \). The purpose of the max-sum variant given in Equation (1.11) is to provide a method that will converge for any MG, while providing satisfactory inference quality. In cases where basic BP converges, this method should provide comparable results (hopefully improving), both in terms of convergence speed and inference quality. This dissertation focuses on discussing these aspects for a special MG, i.e. one induced by a multivariate Gaussian distribution. The Gaussian assumption simplifies certain technical aspects (such as conjugacy of the messages) and provides a convenient starting point for testing our high-level approach. It is our viewpoint that, if the propagation given in Equation (1.11) proves successful for the Gaussian case, there is no reason why it should not be able to generalise to other MGs and indeed general BP on graphs.

BP on a MG induced by a multivariate Gaussian distribution is often referred to as Gaussian belief propagation (GaBP). On a high level, this dissertation is concerned with addressing the problems underlying the application of BP to
general loopy MGs using the Gaussian assumption as an example. It should be noted that studying GaBP is worthwhile in its own right and there is significant literature available on this subject. This is reviewed in the next section. Although this dissertation is focused heavily on GaBP, we do not want the reader to forget the high-level approach and the link to BP in general. We highlight some focus points of this dissertation:

- Providing mathematical details and proofs for validating our high-level approach (such as proving convergence).
- Providing empirical evidence for statements not explicitly proven.
- Empirical comparisons of our GaBP variant with other variants from the literature.
- Proposing novel ways of utilising the GaBP algorithm.

In the next section we discuss aspects of GaBP and conduct a literature review of the topic.

1.3 Gaussian Belief Propagation

GaBP is a specialised application of BP on a Markov graph assuming a multivariate Gaussian random variable in canonical parameterisation. From this point onwards we denote the precision matrix of a \( k \times 1 \) Gaussian random variable by \( S: k \times k \) and the potential vector by \( b: k \times 1 \). Consider the set of nodes \( \mathcal{V} \) where \( |\mathcal{V}| = p \leq k \). Each node \( i \) in \( \mathcal{V} \) is associated with a cluster of variables \( \mathcal{C}_i \subseteq \{1, 2, \ldots, k\} \), such that the \( \mathcal{C}_i \)'s are mutually exclusive and \( \bigcup_{i \in \mathcal{V}} \mathcal{C}_i = \{1, 2, \ldots, k\} \).

**Notation 1** Consider the precision matrix \( S \) and the clusters \( \mathcal{C}_1, \mathcal{C}_2, \ldots, \mathcal{C}_p \) assigned to nodes. Set \( d_i = |\mathcal{C}_i| \). By \( S_{ij} : d_i \times d_j \) we mean the submatrix of \( S \) corresponding to the variables in \( \mathcal{C}_i \) for the rows and \( \mathcal{C}_j \) for the columns. The vector \( b_i : d_i \times 1 \) is the subvector of \( b \) corresponding to the variables in \( \mathcal{C}_i \).

**Notation 2** For a Gaussian distribution with precision matrix \( S \), the set of edges is defined to be \( \mathcal{E} = \{(i, j) : i < j \text{ and } S_{ij} \neq 0\} \). The neighbourhood of node \( i \) simplifies to \( \mathcal{N}_i = \{j : i < j \text{ and } S_{ij} \neq 0\} \).

In terms of Equation (1.2) we can write:

\[
\psi_{ii}(x_i) = \exp \left[-\frac{1}{2} x_i' S_{ii} x_i + x_i'b_i \right] : i \in \mathcal{V} \\
\psi_{ij}(x_i, x_j) = \exp \left[-x_i' S_{ij} x_j \right] : (i, j) \in \mathcal{E}.
\] (1.12)
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We can now apply the max-sum rule to formulate the message updates for the GaBP algorithm. The max-sum and sum-product rules are equivalent in the Gaussian case. See, for instance, Bickson (2008) for the equivalence of sum-product GaBP and max-product GaBP (identical to max-sum) where nodes are one-dimensional. A proof for this equivalence in the multivariate case is given implicitly in Section 1.4.3 (the proof can be obtained by setting \( \lambda = 0 \) in the derivation).

1.3.1 Message Updates

We proceed under the assumption that \( m_{ij}^{(n)}(x_j) = K_{ij}^{(n)}(x_j) = K_{ij}^{(n)} - \frac{1}{2}x_j'Q_{ij}^{(n)}x_j + x_j'v_{ij}^{(n)}, \) \( K_{ij}^{(n)} \) is a constant and \( Q_{ij}^{(n)} : d_j \times d_j \) is symmetric for all nodes \( i \) and all \( j \in N_i \). We have that

\[
\log(\text{post}_{ij}^{(n)}(x_j)) = -\frac{1}{2}x_i'S_{ii}x_i + x_i'b_i + \sum_{t \in N \setminus j} K_{ti}^{(n)} - \frac{1}{2} \sum_{t \in N \setminus j} x_t'Q_{tt}^{(n)}x_t
\]

\[
+ \sum_{t \in N \setminus j} x_t'v_{ti}
\]

\[
= -\frac{1}{2}x_i'\left[S_{ii} + \sum_{t \in N \setminus j} Q_{ti}^{(n)}\right]x_i + x_i'[b_i + \sum_{t \in N \setminus j} v_{ti}'] + \tilde{K}_{ij}^{(n)}
\]

\[
= -\frac{1}{2}x_i'P_{ij}^{(n)}x_i + x_i'z_{ij}^{(n)} + \hat{K}_{ij}^{(n)}, \quad (1.13)
\]

where \( P_{ij}^{(n)} = S_{ii} + \sum_{t \in N \setminus j} Q_{ti}^{(n)} \), \( z_{ij}^{(n)} = b_i + \sum_{t \in N \setminus j} v_{ti} \) and \( \hat{K}_{ij}^{(n)} = \sum_{t \in N \setminus j} K_{ti}^{(n)} \). We make the additional assumption that \( P_{ij}^{(n)} \) is positive definite and note that \( P_{ij}^{(n)} \) is symmetric by the symmetry of the \( Q_{ti}^{(n)} \). S. We see that:

\[
m_{ij}^{(n+1)}(x_j) = \hat{K}_{ij}^{(n)} + \max_{x_i} \left\{ -\frac{1}{2}x_i'P_{ij}^{(n)}x_i + x_i'(z_{ij}^{(n)} - S_{ij}x_j) \right\}
\]

\[
= \hat{K}_{ij}^{(n)} + \frac{1}{2}(S_{ij}x_j - z_{ij}^{(n)})'[P_{ij}^{(n)}]^{-1}(S_{ij}x_j - z_{ij}^{(n)})
\]

\[
= \hat{K}_{ij}^{(n)} + \frac{1}{2}[z_{ij}^{(n)}]'[P_{ij}^{(n)}]^{-1}z_{ij}^{(n)} + \frac{1}{2}x_j'S_{ji}[P_{ij}^{(n)}]^{-1}x_j
\]

\[
- x_j'\left[S_{ji}[P_{ij}^{(n)}]^{-1}z_{ij}^{(n)} \right]
\]

\[
= \hat{K}_{ij}^{(n+1)} - \frac{1}{2}x_j'Q_{ij}^{(n+1)}x_j + x_j'v_{ij}^{(n+1)}, \quad (1.14)
\]

where:

\[
K_{ij}^{(n+1)} = \hat{K}_{ij}^{(n)} + \frac{1}{2}[z_{ij}^{(n)}]'[P_{ij}^{(n)}]^{-1}z_{ij}^{(n)}
\]

\[
Q_{ij}^{(n+1)} = -S_{ji}[P_{ij}^{(n)}]^{-1}S_{ij} \quad \text{(1.15)}
\]

\[
v_{ij}^{(n+1)} = -S_{ji}[P_{ij}^{(n)}]^{-1}z_{ij}^{(n)} \quad \text{(1.16)}
\]
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We see that conjugate messages can be obtained through appropriate initialisation and we use \( Q_{ij}^{(0)} = 0 \) and \( v_{ij}^{(0)} = 0 \) for all nodes \( i \) and all \( j \in \mathcal{N}_i \).

1.3.2 Processing the Posteriors

After performing one pass of synchronous message updates we need to construct marginals associated with the updated messages. At iteration \( n \) we have:

\[
\text{post}_i^{(n)}(x_i) = \psi_{ii}(x_i) \prod_{t \in \mathcal{N}_i} \exp \left\{ m_{ti}^{(n)}(x_i) \right\} \\
= \exp \left[ -\frac{1}{2} x_i' S_{ii} x_i + x_i' b_i \right] \prod_{t \in \mathcal{N}_i} \exp \left[ K_{ti}^{(n)} - \frac{1}{2} x_i' Q_{ti}^{(n)} x_i + x_i' v_{ti}^{(n)} \right] \\
= \exp \left[ \sum_{t \in \mathcal{N}_i} K_{ti}^{(n)} \right] \exp \left[ -\frac{1}{2} x_i' P_{ii}^{(n)} x_i + x_i' z_{ii}^{(n)} \right] \\
\propto \exp \left[ -\frac{1}{2} x_i' P_{ii}^{(n)} x_i + x_i' z_{ii}^{(n)} \right],
\]

where \( P_{ii}^{(n)} = S_{ii} + \sum_{t \in \mathcal{N}_i} Q_{ti}^{(n)} \) and \( z_{ii}^{(n)} = b_i + \sum_{t \in \mathcal{N}_i} v_{ti}^{(n)} \). Notice that the constant \( K_{ij}^{(n)} \) plays no role in determining the marginal after the posterior distribution has been normalised. Hence the update and tracking of the constant component of the messages is ignored in the GaBP algorithm. Note that the posterior distribution estimates the marginal as a Gaussian distribution, with precision matrix and potential vector \( P_{ii}^{(n)} \) and \( z_{ii}^{(n)} \) respectively. This gives an estimate for the marginal mean, i.e. \( \mu_i^{(n)} = [P_{ii}^{(n)}]^{-1} z_{ii}^{(n)} \), and therefore we can use the GaBP algorithm to convert a multivariate Gaussian distribution in canonical form to approximate marginals in the mean-covariance parameterisation. This is an important observation, since it links GaBP to linear algebra. We introduce some terminology:

**Terminology 1** The posterior distribution for node \( i \in \mathcal{V} \) resulting from the GaBP algorithm at iteration \( n \) is characterised by the posterior precision, \( P_{ii}^{(n)} \), and the posterior mean, \( \mu_i^{(n)} \).

The synchronous GaBP procedure in Algorithm 1 uses the following computational shortcuts:

\[
P_{ij}^{(n)} = P_{ii}^{(n)} - Q_{ji}^{(n)} \\
z_{ij}^{(n)} = z_{ii}^{(n)} - v_{ji}^{(n)}.
\]

Algorithm 1 is terminated when \( \text{Err} \leq \epsilon \), where \( e_i^{(n)} = \sum_j S_{ij} \mu_j^{(n)} - b_i \) and \( \text{Err} = \max_i \{||e_i^{(n)}||_{\infty}\} \), or if the maximum number of iterations is reached. The
Algorithm 1 Synchronous GaBP

1. Provide a precision matrix $S : k \times k$, a potential vector $b : k \times 1$ and clusters $C_i : i = 1, 2, \ldots, p$ as inputs.

2. Specify a tolerance $\epsilon$ and a maximum number of iterations $m$.

3. Initialise $Q_{ij}^{(0)} = 0 : d_j \times d_j$ and $v_{ij}^{(0)} = 0 : d_j \times 1$ for all $i$ and all $j \in N_i$.

4. Set Err = Inf and $n = 0$.

5. While Err $> \epsilon$
   a) Compute $P_i^{(n)} = S_{ii} + \sum_{j \in N_i} Q_{ji}^{(n)}$ and $z_{i}^{(n)} = b_i + \sum_{j \in N_i} v_{ji}^{(n)}$ for $i = 1, 2, \ldots, p$.
   b) Set $\mu_{i}^{(n)} = [P_i^{(n)}]^{-1}z_{i}^{(n)}$, $e_{i}^{(n)} = \sum_j S_{ij} \mu_{j}^{(n)} - b_i$ and Err $= \max\{||e_{i}^{(n)}||_\infty\}$.
   c) If Err $> \epsilon$, do for all $i \in \{1, 2, \ldots, p\}$ and all $j \in N_i$:
      $Q_{ij}^{(n+1)} = -S_{ji}[P_i^{(n)} - Q_{ji}^{(n)}]^{-1}S_{ij}$ and
      $v_{ij}^{(n+1)} = -S_{ji}[P_i^{(n)} - Q_{ji}^{(n)}]^{-1}[z_{i}^{(n)} - v_{ji}^{(n)}]$.
   d) Increment $n$.
   e) If $n = m$, break.

6. End.

reason for this is that convergence of the posterior means usually indicates that the remaining components of the algorithm have converged, since the posterior means are functions of all the components iterated in Algorithm 1. In the next section we discuss the convergence and inference quality of the GaBP algorithm.

1.3.3 Convergence Behaviour and Inference Quality

Important work on GaBP can be found in Weiss and Freeman (2001). Here it is shown that, if GaBP converges, the marginal means supplied by this algorithm are the correct ones. Furthermore, it is shown that, if the precision matrix is strictly diagonally dominant, GaBP is guaranteed to converge.

**Definition 1** A matrix $S = [s_{ij}]$ is defined to be strictly diagonally dominant (sdd) if $s_{ii} > \sum_{j \neq i} |s_{ji}|$ for all $i$.

**Definition 2** A matrix $S = [s_{ij}]$ is defined to be weakly diagonally dominant (wdd) if $s_{ii} \geq \sum_{j \neq i} |s_{ji}|$ for all $i$. 
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Weiss and Freeman (2001) also interpret GaBP on loopy graphs as BP on a tree-structured Gaussian MG (known as unwrapped trees). This provides a more convenient typology for the convergence analysis of GaBP, something that will be revisited in this dissertation.

Unfortunately, GaBP does not necessarily provide the correct marginal precisions at convergence, but can still provide reasonable estimates for these quantities.

The exact convergence properties of GaBP remains an open area of research. The class of precision matrices for which GaBP converges has been expanded to include precision matrices that are walk-summable (Malioutov et al., 2006). We introduce some new notation and definitions.

**Notation 3** Consider a matrix $A: m \times n$. By $|A|$ we mean the matrix $A$ in which all elements are replaced by their corresponding absolute values. The determinant of a square matrix $A$ is denoted by $\det(A)$.

**Definition 3** Consider a matrix $A: m \times m$ with eigenvalues (possibly complex) $\lambda_1, \lambda_2, \ldots, \lambda_m$. Let $|.|$ be the modulus of a complex number. The spectral radius of $A$ is defined as $\max_i \{|\lambda_i|\}$ and is denoted by $\rho(A)$.

**Definition 4** The zero-diagonal spectral radius of a matrix $A: m \times m = [a_{ij}]$ is defined to be the spectral radius of $\text{diag}(a_{11}, a_{22}, \ldots, a_{mm}) - A$, and is denoted by $\tilde{\rho}(A)$.

**Definition 5** Consider a positive definite matrix $S: p \times p = [s_{ij}]$ and let $D = \text{diag}\left(\frac{1}{\sqrt{s_{11}}}, \frac{1}{\sqrt{s_{22}}}, \ldots, \frac{1}{\sqrt{s_{pp}}}\right)$. The matrix $S$ is defined to be walk-summable if $\tilde{\rho}(DSD) < 1$.

The proof for convergence of the GaBP algorithm for walk-summable precision matrices provided by Malioutov et al. (2006) is for univariate nodes. In Chapter 3 we show that the walk-summability convergence result also extends to the multivariate case. We will also define a new, preconditioned variant of walk-summability that shows that GaBP with higher-dimensional nodes could converge in cases where the univariate version does not. A recent work provides necessary and sufficient conditions for the convergence of univariate synchronous GaBP, under a specified initialisation set (Su and Wu, 2015). Furthermore, necessary and sufficient convergence conditions are established for damped univariate synchronous GaBP and these include the allowable range for the damping factor. They also provide theoretical confirmation that damping can improve the convergence behaviour of GaBP. The problem with these contributions is that their conditions for convergence may be difficult to verify. For instance, verifying walk-summability requires finding the maximum absolute eigenvalue of a $p \times p$ matrix, while the conditions from Su and
Wu (2015) require solving a semi-definite program (SDP) and evaluating the spectral radius of an infinite dimensional matrix (Sui et al., 2015).

1.3.4 Links to Linear Algebra

GaBP can be connected to the area of linear algebra (Shental et al., 2008). As discussed previously, GaBP can be used to convert a multivariate Gaussian distribution in canonical form to approximate marginals for each set of variables \( C_i : i = 1, 2, \ldots, p \). Suppose that GaBP has converged, then the converged posterior marginals provide the exact marginal means, i.e. \( \mu_i^{(\infty)} = \mu_i \), where \( S\mu = b \), and hence GaBP implicitly solves this linear system of equations. The use of GaBP as a solver of linear systems has been proposed in the literature (Shental et al., 2008; Bickson, 2008; El-Kurdi et al., 2012b). GaBP is attractive as a solver of linear systems due to the ease of distributed implementation and the exploitation of sparsity in the precision matrix (our high-level approach retains these characteristics).

One of the major restrictions in using GaBP as a solver of linear systems is that it can only be applied on a sub-class of symmetric and positive definite matrices. In this dissertation, we will show that our high-level approach yields a GaBP variant capable of converging for any symmetric and positive definite matrix, given sufficient regularisation. Hence, our approach expands the application domain of GaBP in the context of linear systems.

GaBP has been compared favourably to other solvers of linear systems in the literature, such as the Jacobi and Gauss-Seidel methods (Bickson, 2008). In our experience, the GaBP algorithm can struggle to compete with methods such as the conjugate gradient (CG) and preconditioned conjugate gradient (PCG) methods, particularly in loopy MGs with ill-conditioned precision matrices. Apart from inducing convergence, our high-level approach can also accelerate GaBP in cases where this algorithm converges without the aid of regularisation. A portion of this dissertation is dedicated to comparing our GaBP variant with the CG and PCG methods for the purpose of solving linear systems. In Chapter 3 we show that the basic GaBP algorithm performs a certain type of preconditioning automatically. The fact that this preconditioning can significantly lower the condition number of the precision matrix is an advantage of GaBP over CG and PCG.

From a marginalisation viewpoint, GaBP can be used to estimate the marginal precision associated with each set of variables assigned to nodes. The direct method of determining the marginal precisions is to invert the precision matrix, extract the appropriate blocks and invert these block matrices. Therefore, GaBP can be used for the purpose of estimating certain diagonal blocks of the inverse of symmetric and positive definite matrices without the use of direct
matrix inversion. Within the context of our high-level approach, we show, empirically, that its application in GaBP can often improve the accuracy of these approximations.

1.3.5 Competing Algorithms

This section is dedicated to describing some of the competing algorithms to our approach.

- **Convergence Fix GaBP - CFGaBP** (Johnson et al., 2009). This method uses basic GaBP to solve a sequence of linear systems defined by \((S + \lambda I)\mu^{(n)} = b + \lambda \mu^{(n-1)}\). If \(\lambda\) is chosen sufficiently large (for instance, large enough for \(S + \lambda I\) to be walk-summable), each application of basic GaBP will converge and the limit of \(\mu^{(n)}\) will solve the system of equations \(S\mu = b\).

One problem with CFGaBP is that convergence can be slow due to the double-loop nature of the algorithm (inner loop applies GaBP and outer loop updates the linear system). Also, since CFGaBP was designed specifically to solve linear systems, it does not address the problem of improving the precision estimates.

- **Reweighted GaBP - ReGaBP** (Ruozzi and Tatikonda, 2013). This approach uses a parameterised generalisation of the max-sum algorithm to improve on the convergence of GaBP. For ReGaBP there is always a set of parameters that gives computation trees that are positive definite – this is sufficient for the precision components of messages to converge.

The main problem with ReGaBP is that it may require additional damping factors for the mean components to converge. As far as we are aware, there are no theoretical results establishing that there will always be sufficient damping to guarantee convergence (although we were always able to find sufficient damping in our simulations). In our opinion, the convergence behaviour of ReGaBP can be erratic in terms of the selection of the reweighting, and this is further complicated by the need for additional damping. The effect of the reweighting of the messages on the accuracy of the posterior precisions as approximations for the marginal precisions is a concern.

- **Feedback GaBP - FGaBP** (Liu, 2010). A set of nodes is called a feedback set if their removal results in a cycle-free graph. The individual nodes in such a set are called feedback nodes. The idea behind a feedback message passing algorithm (FMP) is to treat the feedback and non-feedback nodes separately. Informally speaking, a FMP starts with message passing among the non-feedback nodes. The non-feedback nodes
send messages to the feedback nodes, which they use to compute their exact marginals. The next step is for the feedback nodes to pass messages, based on their exact marginals, back to the non-feedback nodes. The non-feedback nodes use these messages to perform a final round of message-passing, yielding their exact marginals.

For the Gaussian case, the inference provided by a FMP is exact and completes after $O(k^2p)$ computations, with $k$ being the number of feedback nodes and $p$ the total number of nodes. The consequence is that we would like the feedback set to be as small as possible.

The main problem with FGaBP is that it is less applicable in graphs with a low degree of sparsity. When a graph has a low degree of sparsity, the size of the smallest feedback set will be large, resulting in a higher number of computations. Furthermore, even in cases of moderate sparsity, finding the smallest feedback set can be computationally intractable. One way of dealing with these issues is to use a pseudo-feedback set, that is a set of nodes the removal of which removes the most significant cycles in the graph. The advantage is that the pseudo-feedback set can be chosen to be of any size. The disadvantages are that inference becomes approximate and one is still left with the task of selecting a good pseudo-feedback set.

- *Relaxed GaBP - R GaBP* (El-Kurdi *et al.*, 2012b). R GaBP uses relaxation factors (algorithm can easily be adjusted to use damping factors) to accelerate the convergence of basic GaBP (Su and Wu, 2015).

The main problem with R GaBP is that it uses the same updates as basic GaBP for the precision components of messages. The consequence is that R GaBP cannot be applied to arbitrary precision matrices.

- Johnson *et al.* (2009) make a brief reference to a compressed inner-loop version of CFGaBP, in which each application of GaBP is limited to one iteration. They report that compressed inner-loop CFGaBP can be more efficient than the original method, but may require damping for the adjustment of the potential vector.

The similarity of the compressed CFGaBP to our algorithm depends heavily on the interpretation of the description in the literature. We could not find any reference to compressed CFGaBP in the source code provided by Bickson (2008). If we consider the source code provided for the original CFGaBP method, and apply the description provided by Johnson *et al.* (2009), we see differences in the application of the two methods.
In contrast to the method provided in this dissertation, compressed inner-loop CFGaBP is not a full marginalisation algorithm, requires additional damping factors to be specified, is not theoretically proved to converge for all precision matrices, is not generalised to higher-dimensional nodes, and does not provide a principle that can be applied in general BP.

Each algorithm mentioned above suffers from at least one of the following problems:

1. Does not provide a principle that can be generalised to other applications of BP.
2. Does not converge for arbitrary precision matrices.
3. Convergence can be slow due to implementation method.
4. Estimation of the precisions is ignored.
5. No theoretical proof of guaranteed convergence.
6. Not applicable in dense graphs.
7. Focus is on one-dimensional nodes only.

A large portion of this dissertation will be dedicated to show how our algorithm deals with these issues. In the empirical sections of Chapter 2 and Chapter 4, we provide a comparison of our variant with some of these algorithms. The next section describes the application of our high-level approach in GaBP.

1.4 High-level Application in GaBP

We refer to the application of our high-level approach in GaBP as “regularised” - or “slow” - Gaussian belief propagation. The “slow” relates the regularisation used in our approach to the principle of slow learning. We label our method sGaBP as opposed to rGaBP to avoid confusion with relaxed Gaussian belief propagation (RGaBP).

1.4.1 Message Updates

A natural selection for the $L_q$-norm in Equation (1.11) is $q = 2$, since this will preserve the conjugacy. As for GaBP, we assume that $m_{ij}^{(n)}(x_j) = K_i^{(n)} - \frac{1}{2}x_j^{(n)}Q_{ij}^{(n)}x_j + x_j^{(n)}v_{ij}^{(n)}$, where the components will depend on $\lambda$. We will not express the dependence on $\lambda$ explicitly. Again, $K_{ij}^{(n)}$ is a constant and $Q_{ij}^{(n)}$ is symmetric. In an identical manner to Equation (1.13), we obtain:

$$\log(post_{ij}^{(n)}(x_i)) = -\frac{1}{2}x_i^{(n)}P_{ij}^{(n)}x_i + x_i^{(n)}z_{ij}^{(n)} + K_{ij}^{(n)}.$$  (1.17)
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The application of Equation (1.11) yields:

\[ m^{(n+1)}_{ij}(x_j) = \hat{K}_{ij}^{(n)} + \max_{x_i} \left\{ -\frac{1}{2}x_i'P_{ij}^{(n)}x_i + x_i'(z_{ij}^{(n)} - S_{ij}x_j) \right\} \]

\[ \hat{\theta}_{ij}^{(n)} - \frac{\lambda}{2}(\hat{x}_i - \hat{\theta}_{ij}^{(n-1)})' (\hat{x}_i - \hat{\theta}_{ij}^{(n-1)}) \]

\[ = \hat{K}_{ij}^{(n)} + \frac{1}{2}z_{ij}^{(n)} + \lambda \hat{\theta}_{ij}^{(n-1)} \]

\[ + \frac{1}{2}x_i'S_{ji}[P_{ij}^{(n)} + \lambda I_{di}]^{-1}S_{ij}x_j - x_i'S_{ji}[P_{ij}^{(n)} + \lambda I_{di}]^{-1}[z_{ij}^{(n)} + \lambda \theta_i^{(n-1)}] \]

\[ = K_{ij}^{(n+1)} - \frac{1}{2}x_i'Q_{ij}^{(n+1)}x_j + x_i'v_{ij}^{(n+1)}, \quad (1.18) \]

where:

\[ \hat{K}_{ij}^{(n+1)} = \hat{K}_{ij}^{(n)} - \frac{\lambda}{2}[\hat{\theta}_i^{(n-1)}]' \hat{\theta}_i^{(n-1)} \]

\[ K_{ij}^{(n+1)} = K_{ij}^{(n)} + \frac{1}{2}[z_{ij}^{(n)} + \lambda \theta_i^{(n-1)}]'[P_{ij}^{(n)} + \lambda I_{di}]^{-1}[z_{ij}^{(n)} + \lambda \theta_i^{(n-1)}] \]

\[ Q_{ij}^{(n+1)} = -S_{ji}[P_{ij}^{(n)} + \lambda I_{di}]^{-1}S_{ij} \]

\[ v_{ij}^{(n+1)} = -S_{ji}[P_{ij}^{(n)} + \lambda I_{di}]^{-1}[z_{ij}^{(n)} + \lambda \theta_i^{(n-1)}]. \]

We still have not discussed the selection of the value \( \theta_i^{(n-1)} \). Suppose that the posterior distribution associated with node \( i \) at iteration \( n - 1 \) is given by \( \text{post}_{i}^{(n-1)}(x_i) \), then we propose using:

\[ \theta_i^{(n-1)} = \arg\max_{x_i} \{ \text{post}_{i}^{(n-1)}(x_i) \}. \quad (1.19) \]

In the next section we will see that \( \text{post}_{i}^{(n-1)}(x_i) \) is proportional to a Gaussian distribution and hence,

\[ \theta_i^{(n-1)} = \mu_i^{(n-1)}. \quad (1.20) \]

1.4.2 Processing the Posteriors

Normal GaBP gives the correct marginal means under the assumption of convergence. In order to preserve this property for sGaBP, we need to treat the
posterior distributions in a slightly different way than for GaBP. We form the posterior distribution at iteration $n$ as:

$$
\text{post}^{(n)}_i(x_i) \propto \exp \left[ -\frac{1}{2} x_i' P^{(n)}_i x_i + x_i' P^{(n)}_i [\lambda I + P^{(n)}_i]^{-1} [z^{(n)}_i + \lambda \mu^{(n-1)}_i] \right] \quad (1.21)
$$

where $P^{(n)}_i = S_{ii} + \sum_{t \in N_i} Q^{(n)}_{ti}$ and $z^{(n)}_i = b_i + \sum_{t \in N_i} v^{(n)}_{ti}$. The precision associated with Equation (1.21) is similar to the precision associated with GaBP, however $Q^{(n)}_{ti}$ now depends on the regularisation parameter. For clarity we note that $\text{post}^{(n)}_{i\setminus j}(x_i)$ remains

$$
\psi^{(n)}_{ii}(x_i) \prod_{t \in N_i \setminus j} \exp \left\{ m^{(n)}_{ti}(x_i) \right\}
$$

as in Equation (1.9), but now depends on $\lambda$. The marginal mean associated with Equation (1.21) can be shown to be:

$$
\mu^{(n)}_i = [\lambda I + P^{(n)}_i]^{-1} [z^{(n)}_i + \lambda \mu^{(n-1)}_i]. \quad (1.22)
$$

Essentially we are introducing a form of damping on the progression of the posterior means over the iterations. This damping is necessary to ensure that the posterior means provided at convergence give the correct marginal means (see Theorems 3 and 14).

We implement sGaBP in Algorithm 2 (see next page), where we use the notation:

$$
P^{(n)}_i = \lambda I + P^{(n)}_i.
$$

### 1.4.3 Sum-product sGaBP

In this section we discuss a sum-product (as opposed to max-sum) formulation of sGaBP. The sum-product message updates in the unregularised setting was given as,

$$
m^{(n+1)}_{ij}(x_j) = \int \psi_{ii}(x_i) \psi_{ij}(x_i, x_j) \prod_{t \in N_i \setminus j} m^{(n)}_{ti}(x_i) dx_i,
$$

in Equation (1.5). Within the context of regularisation, we define the message-updates to be:

$$
m^{(n+1)}_{ij}(x_j) = \int \psi_{ii}(x_i) \psi_{ij}(x_i, x_j) \exp \left( -\frac{\lambda}{q} ||x_i - \theta^{(n-1)}_i||^q \right) \prod_{t \in N_i \setminus j} m^{(n)}_{ti}(x_i) dx_i,
$$

(1.23)
Algorithm 2 Synchronous regularised GaBP

1. Provide a precision matrix $S : k \times k$, a potential vector $b : k \times 1$ and clusters $C_i : i = 1, 2, \ldots, p$ as inputs.

2. Specify a tolerance $\epsilon$, a maximum number of iterations $m$ and a regularisation parameter $\lambda$.

3. Initialise $Q_i^{(0)} = 0 : d_j \times d_j$, $v_i^{(0)} = 0 : d_j \times 1$, $\mu_i^{(-1)} = b_i$ for all $i$ and all $j \in \mathcal{N}_i$.

4. Set $\text{Err} = \text{Inf}$ and $n = 0$.

5. While $\text{Err} > \epsilon$
   a) Compute $P_i^{(n)}(\lambda) = \lambda I_d_i + S_i + \sum_{j \in \mathcal{N}_i} Q_{ji}^{(n)}$ and
      $z_i^{(n)} = b_i + \sum_{j \in \mathcal{N}_i} v_{ji}^{(n)}$ for $i = 1, 2, \ldots, p$.
   b) Set $\mu_i^{(n)} = [P_i^{(n)}(\lambda)]^{-1}[\lambda \mu_i^{(n-1)} + z_i^{(n)}]$, $e_i^{(n)} = \sum_j S_{ij} \mu_j^{(n)} - b_i$ and
      $\text{Err} = \max_i \{|e_i^{(n)}|\}$.
   c) If $\text{Err} > \epsilon$, do for all $i \in \{1, 2, \ldots, p\}$ and all $j \in \mathcal{N}_i$:
      $Q_{ij}^{(n+1)} = -S_{ij}[P_i^{(n)}(\lambda) - Q_{ji}^{(n)}]^{-1}S_{ij}$ and
      $v_{ij}^{(n+1)} = -S_{ij}[P_i^{(n)}(\lambda) - Q_{ji}^{(n)}]^{-1}[\lambda \mu_i^{(n-1)} + z_i^{(n)} - v_{ji}^{(n)}]$.
   d) Increment $n$.
   e) If $n = m$, break.

6. End.

for all $i \in V$ and all $j \in \mathcal{N}_i$. In the remainder of this section we will show that in the Gaussian case, with $q = 2$, max-sum sGaBP and sum-product sGaBP are equivalent, assuming that $\theta_i^{(n-1)} = \mu_i^{(n-1)}$ and that the posterior distributions (for both variants) are processed as discussed in Section 1.4.2.

Consider a Gaussian random vector $Y : m \times 1$ with precision matrix $S_Y$ and potential vector $b_Y$. The density function of $Y$ can be written as:

$$f_Y(y) = (2\pi)^{-\frac{m}{2}}(\det(S_Y))^{\frac{1}{2}}\exp\left(-\frac{1}{2}y^TS_Yy + y^Tb_Y - \frac{1}{2}b_Y^TS_Y^{-1}b_Y\right). \quad (1.24)$$

A consequence of Equation (1.24) is that:

$$\int_y \exp\left(-\frac{1}{2}y^TS_Yy + y^Tb_Y\right)dy = (2\pi)^{-\frac{m}{2}}(\det(S_Y))^{-\frac{1}{2}}\exp\left(\frac{1}{2}b_Y^T S_Y^{-1}b_Y\right). \quad (1.25)$$
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Consider sum-product sGaBP where we assume that,

\[ m^{(n)}_{ij}(x_i) \propto \exp \left( -\frac{1}{2} x_i' Q^{(n)}_{ij} x_i + x_i' v^{(n)}_{ij} \right), \] (1.26)

for all \( t \in V \) and all \( i \in N \). Writing \( \text{post}_{ij}(x_i) = \psi_{ii}(x_i) \prod_{t \in V \setminus j} m^{(n)}_{ti}(x_i) = \exp \left( -\frac{1}{2} x_i' S_{ii} x_i + x_i' b_{ij} \right) \prod_{t \in V \setminus j} m^{(n)}_{ti}(x_i) \), we see that

\[ \text{post}_{ij}(x_i) \propto \exp \left( -\frac{1}{2} x_i' P^{(n)}_{ij} x_i + x_i' z^{(n)}_{ij} \right), \] (1.27)

where \( P^{(n)}_{ij} \) and \( z^{(n)}_{ij} \) are defined as in Section 1.3.1. The following holds:

\[
\psi_{ii}(x_i) \psi_{ij}(x_i, x_j) \exp \left( -\frac{\lambda}{2} ||x_i - \theta^{(n-1)}_i||_2^2 \right) \prod_{t \in V \setminus j} m^{(n)}_{ti}(x_i) \\
= \text{post}_{ij}(x_i) \exp \left( -x_i' S_{ij} x_j \right) \exp \left( -\frac{\lambda}{2} [x_i - \theta^{(n-1)}_i]' [x_i - \theta^{(n-1)}_i] \right) \\
\propto \exp \left( -\frac{1}{2} x_i' [P^{(n)}_{ij} + \lambda I_d] x_i + x_i' [z^{(n)}_{ij} + \lambda \theta^{(n-1)}_{ij} - S_{ij} x_j] \right). \] (1.28)

The message from a node \( i \) to a neighboring node \( j \) can be computed using:

\[
m^{(n+1)}_{ij}(x_j) \propto \int x_i \exp \left( -\frac{1}{2} x_i' [P^{(n)}_{ij} + \lambda I_d] x_i + x_i' [z^{(n)}_{ij} + \lambda \theta^{(n-1)}_{ij} - S_{ij} x_j] \right) dx_i \\
\propto \exp \left( \frac{1}{2} [z^{(n)}_{ij} + \lambda \theta^{(n-1)}_{ij} - S_{ij} x_j]' [P^{(n)}_{ij} + \lambda I_d]^{-1} [z^{(n)}_{ij} + \lambda \theta^{(n-1)}_{ij} - S_{ij} x_j] \right), \] (1.29)

by Equation (1.25). Further simplification of (1.29) yields,

\[
m^{(n+1)}_{ij}(x_j) \propto \exp \left( \frac{1}{2} x_j' S_{ji} [P^{(n)}_{ij} + \lambda I_d]^{-1} S_{ij} x_j \\
- x_j' S_{ji} [P^{(n)}_{ij} + \lambda I_d]^{-1} [z^{(n)}_{ij} + \lambda \theta^{(n-1)}_{ij}] \right). \] (1.30)

We see that,

\[
Q^{(n+1)}_{ij} = -S_{ji} [P^{(n)}_{ij} + \lambda I_d]^{-1} S_{ij} \\
v^{(n+1)}_{ij} = -S_{ji} [P^{(n)}_{ij} + \lambda I_d]^{-1} [z^{(n)}_{ij} + \lambda \theta^{(n-1)}_{ij}], \] (1.31)

which give the same updates as derived in Section 1.4.1.
1.5 Overview of this Dissertation

We give a brief overview of the material covered in each chapter:

- **Chapter 2.** We consider the behaviour of sGaBP in the one-dimensional node setting. We prove convergence of the sGaBP algorithm in this context and show that the posterior means are the exact marginal means. We show empirically that sGaBP compares favourably to certain other GaBP variants, both in terms of convergence speed and inference quality. We compare sGaBP to the CG algorithm in cases where basic GaBP does not converge. Essentially, we are covering the work done by Kamper et al. (2018a).

- **Chapter 3.** We give an unwrapped tree analysis of GaBP on a graph where nodes can be of arbitrary dimension (Kamper et al., 2018b). This UWT analysis is used to derive a preconditioned walk-summability condition as a sufficient condition for the convergence of GaBP. This condition moves beyond ordinary walk-summability and shows that multivariate GaBP may converge in cases where univariate GaBP does not. We also describe a certain automatic preconditioning done by GaBP. This type of preconditioning can have a significant effect on the performance of the CG method.

- **Chapter 4.** This chapter continues a generalisation of the results from Chapter 2 to higher-dimensional nodes (Kamper et al., 2018c). Some of the results from Chapter 3 are used to derive the asymptotic behaviour of $Q^{(n)}_{ij}$ as $\lambda \to \infty$. These asymptotic expressions are used to prove convergence. We extend some of the GaBP variants in the literature to allow for implementation in higher-dimensional settings. We observe empirically that sGaBP compares favourably to these algorithms in terms of convergence speed and inference quality. We also investigate a heuristic for the selection of $\lambda$.

- **Chapter 5.** We consider the implications of the work done in this dissertation for future research.
Chapter 2

Univariate Regularised Gaussian Belief Propagation

In this chapter we investigate sGaBP where the nodes are one-dimensional. In our experience, most of the literature is focused on the univariate case and this provides a good starting point for comparing sGaBP to other variants of GaBP. From this point on we refer to our high-level approach as the principle of node regularisation. For the purpose of this chapter, the problem is marginalising a multivariate Gaussian with precision matrix $S: p \times p$ and potential vector $b$ where our set of nodes is $\mathcal{V} = \{1, 2, \ldots, p\}$. Since nodes are one-dimensional, we replace $S_{ij}$ with $S_{ij}$. For $i < j$ we have $(i, j) \in \mathcal{E}$ if and only if $S_{ij} \neq 0$. In this chapter, we assume that the precision matrix has been preconditioned to have $S_{ii} = 1$ for all $i$. The chapter starts by simplifying the message-update rules for univariate sGaBP. We then proceed to prove the convergence of this algorithm and show that convergence can be obtained by setting the regularisation parameter sufficiently large. We investigate some heuristics aimed at selecting the degree of regularisation. This chapter concludes with an empirical comparison of sGaBP with other GaBP variants, as well as with the CG method.
2.1 Univariate Message Updates

In the case of univariate nodes, the message updates given in Algorithm 2 can be simplified to

\[ Q_{ij}^{(n+1)} = \frac{-S_{ij}^2}{\lambda + q_i^{(n)} - Q_{ji}^{(n)}} \]  

(2.1)

\[ V_{ij}^{(n+1)} = \frac{Q_{ij}^{(n+1)}}{S_{ij}} (\lambda \mu_i^{(n-1)} + z_i^{(n)} - V_{ji}^{(n)}) \]  

(2.2)

\[ \mu_i^{(n+1)} = \frac{\lambda \mu_i^{(n)} + z_i^{(n)}}{\lambda + q_i^{(n)}} \]  

(2.3)

where \( q_i^{(n)} = 1 + \sum_{t \in \mathcal{N}_i} Q_{ti}^{(n)} \) and \( z_i^{(n)} = b_i + \sum_{t \in \mathcal{N}_i} V_{ti}^{(n)} \). The updates given in (2.1), (2.2) and (2.3) are valid for all nodes \( i \) and all \( j \in \mathcal{N}_i \). The use of this notation is in agreement with the notation used in Kamper et al. (2018a). The simplified version of Algorithm 2 for univariate sGaBP is given in Algorithm 3. We do note that Algorithm 3 uses a different method of computing the convergence threshold (Err) when compared to Algorithm 2. The convergence criterion used in Algorithm 2 is more accurate while the method used by Algorithm 3 is cheaper to compute. The convergence criterion defined by Algorithm 3 is relevant for this chapter while the definition in Algorithm 2 is relevant for the remainder of the thesis.

2.2 Convergence Analysis

In this section we prove the convergence of sGaBP with univariate nodes and discuss some of the steps given in Algorithm 3. We start with a discussion of the computation of the posterior distributions after each iteration. These computations are important, since they are sufficient to ensure the convergence of sGaBP (for large enough \( \lambda \)) while preserving the posterior means as the exact marginal means. This is followed by a study of the convergence behaviour of the precision components of the messages, i.e. the behaviour of \( Q_{ij}^{(n)} = [Q_{ij}^{(n)}] \) in Algorithm 3. We then proceed to the mean/potential components of the messages by assuming convergence of the precision components. As mentioned, we assume a certain preconditioning of the precision matrix. If the precision matrix is \( S \) (before preconditioning), this can be achieved by setting \( D = \text{diag}(\frac{1}{\sqrt{S_{11}}}, \frac{1}{\sqrt{S_{22}}}, \ldots, \frac{1}{\sqrt{S_{pp}}}) \) and computing \( DSD \). The potential vector can be preconditioned by computing \( Db \). This type of preconditioning does not entail any loss of information, in the sense that both the marginal means and precisions of the distribution in its original scale can be recovered.
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Algorithm 3 Univariate Synchronous sGaBP

1. Provide $S: p \times p$ (after preconditioning), $b: p \times 1$ (after preconditioning), $\lambda$, $m$ and $\epsilon$ as inputs to the algorithm. Here we wish to marginalise a multivariate Gaussian with precision matrix $S$ and potential vector $b$ into univariate nodes. The parameters $\lambda$, $m$ and $\epsilon$ denote the regularisation parameter, the maximum number of iterations allowed and the tolerance used to define convergence respectively.

2. Initialise $Q^{(0)}: p \times p = \text{diag}(1, 1, \ldots, 1)$, $V^{(0)}: p \times p = \text{diag}(b_1, b_2, \ldots, b_p)$ and $\mu^{(-1)}: p \times 1 = 0$.

3. Set $\text{Err} = \text{Inf}$ and $n = 0$.

4. While $\text{Err} > \epsilon$

   a) Compute $q_i^{(n)} = 1 + \sum_{j \in N_i} Q_{ji}^{(n)}$ and $z_i^{(n)} = b_i + \sum_{j \in N_i} V_{ji}^{(n)}$ for $i = 1, 2, \ldots, p$.

   b) Set $\mu_i^{(n)} = \frac{\lambda \mu_i^{(n-1)} + z_i^{(n)}}{\lambda + q_i^{(n)}}$ for $i = 1, 2, \ldots, p$.

   c) For all $i$ and all $j \in N_i$, set $Q_{ij}^{(n+1)} = \frac{-S_{ij}^2}{\lambda + q_i^{(n)} - Q_{ji}^{(n)}}$ and $V_{ij}^{(n+1)} = \frac{Q_{ij}^{(n+1)}}{S_{ij}} (\lambda \mu_i^{(n-1)} + z_i^{(n)} - V_{ji}^{(n)})$.

   d) Set $\text{Err} = \sqrt{\frac{\sum_k (\mu_k^{(n)} - \mu_k^{(n-1)})^2}{\sum_k (\mu_k^{(n)})^2}}$ and increment $n$.

   e) If $n = m$, break.

5. End.

2.2.1 Computation of Posterior Distributions

In order to ensure convergence of sGaBP and to have the posterior means (at convergence) equal to the correct marginal means, it is necessary to adjust the manner in which posterior distributions are computed. Consider the computation of the posterior distribution of node $i$ at stage $n$. As a first step, we instruct node $i$ to collect all incoming messages, which can be characterised by the parameters $\sum_{t \in N_i} Q_{ti}^{(n)}$ (precision components) and $\sum_{t \in N_i} V_{ti}^{(n)}$ (mean/potential components). We suggest keeping the posterior precisions as in normal belief propagation, that is $1 + \sum_{t \in N_i} Q_{ti}^{(n)}$. Later we investigate the role of $\lambda$ in the tuning of the posterior precisions to better approximate the marginal precisions. The posterior mean of node $i$ at stage $n$ is given by

$$\mu_i^{(n)} = \frac{\lambda \mu_i^{(n-1)} + z_i^{(n)}}{\lambda + q_i^{(n)}} = \gamma_i^{(n)} \mu_i^{(n-1)} + (1 - \gamma_i^{(n)}) \frac{z_i^{(n)}}{q_i^{(n)}}, \quad (2.4)$$
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where \( z^{(n)}_i = b_i + \sum_{t \in \mathcal{N}_i} V^{(n)}_{ti} \), \( q^{(n)}_i = 1 + \sum_{t \in \mathcal{N}_i} Q^{(n)}_{ti} \), and \( \gamma^{(n)}_i = \frac{\lambda}{\lambda + q^{(n)}_i} \). Note that \( \frac{z^{(n)}_i}{q^{(n)}_i} \) is the posterior mean we would have computed if no adjustment was made to the computation of the posterior distribution. Hence, we can interpret (2.4) as damping between the posterior mean, under normal belief propagation, and the posterior mean computed in the previous round. What is attractive here is that these damping factors are computed automatically (using \( \lambda \) and the current posterior precisions), and no additional parameters are required. The values, \( \gamma^{(n)}_i \): \( i = 1, 2, \ldots, p \), can also be relaxation factors that correspond to negative \( \lambda \). The rest of this section is dedicated towards showing that these adjustments are sufficient for the convergence of sGaBP and the preservation of the (converged) posterior means as the exact marginal means.

2.2.2 The Precision Components

The convergence analysis of the precision components is simpler, compared to the mean components, since we can apply results found in the literature (Malioutov et al., 2006; Bickson, 2008). This is because the analysis of \( Q^{(n)} \) is identical to that of the precision components provided by ordinary GaBP applied to the matrix \( \lambda I + S \). Therefore, we only need to select \( \lambda \) large enough for \( \lambda I + S \) to be walk-summable (although smaller selections of \( \lambda \) can also suffice) to obtain convergence. Selecting \( \lambda > \hat{\rho}(|S|) - 1 \) is sufficient for the precision components in Algorithm 3 to converge since it guarantees \( \lambda I + S \) to be walk-summable. An alternative proof of convergence is given in Theorem 1 and the proof is contained in Appendix A.

**Theorem 1** Let \( I_n = 1 \) if all of the following conditions hold at iteration \( n \) \((I_n = 0 \text{ otherwise})\):

1. \( Q^{(n)}_{ij} \leq 0 \) for all \( i, j \in \mathcal{N}_i \).
2. \( |Q^{(n)}_{ij}| > |Q^{(n-1)}_{ij}| \) for all \( i, j \in \mathcal{N}_i \).
3. For all \( i \), \( \delta^{(n)}_i = \sum_{t \in \mathcal{N}_i} |Q^{(n)}_{ti}| \leq \delta_i \) for a \( \delta_i \) satisfying \( 0 \leq \delta_i < 1 + \lambda \).
4. \( \sum_{t \in \mathcal{N}_i} \frac{s^2_{ti}}{1 + \lambda - \delta_i + |Q^{(n)}_{ti}|} \leq \delta_i \) for all \( i \).

If \( I_n = 1 \), then \( I_k = 1 \) for all \( k > n \).

If \( I_k = 1 \), then the \( Q^{(n)}_{ij} \)'s are monotone decreasing and bounded from below by \( -\frac{s^2_{ij}}{1 + \lambda - \delta_i} \), for \( k > n \), and will therefore converge. Consider the case where \( \delta_i = \delta \) for all \( i \) and suppose we want \( I_0 = 1 \). Since \( Q^{(0)}_{ij} = 0 \) for \( i \neq j \), we...
need a \(0 \leq \delta < 1 + \lambda\) satisfying \(\sum_{t \in \mathcal{N}_i} \frac{S^2_{ti}}{1 + \lambda - \delta} \leq \delta\) for all \(i\). This inequality is equivalent (for \(1 + \lambda - \delta > 0\)) to a quadratic inequality in \(\delta\) with roots,

\[
(1 + \lambda) \pm \sqrt{(1 + \lambda)^2 - 4 \sum_{t \in \mathcal{N}_i} S^2_{ti}}.
\]

If we select \((1 + \lambda)^2 - 4 \times \max_i \left\{ \sum_{t \in \mathcal{N}_i} S^2_{ti} \right\} \geq 0\) which is satisfied by \(\lambda \geq 2\sqrt{\max_i \left\{ \sum_{t \in \mathcal{N}_i} S^2_{ti} \right\}} - 1\), then we can select \(\delta = \frac{1 + \lambda}{2}\) to guarantee monotone convergence of all the precisions. For this selection, the bounds on the precisions are

\[-\frac{2S^2_{ij}}{1 + \lambda} \leq Q_{ij}^{(n)} \leq 0.\]

An important consequence of (2.6) is that

\[
\lim_{\lambda \to \infty} Q_{ij}^{(n)} = 0
\]

for all \(j \in \mathcal{N}_i\) and for all \(n\). Here we emphasise the role of \(\lambda\) in the tuning of the posterior precisions. Note that we can tune the converged precision components, \(Q_{ij}\), to be in the interval \([-\frac{2S^2_{ij}}{1 + \lambda_0}; 0]\) (this interval can be wider), where \(\lambda_0 = 2\sqrt{\max_i \left\{ \sum_{t \in \mathcal{N}_i} S^2_{ti} \right\}} - 1\), although there is dependence among the \(Q_{ij}\)’s in terms of \(\lambda\). This, in turn, can be used to tune the posterior precisions, \(1 + \sum_{t \in \mathcal{N}_i} Q_{ti}\), under certain restrictions. The tuning can be made more flexible by introducing multiple tuning parameters.

### 2.2.3 The Mean Components

In the previous section, we saw that the precision components of the messages will converge for sufficiently large choices of \(\lambda\). In this section, we proceed under the assumption that the precision components have converged (which is guaranteed for sufficiently large \(\lambda\)). Nothing precludes the marginal means to have converged at this stage, although, based on simulations, this is not usually the case. We denote the converged precision message components, posterior precisions and damping factors by \(Q_{ij}\), \(q_i\) and \(\gamma_i\) respectively. The updates of the mean components are

\[
V_{ij}^{(n+1)} = \frac{Q_{ij}}{S_{ij}} \left[ \lambda u_{ij}^{(n-1)} + b_i + \sum_{t \in \mathcal{N}_i \setminus j} V_{ti}^{(n)} \right].
\]

We define \(\theta^{(n+1)}\) to be the vector obtained by stacking the column vectors of \(V^{(n+1)}\), where the diagonal entry associated with each column vector is
ignored, and appending $\mu^{(n)}$ (after the column vectors of $V^{(n+1)}$). This vector can be expressed as

$$\theta^{(n+1)} = \theta + L\theta^{(n)}$$

(2.9)

for a matrix $L : p^2 \times p^2$ and a vector of constants $\theta : p^2 \times 1$. The first $l = p^2 - p$ entries of $\theta$ can be obtained by constructing the matrix $C = [\frac{Q_{ij}}{S_{ij}} b_i]$; with the understanding that the diagonals are zero. We then compute the first $l$ entries of $\theta$ in the same way as we computed those of $\theta^{(n+1)}$, using $C$ instead of $V^{(n+1)}$. The final $p$ entries of $\theta$ are $\frac{1-\gamma_i}{q_i} b_i$ in order $i = 1, 2, \ldots, p$.

The construction of $L$ is more complex. We use the following decomposition,

$$L : p^2 \times p^2 = \begin{bmatrix} L_{11} & L_{12} \\ L_{21} & L_{22} \end{bmatrix}.$$  

(2.10)

Consider one of the first $l$ elements of $\theta^{(n+1)}$, say $m$. This element corresponds to an entry in the matrix $V^{(n+1)}$, say $V_{ij}^{(n+1)}$. The next step is to identify the neighbours of $i$, that is the set $N_i$. For each $k \in N_i \setminus j$, we find the element in $\theta^{(n)}$ corresponding to $V_{ki}^{(n)}$ and note its position. The entry in row $m$ of $L_{11}$ in this position is $\frac{Q_{ij}}{S_{ij}}$. This accounts for the matrix $L_{11}$, with the understanding that all elements not accessed are zero. Continuing with this notation, the entry in row $m$ of $L_{12}$ in position $i$ is $\frac{\lambda Q_{ij}}{S_{ij}}$, and all other elements in this row are zero. We see that $L_{22}$ is a diagonal matrix with entries $\gamma_i$ in order $i = 1, 2, \ldots, p$. Consider the matrix $L_{21}$. The first step is to identify the neighbours of node $i$, that is $N_i$. We then move along the vector $\theta^{(n)}$ and identify all the positions corresponding to $V_{ti}^{(n)} : t \in N_i$. In row $i$ of $L_{21}$ we place the value $\frac{1-\gamma_i}{q_i}$ in the identified positions, and the rest of the entries are zero.

Our goal is to analyse the spectral radius of $L$. We note that the eigenvalues of $L$ can possibly be complex. If the spectral radius of $L$ is less than 1, sGaBP will converge (assuming that the precisions converge). The value of the spectral radius has a heavy influence on the convergence speed of sGaBP and can play a role in deciding how to select $\lambda$. A natural way of selecting the level of regularisation is to seek $\lambda$ such that the spectral radius (of $L$) is a minimum. We make some comments on the form of the spectrum later in this section. For now we consider the asymptotic behaviour of the spectral radius and show that the spectral radius approaches 1 from below as $\lambda \rightarrow \infty$. The selection of $\lambda$ is considered in the section on heuristic measures. Theorem 2 provides information on the asymptotic behaviour of the spectrum, and the proof is given in Appendix A.

**Theorem 2** Consider sGaBP applied to a multivariate Gaussian with potential $b$ and precision matrix $S : p \times p = [S_{ij}]$. The eigenvalues of the linear
update matrix $L$ can be characterised as

\begin{align}
1 - \frac{\sigma_i}{\lambda} + O\left(\frac{1}{\lambda^2}\right); \quad i = 1, 2, \ldots, p \\
\pm \frac{S_{ij}}{\lambda} + O\left(\frac{1}{\lambda^2}\right); \quad 1 \leq i < j \leq p,
\end{align}

where $\sigma_i, i = 1, 2, \ldots, p$ represent the eigenvalues of $S$.

In particular, we see that, if $S$ is positive definite, the maximum of the eigenvalues in Theorem 2 tends to 1 from below as $\lambda \to \infty$. We see that the precisions will converge for large enough $\lambda$ and will eventually generate a linear update matrix with a spectral radius of less than 1; that is, sGaBP will converge for large enough $\lambda$. In Appendix A we show that the posterior means provided by sGaBP (under the assumption of convergence) match the exact marginal means.

We now make some comments on the behaviour of the spectrum (eigenvalues) of $L$. One interesting aspect of the spectrum is when sGaBP is applied to tree-structured precision matrices. We generated a few of these and in each case we found the matrix $L$ to be nilpotent when $\lambda = 0$. This relates to BP as an efficient and exact marginalisation algorithm on tree structures. The use of values of $\lambda$ other than zero is nonsensical in this case.

A typical plot of the spectral radius as a function of $\lambda$ is given in Figure 2.1. In this case, the spectral radius has a global minimum at a value of $\lambda$ just under 0.4. The spectral radius can correspond to either a complex or a real eigenvalue, and the graph of the spectral radius seems to change curvature when the eigenvalue responsible for the spectral radius changes from real to complex (and vice versa). This can be seen in Figure 2.1, with the solid red line corresponding to a complex spectral radius and the broken black line to a real spectral radius. We also see that the spectral radius eventually becomes real, which is consistent with Theorem 2. Another important observation is that the value of $\lambda$ that minimises the spectral radius seems to occur at a point where the eigenvalue responsible switches between real and complex. There can be more than one point where this change occurs. Our simulations show similar results for other precision matrices, suggesting that this result holds generally. The interaction between complex and real eigenvalues could prove useful in the minimisation of the spectral radius and should be considered in further research.

### 2.2.4 The Converged Posteriors

Having proved the convergence of sGaBP, we now turn to the posterior distributions as approximations of the marginal distributions. Theorem 3 states
that the posterior means are the exact marginal means (the proof is provided in Appendix A).

**Theorem 3** Under the assumption that sGaBP converges, with precision matrix $S$ and potential vector $b$ as inputs and setting $\mu$ equal to the converged posterior means, we have that $S\mu = b$.

A consequence of Theorem 3 is that sGaBP can be used to solve linear systems, $S\mu = b$, as long as $S$ is a valid precision matrix. Unfortunately, the posterior precisions are not necessarily equal to the true marginal precisions. In the empirical section we will investigate the Kullback-Leibler (KL) divergence of the exact marginal distributions to the posterior distributions. By this we mean that, if $\hat{f}$ is the posterior distribution (suitably normalised) and $f$ is the true marginal, we are computing

$$D_{KL}(f||\hat{f}) = \int_{y \in \mathbb{R}^l} f(y) \log \left( \frac{f(y)}{\hat{f}(y)} \right) dy, \quad (2.13)$$

where we assume that the density functions involve $l$ variables. In the experimental section we show that the posterior precisions provided by sGaBP can be useful as approximate quantities in the sense that the KL divergence defined in (2.13) can be small. The results compare well with other GaBP-based methods in this regard.

\footnote{since we are comparing two Gaussian distributions, we have $\hat{f}(y) > 0$ and $f(y) > 0$ for all $y \in \mathbb{R}^l$.}
Algorithm 4 Heuristic Selection of $\lambda$

1. In Algorithm 3, Step 1, add the specification of a lag ($d$) and a step size ($\alpha$).

2. In Algorithm 3, Step 2, add the initialisation $e^{\text{best}} = \max_{i} |b_i|$.

3. Before Algorithm 3, Step 4a, add the following:
   a) If $\text{mod}(n,d) = 0$
      - If $e^{\text{best}} > \text{Err}$ then $\lambda \leftarrow \lambda - \alpha$ and $e^{\text{best}} \leftarrow \text{Err}$, else $\lambda \leftarrow \lambda + \alpha$.

2.3 Heuristic Measures

In this section we propose some heuristic measures for the selection of $\lambda$. These measures vary in degree of complexity, and we discuss some of their advantages and disadvantages.

2.3.1 Search Heuristic

The search heuristic (SH) is basically the same as the one proposed by El-Kurdi et al. (2012a), adjusted for sGaBP, and is given in Algorithm 4. The main advantage of this heuristic is that it is easy to implement. There are some drawbacks to this measure, arising from the monotone way in which the tuning is adjusted. When the current tuning provides posterior means with a smaller (larger) error, the heuristic will always decrement (increment) the tuning. The heuristic seeks tuning for which the spectral radius of $L$ is less than one, and not necessarily tuning for which the value of the spectral radius is a minimum.

2.3.2 Gradient Descent Heuristic

The gradient descent heuristic (GDH) is more complex to implement, but does not have the monotonicity of the SH as described in Section 2.3.1. The heuristic is aimed at determining the direction in which the tuning needs to be adjusted to achieve the smallest possible spectral radius. The tuning is then adjusted in this direction in steps, the size of which should not be overly large.

Suppose we have completed iteration $n$ of sGaBP and are preparing to perform the next round of updates. We wish to adjust the value of the tuning parameter in a direction that yields faster convergence. At this point, we have the posterior precisions $q^{(n)}_i$ and posterior means $\mu^{(n)}_i$ for $i = 1, 2, \ldots, p$. The
posterior means are computed using

\[
\mu_i^{(n)} = \frac{q_i^{(n)} z_i^{(n)}}{\lambda + q_i^{(n)}} + \frac{\lambda}{\lambda + q_i^{(n)}} \mu_i^{(n-1)}
\]

\[
= \left[1 - \gamma_i^{(n)}(\lambda)\right] \tilde{\mu}_i^{(n)} + \gamma_i^{(n)}(\lambda) \mu_i^{(n-1)},
\]

where \(\tilde{\mu}_i^{(n)} = \frac{z_i^{(n)}}{q_i^{(n)}}\). Although this is not technically correct, we assume that \(q_i^{(n)}, z_i^{(n)}\) and \(\mu_i^{(n-1)}\) are constant and do not depend on \(\lambda\). The GDH starts by instructing each node to send its posterior mean to its neighbours. Each node then computes

\[
e_j = \sum_{i \in \tilde{N}_j} S_{ji} \mu_i^{(n)} - b_j, \quad \text{where } \tilde{N}_j = N_j \cup \{j\}.
\]

Let \(k = \arg\max_j \{|e_j|\}\). The node \(k\) and each of its neighbours are instructed to compute the derivative of their own mean (can be done in parallel) by differentiating (2.14) with respect to \(\lambda\) and evaluating this at the current value of the tuning, say \(\lambda_0\). The neighbours of node \(k\) send these derivatives to node \(k\), and this node computes

\[
d_k = \sum_{j \in \tilde{N}_k} S_{kj} \nabla \mu_j^{(n)}, \quad \text{where } \nabla \mu_j^{(n)} \text{ is the derivative received from node } j.
\]

Node \(k\) is then instructed to adjust the tuning

\[
\lambda_0 \leftarrow \lambda_0 - \alpha \sign(d_k), \quad \text{for a specified step size parameter } \alpha,
\]

and to send this new tuning value to the other nodes.

### 2.3.3 Comparing SH and GDH: A Concrete Example

We use simulation to illustrate the possible benefits of using the GDH instead of the SH. We start by simulating a \(100 \times 100\) precision matrix, \(S\), and potential vector, \(b\). We use the method in Appendix A.4 to regulate the zero-diagonal spectral radius of the precision matrix to 1. We define convergence to occur when the error is less than \(10^{-14}\). Using a line search in increments of 0.01, we observed that initialising the tuning of sGaBP with values 0.33, 0.34 and 0.35 yielded the fastest convergence, and that this occurred after 28 iterations. We applied two instances for each of GDH and SH where, for each method, we considered the step sizes 0.01 and 0.05. The results of this experiment are given in Table 2.1 and displayed in Figure 2.2.

Table 2.1: Comparison of SH and GDH

<table>
<thead>
<tr>
<th>Method</th>
<th>Step size</th>
<th># of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal</td>
<td>NA</td>
<td>28</td>
</tr>
<tr>
<td>GDH</td>
<td>0.01</td>
<td>45</td>
</tr>
<tr>
<td>SH</td>
<td>0.05</td>
<td>&gt;100</td>
</tr>
<tr>
<td>GDH</td>
<td>0.01</td>
<td>32</td>
</tr>
<tr>
<td>SH</td>
<td>0.05</td>
<td>&gt;100</td>
</tr>
</tbody>
</table>
For the simulated precision matrix, we found that the spectral radius of $L$ is 1 when $\lambda = 0$ (this is typical when the zero-diagonal spectral radius of $S$ is 1). The values of the spectral radius (of $L$) corresponding to $\lambda = -0.01$ and $\lambda = 0.01$ are 1.029343 and 0.971501 respectively. Assuming convergence of the precision components of the messages, we observed the error to be increasing for negative tuning and decreasing for positive tuning. If the SH is used, there is the risk that the heuristic tuning will vary around the tuning corresponding to a spectral radius of one. This is because the SH seeks tuning for which the spectral radius of $L$ is less than one, and not necessarily tuning that minimises the spectral radius of $L$. This is illustrated in Figure 2.2. The y-axis shows the level of tuning used at the iteration number given on the x-axis. Figure 2.2 contains two lines for each of GDH and SH. These lines correspond to the step sizes 0.01 and 0.05. The tuning suggested by the SH varies around $\lambda = 0$, the level of tuning corresponding to a spectral radius of 1. The GDH is not restricted to a spectral radius of one and is able to make better adjustments on the tuning. Notice that the two graphs corresponding to the GDH are terminated at iteration 45 and 32, corresponding to step sizes 0.01 and 0.05 respectively. This was done to indicate that sGaBP had converged after these numbers of iterations. Both applications of the SH failed to converge after 100 iterations. This is not to say that the SH cannot be effective. Indeed, its simplicity of implementation is an advantage over the GDH, but the SH is more sensitive to the initialisation of $\lambda$, particularly when this starting value is close to the level of tuning yielding a spectral radius of one.

2.4 Asynchronous Message Updates

We have referred to the use of asynchronous message updates as opposed to the synchronous version. It is generally believed that asynchronous message updates can provide better convergence behaviour in applications of BP, in the sense that they may induce convergence where synchronous updates diverge or require the passing of a smaller number of messages to converge (Koller and Friedman, 2009). The major shortcoming of asynchronous updates is loss of distributive applicability, since the update of the messages cannot be decentralised. Another problem posed by asynchronous updates is deciding upon the order in which messages are passed, since this can have a significant effect on the convergence speed. In the context of GaBP, this problem is compounded by the fact that synchronous messages operate in iterations with $O(p^2)$ computations, which discounts the complicated heuristics used in other applications of BP to decide on the message scheduling. Progress can be made by deciding on the message scheduling in advance. There are other considerations as well, such as deciding on the degree of regularisation. This should be considered from the viewpoint that the degree of regularisation yielding optimal conver-
Figure 2.2: Comparison of SH and GDH for a simulated data structure. The precision matrix was regulated to have a zero-diagonal spectral radius equal to one. Some relevant quantities are given in the display. We see that the tuning provided by SH is stuck around $\lambda = 0$. Selecting $\lambda = 0$ a priori gives a spectral radius equal to one. GDH provides tuning closer to the values yielding the fastest convergence (determined using a line search in increments of 0.01). GDH converges faster than SH.

Convergence should naturally provide useful posterior precisions. An example of the advantages of asynchronous message passing can be found in the diabetes data (Efron et al., 2004). The diabetes data was used to illustrate the advantages of the least-angle regression algorithm in settings involving a high degree of collinearity among the explanatory variables. Estimating the linear coefficients of the diabetes data is challenging for GaBP, since:

1. The number of explanatory variables is small (this is an empirical observation).

2. The zero-diagonal spectral radius of the sample correlation matrix is high (3.024214).

3. There is significant variation among the sample correlations (this is an empirical observation).
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Algorithm 5 Univariate Asynchronous sGaBP

1. Provide $S : p \times p$ (after preconditioning), $b : p \times 1$ (after preconditioning), $\lambda$, $m$ and $\epsilon$ as inputs to the algorithm. Here we wish to marginalise a multivariate Gaussian with precision matrix $S$ and potential vector $b$ into univariate nodes. The parameters $\lambda$, $m$ and $\epsilon$ denote the degree of regularisation, the maximum number of iterations allowed and the tolerance used to define convergence respectively.

2. Initiate $Q : p \times p = \text{diag}(1, 1, \ldots, 1)$, $V : p \times p = \text{diag}(b_1, b_2, \ldots, b_p)$, $\mu : p \times 1 = 0$, $q = (1, 1, \ldots, 1)'$ and $z : p \times 1 = b$.

3. Set $\text{Err} = \text{Inf}$ and $n = 0$.

4. While $\text{Err} > \epsilon$

   a) For $i = 1, 2, \ldots, p$, set $\mu_i^{\text{old}} = \mu_i$.

   b) For $j = 1, 2, \ldots, p$

      i. If $j = i$ or $S_{ij} = 0$ then continue.

      ii. Set $a_1 = Q_{ij}, a_2 = V_{ij}$.

      iii. Update $Q_{ij} = \frac{-S_{ij}^2}{\lambda + q_i - Q_{ji}}$ and $V_{ij} = \frac{Q_{ij}(\lambda \mu_i + z_i - V_{ji})}{S_{ij}}$.

      iv. Update $q_j = q_j - a_1 + Q_{ij}$ and $z_j = z_j - a_2 + V_{ij}$.

      v. Update $\mu_j = \frac{\lambda \mu_j + z_j}{\lambda + q_j}$.

   c) Set $\text{Err} = \sqrt{\frac{\sum_k (\mu_k - \mu_k^{\text{old}})^2}{\sum_k (\mu_k)^2}}$ and increment $n$.

   d) If $n = m$ break.

5. End.

A line search in increments of 0.01 revealed that $\lambda = 1.29$ yields the fastest convergence for synchronous sGaBP (using a tolerance of $10^{-10}$), and convergence occurred after 574 iterations. The 574 iterations required for convergence is substantial when compared to the number of explanatory variables (which is 10). A further complication is that synchronous sGaBP with $\lambda = 1.29$ yields negative posterior precisions for certain variables, although this can be addressed by increasing $\lambda$ at the cost of slower convergence.

We now apply asynchronous sGaBP, which is formulated in Algorithm 5. Notice that the outer loop of the message updates iterates over $j$, indicating that the inner loop iterates over messages to node $j$. This was done because we found that iterating over incoming messages first was more efficient in our simulations. Each round of message updates requires $O(p^2)$ computations (fewer
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with sparsity), as in the synchronous case. Unlike the synchronous case it is not necessary to store old messages, and Algorithm 5 performs damping throughout the double loop (instead of after). The optimal tuning value was determined as 2.01 (line search as for the synchronous case), and convergence occurred after 131 iterations. All posterior precisions were positive. We see that asynchronous message passing improved the convergence speed and accuracy of the posterior distributions in the case of the diabetes data.

In general, our simulations show that asynchronous outperforms synchronous sGaBP in terms of convergence behaviour. This is further compounded by the fact that the asynchronous message passing does not require old messages to be stored, resulting in a lower computational burden on each iteration and lower memory requirements. We leave further aspects of asynchronous sGaBP, such as proof of convergence and heuristic measures, for further research.

2.5 Empirical Work

In this section we provide empirical comparisons of sGaBP with other GaBP variants in the literature, as well as with the CG solver. Our empirical work will be summarised using two quantities, namely the number of iterations required by a specified method to converge and, if relevant, the KL divergence of the true marginal distributions to the posterior distributions. All quantities are summarised using boxplots, with the blue boxplots representing sGaBP and the red boxplots the method it is being compared with. Each figure corresponds to a set of zero-diagonal spectral radii, which are indicated on the x-axis. For every zero-diagonal spectral radius indicated on the x-axis, we generate 100 data structures, each consisting of a precision matrix and a potential vector. We use the method described in Appendix A.4 to regulate the zero-diagonal spectral radius of the precision matrix to the appropriate value. We then apply sGaBP and the method it is being compared with to these data structures. With the exception of the CG solver, all other methods require the specification of hyper-parameter(s). We initialise these methods by finding the value(s) of the hyper-parameter(s) yielding the fastest convergence through a line (grid) search in increments of 0.01. We refer to sGaBP (for instance), initialised with the optimal hyper-parameter determined through the line search, as optimal sGaBP. Similar labels are used for the other methods.

We now have 100 data structures for every zero-diagonal spectral radius given on the x-axis of the figures. We apply optimal sGaBP and the (optimised) competitor and record the number of iterations required by each method to converge. The blue boxplot is constructed from the number of iterations required by sGaBP to converge, and the red boxplot from the number of iterations required by the competitor. The KL divergences are slightly more
complicated, since for each precision matrix we get multiple marginals. For each application of sGaBP (and its competitor), we determine the KL divergence of all the exact marginals to their respective posterior distributions, and a given data structure is represented by the mean of all these divergences (we refer to this as the mean KL divergence of the data structure). Boxplots are then constructed in a similar way to those for the iterations. To account for differences in the scaling of quantities provided by different methods, it may be necessary to focus (or zoom in) on certain parts of a figure.

2.5.1 Relaxed Gaussian Belief Propagation

El-Kurdi et al. (2012a) illustrate the advantages of RGaBP on large ill-conditioned and weakly diagonally dominant inverse covariance matrices. RGaBP does not allow tuning of the precision components and can therefore only be applied in settings where the precision components of ordinary GaBP converge. The relaxation is applied to the mean components by setting $z_i^{(n)} = \gamma (b_i + \sum_{j \in N_j} V_{ji}^{(n)}) + (1 - \gamma) q_i^{(n)} \mu_i^{(n-1)}$. Setting $\gamma = 1$ gives ordinary GaBP (similar to setting $\lambda = 0$ for sGaBP). Although El-Kurdi et al. (2012a) focus on relaxation factors ($\gamma > 1$), RGaBP can also be used to perform damping ($\gamma < 1$). There is an interesting relationship between RGaBP and sGaBP with regard to how posterior means are computed:

$$RGaBP : \mu_i^{(n)} = \gamma \frac{b_i + \sum_{j \in N_j} V_{ji}^{(n)}}{q_i^{(n)}} + (1 - \gamma) \mu_i^{(n-1)} \quad (2.15)$$

$$sGaBP : \mu_i^{(n)} = \frac{q_i^{(n)}}{\lambda + q_i^{(n)}} b_i + \sum_{j \in N_j} V_{ji}^{(n)} \frac{q_i^{(n)}}{q_i^{(n)}} + \frac{\lambda}{\lambda + q_i^{(n)}} \mu_i^{(n-1)}. \quad (2.16)$$

We see that $\gamma = 1 - \frac{\lambda}{\lambda + q_i^{(n)}}$. In contrast to RGaBP, sGaBP computes adaptive damping/relaxation factors using the tuning parameter $\lambda$ and the posterior precisions. In particular, we see that relaxation, $\gamma > 1$, and damping, $\gamma < 1$, correspond to negative and positive $\lambda$ respectively. This would suggest that there is a role to play for negative $\lambda$. Part of our comparison is to give an indication of when to use relaxation versus damping. It is also worthwhile to emphasise that the posterior precisions provided by RGaBP are the posterior precisions provided by ordinary GaBP. Another important contribution in this regard is to provide empirical evidence that sGaBP can provide posterior precisions closer to the true marginal precisions when compared to ordinary GaBP.

In Figure 2.3, the convergence speed of optimal sGaBP and optimal RGaBP
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Figure 2.3: Comparison of the convergence speed of optimal sGaBP (blue) and optimal RGaBP (red) over different zero-diagonal spectral radii. Precision matrices were generated to be of dimension $442 \times 442$. sGaBP outperformed RGaBP in these simulations, with the relative convergence speed of RGaBP tending to decrease as the zero-diagonal spectral radius increases.

are compared. For smaller zero-diagonal spectral radii the methods are very similar, with sGaBP holding a slight advantage. As the zero-diagonal spectral radius approaches 1.5, the convergence speed of RGaBP starts to deteriorate. When considering the boxplot corresponding to a zero-diagonal spectral radius of 1.5, we see that sGaBP can converge up to 16 times faster than RGaBP (it is also worthwhile noting that outliers were suppressed in these boxplots).

In Figure 2.4, the mean KL divergences of optimal sGaBP and optimal RGaBP
Figure 2.4: This is similar to Figure 2.3, but the boxplots now represent the mean KL divergence provided by each method. In these simulations, sGaBP (blue) provided more accurate approximations of the true marginals.

are compared. In the simulations, sGaBP provided far more accurate posterior distributions. The simulations provide evidence, even in cases where the optimal convergence speeds are comparable, that it is better to use sGaBP instead of RGaBP, since sGaBP provides posterior precisions closer to the true marginal precisions.

An interesting sub-plot is the role of relaxation versus damping in the acceleration of GaBP. Relaxation corresponds to $\gamma > 1$, or negative $\lambda$, while damping occurs when $\gamma < 1$, or positive $\lambda$. The zero-diagonal spectral radius of a precision matrix can be determined by one of two quantities, these being either the
Figure 2.5: This is similar to Figures 2.3 and 2.4, however comparisons were made over different zero-diagonal spectral radii. In contrast to the previous figures the smallest eigenvalue was used to regulate the zero-diagonal spectral radius. In these simulations the optimal relaxation factor is greater than one and this corresponds to negative $\lambda$ in the case of sGaBP (blue). sGaBP converged faster and provided more accurate posterior marginals.

largest or the smallest eigenvalue of the precision matrix. In our simulations, we found that optimal convergence occurs using relaxation factors when the zero-diagonal spectral radius is determined by the smallest eigenvalue, otherwise damping is preferable. This indicates that relaxation can only be applied when the spectral radius is less than one, because if the zero-diagonal spectral radius is at least one and is determined by the smallest eigenvalue, the (standardised) precision matrix will either be singular or negative definite. Figure 2.5 was constructed by considering zero-diagonal spectral radii less than one that were determined by the smallest eigenvalue of the precision matrix. Each application of optimal sGaBP and optimal RGaBP involved the use of relaxation factors. In terms of performance, we can make similar observations to those made about Figure 2.3 and Figure 2.4. In these simulations, optimal
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sGaBP outperforms optimal RGaBP, both in terms of convergence speed and KL divergences, with the performance of sGaBP relative to RGaBP improving as the zero-diagonal spectral radius approaches one. One can argue that the comparisons made in Figure 2.5 are more relevant than the others made in this section, since, as the name suggests, the focus of RGaBP is on relaxation factors.

Another method proposed in the literature to improve on the convergence behaviour of GaBP is based on the principle of message damping (Malioutov et al., 2006). As mentioned by Malioutov et al. (2006), we found in our simulations that the convergence/divergence of the precision components is independent of the degree of damping applied. Furthermore, when the precisions do converge, we found that the degree of damping does not influence the actual converged posterior precisions. We also observed that RGaBP tends to outperform the message-damping approach, based on optimal comparisons, and therefore we did not include this in our empirical comparisons.

2.5.2 Compressed Inner-loop Convergence Fix

The convergence fix (CFGaBP) method has been proposed in the literature as a method for solving arbitrary symmetric positive definite linear systems with GaBP (Johnson et al., 2009). The basic idea is to solve systems of the form \((S + \Gamma)\mu^{(n+1)} = b + \Gamma \mu^{(n)}\) using ordinary GaBP. Johnson et al. (2009) show that, if \(S + \Gamma\) is walk-summable, CFGaBP will converge and provide the correct solution to the system \(S \mu = b\). We restrict our focus to the case where \(\Gamma = \lambda I\). Johnson et al. (2009) refer briefly to a compressed inner-loop version of CFGaBP, where each application of GaBP is limited to one iteration. Johnson et al. (2009) report that compressed inner-loop CFGaBP can be more efficient than the original method, but may require damping of the potential vector. The closeness of the compressed CFGaBP variant to sGaBP depends largely on the interpretation of the description in the literature. Johnson et al. (2009) do not prove the convergence of compressed CFGaBP and do not consider the potential usefulness of the diagonal loadings of the precision matrix in the tuning of the posterior precisions. We could not find any reference to compressed CFGaBP in the source code provided by Bickson (2008), and formed our interpretation hereof by considering the source code provided for the original CFGaBP method, along with the description provided by Johnson et al. (2009). We give this interpretation in Algorithm 6. We now compare our interpretation of compressed CFGaBP with sGaBP.

The visual summaries of the number of iterations required for convergence and the mean KL divergences are given in Figure 2.6 and Figure 2.7 respectively. In the simulations, sGaBP outperformed CFGaBP in terms of convergence speed. Both methods were relatively stable in terms of the number of iter-
Algorithm 6 Compressed Inner-loop Convergence Fix GaBP

1. Provide $S : p \times p$ (after preconditioning), $b : p \times 1$ (after preconditioning), $\lambda$, $m$, $\epsilon$ and $s$ as inputs to the algorithm. Here we wish to solve $S\mu = b$, where $S$ is positive definite and symmetric. The parameters $\lambda$, $m$, $\epsilon$ and $s$ denote the degree of diagonal loading, the maximum number of iterations allowed, the tolerance used to define convergence and the damping factor respectively.

2. Initialise $Q^{(0)} : p \times p = \text{diag}(1, 1, \ldots, 1)$, $V^{(0)} : p \times p = \text{diag}(b_1, b_2, \ldots, b_p)$ and $\mu^{(-1)} : p \times 1 = 0$.

3. Set $\text{Err} = \text{Inf}$ and $n = 0$.

4. While $\text{Err} \geq \epsilon$
   a) Compute $q_i^{(n)} = 1 + \lambda + \sum_{j \in N_i} Q^{(n)}_{ji}$ and $z_i^{(n)} = V_{ii} + \sum_{j \in N_i} V^{(n)}_{ji}$ for $i = 1, 2, \ldots, p$.
   b) Set $\mu_i^{(n)} = \mu_i^{(n-1)} + \frac{z_i^{(n)}}{q_i^{(n)}}$ for $i = 1, 2, \ldots, p$.
   c) For all $i$ and all $j \in N_i$, set $Q^{(n+1)}_{ij} = \frac{-S_{ij}^{(n)}}{q_i^{(n)} - Q^{(n)}_{ji}}$ and $V^{(n+1)}_{ij} = \frac{Q^{(n+1)}_{ij}}{S_{ij}} (z_i^{(n)} - V^{(n)}_{ji})$.
   d) Set $e_i^{(n+1)} = b_i - \sum_j S_{ij} \mu_j^{(n)}$, $\text{Err} = \sqrt{\frac{\sum_k (\mu_k^{(n)} - \mu_k^{(n-1)})^2}{\sum_k (\mu_k^{(n)})^2}}$
   e) $V^{(n+1)}_{ii} = s \times V^{(n)}_{ii} + (1-s)e_i^{(n+1)}$ and increment $n$.

5. End.

The performance of CFGaBP in terms of KL divergences was poor relative to the performance of sGaBP. In our simulations, we found that the degree of diagonal loadings required by CFGaBP to converge optimally was substantially higher than the tuning parameter required by optimal sGaBP. These simulations provide empirical evidence that sGaBP should be used instead of our interpretation of CFGaBP, both in terms of convergence speed and accuracy of the posterior distributions.

2.5.3 Conjugate Gradient

One of the attractive properties of GaBP as a solver of large and sparse systems of linear equations lies in distributed computing. In general, BP algorithms are well suited to distributed implementation under synchronous message schedul-
Boxplots of Number of Iterations Required for Convergence: sGaBP vs CF

Figure 2.6: Illustration of the iterations required for convergence of optimal sGaBP (blue) and optimal CFGaBP (red). Precision matrices were generated to be of dimension $600 \times 600$. Both methods are relatively stable, although sGaBP converged faster in the simulations. The relative performance of sGaBP seems to improve with growth in the zero-diagonal spectral radius.

Like GaBP, the CG method is a solver of linear systems and can be applied in distributed settings. A description of the CG solver can be found in Shewchuk (1994). Unlike GaBP, CG is guaranteed to converge for all symmetric and positive definite linear systems. Furthermore, CG is guaranteed to converge in at most $p$ iterations, where $p$ is the number of variables in the system. This causes sGaBP to compare unfavourably with CG in small linear systems, and hence our focus is on systems with a large number of variables. In practice, the CG method converges much faster than $p$ iterations, and the convergence becomes faster for linear systems with a smaller condition number. One of the contributions of this dissertation is a message-passing scheme that guarantees convergence, and therefore we include a comparison with the CG method. The main advantage of the CG method is that it does not require any regularisation, while sGaBP provides approximate precisions.

We now compare CG with optimal sGaBP in linear systems with 700 vari-
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Figure 2.7: Illustration of the accuracy of the posterior distributions of optimal sGaBP (blue) and optimal CFGaBP (red) to the true marginals. In the simulations, sGaBP provided more accurate approximations. The poor performance of CFGaBP is due to the high values of the diagonal loadings it requires to converge optimally.

The results are given in Figure 2.8. In these simulations, we see that both methods are quite stable and very comparable, although CG has a small advantage in the simulations involving larger zero-diagonal spectral radii. The bottom plot of Figure 2.8 shows the mean KL divergences obtained for sGaBP. We see that these divergences are small, and therefore the posterior precisions can be useful as approximations of the true marginal precisions.

There are strategies that can be used to accelerate sGaBP. One approach would be to consider asynchronous message passing. The main drawback of this strategy is the loss of distributed applicability. Another approach is to
Figure 2.8: Comparison of the conjugate gradient solver with sGaBP (blue) for 700 × 700 precision matrices. The CG (red) method does not give approximations of the marginal precisions, but we do include the mean KL divergences for sGaBP. In our simulations, these methods are comparable in terms of the number of iterations required for convergence. The boxplots corresponding to each method are reasonably stable. The CG boxplots have a slight advantage for larger zero-diagonal spectral radii. Note that for each zero-diagonal spectral radius the boxplots corresponding to sGaBP and CG were plotted adjacent to each other.

use multiple tuning parameters, that is one tuning parameter for each node. This will not only improve convergence speed, but could also be used to obtain (even) more accurate approximations of the marginal precisions. The disadvantage is that the complexity of deciding on the level of tuning is amplified. Another interesting strategy is to increase the dimension of nodes, that is, assigning more than one variable to each node. The difficulty here is deciding on which variables to cluster together in nodes. Also, communication between higher-dimensional nodes is computationally more expensive. In certain sit-
vations we found that the GDH can improve on optimal sGaBP in terms of convergence speed. A possible explanation for this is that GDH facilitates a more flexible regularisation scheme in the sense that it adjusts $\lambda$ dynamically. It is also possible to extend GDH to allow for multiple tuning parameters, which (hopefully) will accelerate convergence. The main problem surrounding GDH is the specification of the step size.

There are strategies to accelerate CG as well, with the most prominent being that of preconditioning. Consider solving the system $S\mu = b$. The idea behind preconditioning is to select an invertible matrix $P$, solve $PSP'\tilde{\mu} = Pb$ and transform back to the original system using $\mu = P'\tilde{\mu}$. The matrix $P$ should be selected such that the condition number of $PSP'$ is smaller than that of $S$, and the computational cost of computing $PSP'$ is low. We note that $PSP'$ is always symmetric (regardless of the choice of $P$) and positive definite (since $P$ is specified to be invertible). Here we wish to emphasise that sGaBP can also benefit substantially from this type of preconditioning, even more so because it makes the selection of tuning parameters easier. The major loss is in terms of the accuracy of the posterior precisions as approximations of the marginal precisions. Setting $\tilde{S} = PSP'$ we see that $S^{-1} = P'S^{-1}P$ and, depending on the choice of $P$, knowing the diagonal entries of $\tilde{S}^{-1}$ is not sufficient for knowing the diagonals of $S^{-1}$. The consequence is that we cannot (directly) transform the posterior precisions to their original scale without knowing the off-diagonal entries of $S^{-1}$ (this is not given by sGaBP). Finding a method to sensibly transform the approximate precisions back to the original scale will be very rewarding.

2.5.4 Further Empirical Considerations

For the purpose of this chapter, empirical convergence is defined to occur at the number of iterations required to reach an error threshold of $10^{-10}$. It is possible that the comparison of the different methods may differ for different selections of the error threshold. To investigate this concern, we simulated two $1000 \times 1000$ precision matrices and corresponding $1000 \times 1$ potential vectors to compare traces of the log convergence error as a function of the iteration number for RGaBP, sGaBP and CG. The results are shown in Figure 2.9. The precision matrices corresponding to the top and bottom graph of Figure 2.9 were simulated to have zero-diagonal spectral radii equal to 1.3 and 1.4 respectively. We note that the hyper-parameters for RGaBP and sGaBP were initialised to yield convergence to an error threshold of $10^{-10}$ in as few iterations as possible (according to a line search in increments of 0.01).

The graphs in Figure 2.9 exhibit similar patterns. For lower iteration numbers, we see that the convergence error supplied by the different methods are very similar. For higher iteration numbers, we see that the convergence error pro-
vided by RGaBP starts to increase relative to those of the other methods. The sGaBP and CG methods are very comparable across all iterations, although the CG method tends to provide smaller convergence errors. The graphs in Figure 2.9 seem to agree with the observations made based on the $10^{-10}$ error threshold, although it indicates that the difference between the methods will be more substantial for smaller error thresholds.

It is possible to measure inference quality by computing the KL divergence of the posterior distribution to its corresponding exact marginal (this is the opposite direction used in the simulations). We note that changing the order of the KL divergence does not effect the conclusions made in the empirical section.

2.6 Conclusion

In this chapter, we applied the principle of node regularisation to a pairwise MG constructed from a multivariate Gaussian distribution in canonical form. We proved convergence of this algorithm, given sufficient regularisation, and showed that the converged posterior means equal the exact marginal means. In an empirical study, sGaBP compared favourably with other GaBP variants, both in terms of convergence speed and accuracy of the converged posterior precisions as approximations for the marginal precisions. The remainder of this dissertation is concerned with sGaBP where nodes are allowed to be of any size. In the next chapter, we conduct a UWT (unwrapped tree) analysis of higher-dimensional ordinary GaBP. We derive a new sufficient condition for the convergence of GaBP that depends on how variables are assigned to nodes. We also highlight a certain type of preconditioning done automatically by GaBP. This preconditioning can have a significant effect on the performance of other iterative solvers of linear systems, such as the CG method.

Some of the material covered in Chapter 3 is used in Chapter 4 to derive asymptotic expressions for the precision components of sGaBP. These asymptotic expressions are used to prove the convergence of higher-dimensional sGaBP.
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Traces of Log Convergence Error as a Function of Iteration:
Zero Diagonal Spectral Radius $= 1.3$

![Graph showing convergence error for different methods](image)

Traces of Log Convergence Error as a Function of Iteration:
Zero Diagonal Spectral Radius $= 1.4$

![Graph showing convergence error for different methods](image)

Figure 2.9: Comparison of the convergence error as a function of the iteration number for RGaBP, sGaBP and CG for two simulated data structures.
Chapter 3

Gaussian Belief Propagation with Nodes of Arbitrary Size

This chapter is concerned with deriving some new properties of GaBP where nodes are allowed to be of any dimensionality. We extend the unwrapped tree (UWT) analysis conducted by Weiss and Freeman (2001) on univariate nodes to the multivariate case. This UWT analysis is used to derive certain scaling attributes of the GaBP algorithm, which allows the interpretation of this algorithm as an automatic preconditioner, where the preconditioner is based on how variables are assigned to nodes. We develop a new, sufficient condition for the convergence of GaBP with multivariate nodes that goes beyond the walk-summability of the precision matrix. Based on these convergence conditions, we derive an upper bound for the number of iterations required for convergence of the GaBP algorithm. We also include an empirical section to illustrate and test the theoretical work covered in this chapter.

Although it may be unclear, at first, how this chapter relates to the rest of this dissertation, we note that we are building up towards Chapter 4, where we prove convergence of sGaBP for any clustering of the nodes (in contrast to Chapter 2, where nodes were constrained to be one-dimensional). In particular, we establish some results (see for instance Equation (3.14)) that will enable us to study multivariate sGaBP asymptotically, as $\lambda \to \infty$.

The idea behind UWTs is to convert the MG to a more convenient topology. This new topology allows us to formulate analytical expressions for the posterior precisions and posterior means after each iteration. These analytical expressions are used to develop sufficient conditions for the convergence of the GaBP algorithm.
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3.1 Preliminaries

We provide a brief recap of the notation used in Algorithm 1 of Chapter 1. We assume a multivariate Gaussian vector \( \mathbf{X} : k \times 1 \) with precision matrix \( \mathbf{S} \) and potential vector \( \mathbf{b} \). The variables of \( \mathbf{X} \) are divided into \( p \) clusters, which we label \( C_1, C_2, \ldots, C_p \). These clusters are non-overlapping and their union covers all the variables.

Suppose that \( \mathbf{X}_i \) is the subvector of \( \mathbf{X} \) corresponding to the variables in \( C_i \). In this chapter, the MG is used to represent the conditional independencies of \( \mathbf{X}_i : i = 1, 2, \ldots, p \). Consider the MG given in the left panel of Figure 3.1. Let us assume this graph was drawn for the random vector \( \mathbf{X} = (X_1, X_2, \ldots, X_8)' \), with clusters \( C_1 = \{1, 2\} \), \( C_2 = \{3, 4\} \), \( C_3 = \{5, 6\} \) and \( C_4 = \{7, 8\} \). The MG illustrates that \( X_1 = (X_1', X_2')' \) and \( X_4 = (X_7', X_8')' \) are conditionally independent, given the other variables.

Note that in the above example we have \( \mathbf{X} = (X_1', X_2', X_3', X_4')' \). This does not hold for general clustering. Consider, for example, keeping \( C_2 \) and \( C_3 \) the same, but changing \( C_1 \) and \( C_4 \) to \( \{1, 8\} \) and \( \{2, 7\} \) respectively. We can easily ensure that \( \mathbf{X} = (X_1', X_2', X_3', X_4')' \) by reordering \( \mathbf{X} \) to \( (X_1, X_8, X_3, \ldots, X_6, X_2, X_7)' \). We assume, without loss of generality, that \( \mathbf{X} = (X_1', X_2', \ldots, X_p')' \) for the clusters \( C_1, C_2, \ldots, C_p \).

3.1.1 Notes on the Perron-Frobenius Theorem

In this section we discuss results from the Perron-Frobenius theorem. These results play an important role in the theoretical considerations of Chapter 3 and Chapter 4. We start with a few definitions.

**Definition 6** A matrix \( \mathbf{A} : k \times k \) is defined to be reducible if there exists a permutation matrix \( \mathbf{P} : k \times k \) such that \( \mathbf{PAP}' = \begin{bmatrix} \mathbf{B}_{11} & \mathbf{B}_{12} \\ 0 & \mathbf{B}_{22} \end{bmatrix} \).

We note that if \( \mathbf{A} \) is symmetric, then \( \mathbf{A} \) is reducible if there is a permutation matrix \( \mathbf{P} \) such that \( \mathbf{PAP}' = \begin{bmatrix} \mathbf{B}_{11} & 0 \\ 0 & \mathbf{B}_{22} \end{bmatrix} \).

**Definition 7** A matrix \( \mathbf{A} : k \times k \) that is not reducible is called irreducible.

**Definition 8** Consider a symmetric real matrix \( \mathbf{A} : k \times k = [a_{ij}] \). Let \( \mathcal{G}(\mathbf{A}) \) be the undirected graph of \( \mathbf{A} \) obtained by creating a node for each variable in \( \mathbf{A} \), and where there is an edge between the node representing variable \( i \) and the node representing variable \( j \) if and only if \( a_{ij} \neq 0 \).

If a real symmetric matrix \( \mathbf{A} \) is reducible then its graph \( \mathcal{G}(\mathbf{A}) \) will consist of two unconnected subgraphs \( \mathcal{G} (\mathbf{B}_{11}) \) and \( \mathcal{G} (\mathbf{B}_{22}) \). If either \( \mathbf{B}_{11} \) or \( \mathbf{B}_{22} \) are still...
reducible we can split these graphs into more unconnected subgraphs. This process can be continued until we are left with a specified number of mutually unconnected irreducible subgraphs and a specified number of subgraphs with only one node.

When faced with applying GaBP to a reducible precision matrix we can, without loss of any information, perform GaBP separately on the irreducible subgraphs of the precision matrix.

**Definition 9 (Vector and matrix inequalities)** Consider the vectors \( \mathbf{x} = (x_1, x_2, \ldots, x_k)' \) and \( \mathbf{y} = (y_1, y_2, \ldots, y_k)' \). By \( \mathbf{x} > \mathbf{y} \) we mean that \( x_i > y_i \) for \( i = 1, 2, \ldots, k \). Analogous definitions apply to other inequality signs and matrices.

We are now ready to formulate the Perron-Frobenius theorem and the Collatz-Wielandt formula.

**Theorem 4 (Perron-Frobenius theorem)** Consider a non-negative and irreducible real matrix \( \mathbf{A} : k \times k \). There exists a \( \mathbf{v} > 0 \) such that \( \mathbf{A}\mathbf{v} = \rho(\mathbf{A})\mathbf{v} \).

**Theorem 5 (Collatz-Wielandt formula)** Consider a non-negative and irreducible real matrix \( \mathbf{A} : k \times k \). Define:

\[
h_{\mathbf{A}}(\mathbf{x}) = \min_{i : x_i \neq 0} \left\{ \frac{\sum_{j=1}^{k} a_{ij} x_j}{x_i} \right\},
\]

where \( \mathbf{x} \neq 0 \) and \( \mathbf{x} \in \mathbb{R}^k \). Define \( \mathcal{U} = \{ \mathbf{x} \in \mathbb{R}^k : \mathbf{x} \geq 0 \text{ and } \mathbf{x} \neq 0 \} \). The Collatz-Wielandt formula states that:

\[
\rho(\mathbf{A}) = \max_{\mathbf{x} \in \mathcal{U}} \{ h_{\mathbf{A}}(\mathbf{x}) \}.
\]

**Theorem 6** Consider any real matrix \( \mathbf{A} : k \times k \), then \( \rho(\mathbf{A}) \leq \rho(|\mathbf{A}|) \).

**Proof.**

Consider the case where \( \mathbf{A} \) is irreducible (this implies that \( |\mathbf{A}| \) is irreducible) and let \( \lambda \) and \( \mathbf{x} \neq 0 \) be any eigenpair (possibly complex) of \( \mathbf{A} \). Since \( \mathbf{Ax} = \lambda \mathbf{x} \) we see that:

\[
|\lambda x_i| = |\lambda||x_i| = \left| \sum_{j=1}^{k} a_{ij} x_j \right| \leq \sum_{j=1}^{k} |a_{ij}||x_j|.
\]

For any \( i : |x_i| \neq 0 \) we have:

\[
|\lambda| \leq \frac{\sum_{j=1}^{k} |a_{ij}||x_j|}{|x_i|},
\]
and therefore $|\lambda| \leq h_{|A|}(|x|)$. Since $|x| \in \mathcal{U}$ we obtain:

$$|\lambda| \leq h_{|A|}(|x|) \leq \rho(|A|). \quad (3.5)$$

In particular, Equation (3.5) holds for all eigenvalues $\lambda$ of $A$ and therefore $\rho(A) \leq \rho(|A|)$. For the case where $A$ is not reducible we note that we can find a permutation matrix $P$ such that:

$$PAP' = \begin{bmatrix}
B_{11} & B_{12} & B_{13} & \cdots & B_{1;(t-2)} & B_{1;(t-1)} & B_{1t} \\
0 & B_{22} & B_{23} & \cdots & B_{2;(t-2)} & B_{2;(t-1)} & B_{2t} \\
0 & 0 & B_{33} & \cdots & B_{3;(t-2)} & B_{3;(t-1)} & B_{3t} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & B_{(t-1);(t-1)} & B_{(t-1)t} \\
0 & 0 & 0 & \cdots & 0 & 0 & B_{tt}
\end{bmatrix},$$

where the matrices $B_{ii} : i = 1, 2, \ldots, t$ are either irreducible or $1 \times 1$ matrices and $PAP'$ is block upper triangular. We can apply Equation (3.5) to the matrices $B_{ii}$ (the inequality follows trivially for the $1 \times 1$ case) to obtain:

$$\rho(B_{ii}) \leq \rho(|B_{ii}|), \quad (3.6)$$

for $i = 1, 2, \ldots, t$. Since $\rho(A) = \rho(PAP') = \max_i \{\rho(B_{ii})\}$ and because $\rho(|A|) = \rho(P|A|P') = \max_i \{\rho(|B_{ii}|)\}$ we have:

$$\rho(A) \leq \rho(|A|). \quad (3.7)$$

Having discussed the preliminary concepts necessary to understand the theoretical discussions of this chapter, we turn to a discussion of the concept of a UWT in the next section.

### 3.2 Constructing UWTs

The idea behind a UWT is to represent the computations of GaBP as inference on a tree-structured multivariate Gaussian. In this section, we discuss the construction of these trees by considering their topology, precision matrix and potential vector. Consider the cyclical MG in the left panel of Figure 3.1. Each node of a cyclical MG has its own UWT, and we denote the UWT for node $i$ by $T^{(n)}_i$, where $n$ is the number of iterations performed by synchronous GaBP. In this section, we illustrate the construction of the UWTs using the running example given in the previous section. The precision matrix and potential vector of this MG are

$$S = \begin{bmatrix}
S_{11} & S_{12} & S_{13} & 0 \\
S_{21} & S_{22} & S_{23} & S_{24} \\
S_{31} & S_{32} & S_{33} & 0 \\
0 & S_{42} & 0 & S_{44}
\end{bmatrix} \quad (3.8)$$
and

\[
\mathbf{b} = \begin{bmatrix}
\mathbf{b}_1 \\
\mathbf{b}_2 \\
\mathbf{b}_3 \\
\mathbf{b}_4
\end{bmatrix}
\]  

(3.9)

respectively. Recall that \( \mathbf{S}_{ij} \) is the submatrix of \( \mathbf{S} \) corresponding to the variables of cluster \( \mathcal{C}_i \) (for the rows) and cluster \( \mathcal{C}_j \) (for the columns). A similar interpretation holds for \( \mathbf{b}_i \). The form of the precision matrix and potential vector given in Equation (3.8) and (3.9) respectively is a consequence of the reordering assumption given in the previous section.

### 3.2.1 Topology of a UWT

Under the assumption of synchronous message passing, \( \mathcal{T}_i^{(n)} \) can be decomposed into \( n \) different layers according to a tree topology, as illustrated in the middle panel of Figure 3.1. Each node in \( \mathcal{T}_i^{(n)} \) is associated with a specific cluster, and we keep track of this reference. We discuss the process of creating the UWT topology for node 1 and \( n = 4 \) of our running example. To avoid confusion, we refer to the nodes of the original MG (left side of Figure 3.1) as clusters. In our discussion, a node can have only one parent.

1. The first layer consists of a single node, known as the root node, and this node refers to the cluster for which the UWT is constructed (cluster 1 in this case).

2. To construct the second layer we determine the neighbours of cluster 1 in the original MG. For our running example, these are cluster 2 and cluster 3. Layer two consists of two mutually unconnected nodes, both connected to the root node, one with a reference to cluster 2 and the other to cluster 3.

3. Each node in layer 2 will act as a parent node for certain nodes in layer 3.

   - Let us start with the node in the second layer of the UWT corresponding to cluster 2 (see the red node). The neighbours of cluster 2 are the clusters 1, 3 and 4. We exclude cluster 1, since the parent of the red node refers to this cluster. We draw two additional mutually unconnected nodes in layer 3 of the UWT, with one referring to cluster 3 and the other to cluster 4, with the red node as the parent.

   - Consider the node in the second layer corresponding to cluster 3 (see the blue node). The neighbours of cluster 3 are the clusters 1 and 2. We exclude cluster 1, since the parent of the blue node
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Figure 3.1: Different graph representations of a MG. The original MG is displayed on the left, the unwrapped tree for cluster 1 is displayed in the middle, while the line graph representation for the same cluster is displayed on the right. Each node (in all three graphs) contains references to certain clusters.

refers to this cluster. We draw one additional node in layer 3 with a reference to cluster 2.

4. Each node in layer 3 will act as a parent node for certain nodes in layer 4. The process of determining the children are similar to the discussion in point 3. For a particular node in layer 3, we determine the neighbourhood of the cluster it refers to and exclude from this set the cluster of its parent node. Mutually unconnected nodes are drawn in layer 4, each corresponding to one of the clusters in this set. This procedure is repeated for all nodes in layer 3.

We can continue this process to generate \( T_1^{(n)} \) for any \( n \). A further useful topology is obtained by clustering together all nodes in different layers of the UWT. For the purpose of our discussion, we cluster together nodes from left to right in a given layer. This method of clustering yields a line topology (right panel of Figure 3.1). The line topology conversion for a node is denoted by \( L_i^{(n)} \).

3.2.2 Specifying the Precision and Potential

We can focus, without loss of generality, on the UWT associated with node 1. The UWT and line topology for node 1 are denoted by \( T_n \) and \( L_n \) respectively.

A movement along a UWT is defined to be first by layer, starting at layer 1, and within each layer from left to right. Unless explicitly stated otherwise, we assume that the order of the nodes in the precision matrix and potential vector, associated with \( T_n \), is according to the movement along \( T_n \).
We interpret $T_n$ as a Gaussian MG. Associate with $T_n$ the precision matrix $T_n : m_n \times m_n$ and potential vector $t_n : m_n \times 1$. If a node in $T_n$ has a reference to cluster $t$, it receives a precision matrix $S_{tt}$ and potential vector $b_t$. If a node (reference $j$) has a link to a node (reference $t$) in $T_n$, then this link receives $S_{jt}$, otherwise the link receives $0 : d_j \times d_t$. Recall that $|C_j| = d_j$. For our running example, we have:

$$T_4 = \begin{bmatrix}
S_{11} & S_{12} & S_{13} & 0 & 0 & 0 & 0 & 0 \\
S_{21} & S_{22} & 0 & S_{23} & S_{24} & 0 & 0 & 0 \\
S_{31} & 0 & S_{33} & 0 & 0 & S_{32} & 0 & 0 \\
0 & S_{32} & 0 & S_{33} & 0 & 0 & S_{31} & 0 \\
0 & S_{42} & 0 & 0 & S_{44} & 0 & 0 & 0 \\
0 & 0 & S_{23} & 0 & 0 & S_{22} & 0 & S_{21} \\
0 & 0 & 0 & S_{13} & 0 & 0 & S_{11} & 0 \\
0 & 0 & 0 & 0 & S_{12} & 0 & S_{11} & 0 \\
0 & 0 & 0 & 0 & 0 & S_{42} & 0 & 0 & S_{44}
\end{bmatrix}$$

$$t_4 = \begin{bmatrix}
b_1 \\
b_2 \\
b_3 \\
b_4 \\
b_1 \\
b_2 \\
b_1 \\
b_1
\end{bmatrix}$$

The remainder of this section is dedicated to relating $T_n$ and $t_n$ to $S$ and $b$ respectively. These relations are important for the remainder of this chapter. We now introduce certain special matrices.

**Notation 4** Row-extractor matrix of cluster $t$. Define

$$F_t : d_t \times k = \begin{bmatrix} 0 : d_t \times d_1 & \ldots & 0 : d_t \times d_{t-1} & I_{d_t} & 0 : d_t \times d_{t+1} & \ldots & 0 : d_t \times d_p \end{bmatrix}$$

Due to the reordering assumption, we see that $F_t S$ extracts the rows of $S$ corresponding to the variables in $C_t$. Also note that:

$$S_{jt} F_t = \begin{bmatrix} 0 : d_j \times d_1 & \ldots & 0 : d_j \times d_{t-1} & S_{jt} & 0 : d_j \times d_{t+1} & \ldots & 0 : d_j \times d_p \end{bmatrix}.$$
and stacking the row-extractor matrix of this cluster. For our running example:

\[
E_4 = \begin{bmatrix}
F_1 \\
F_2 \\
F_3 \\
F_4
\end{bmatrix}.
\]

Using our running example, it is easy to see that:

\[
t_n = E_n b.
\] (3.10)

**Notation 6** Node extractor matrix. Consider node \( j \) of the UWT (read from left to right along the layers). For our running example, the sixth node of the UWT is the rightmost node in layer 3. Let \( G_n^{(j)} \) be such that \( [G_n^{(j)}]^T T_n \) extracts the rows of \( T_n \) corresponding to node \( j \). For our running example:

\[
[G_n^{(6)}]^T T_4 = \begin{bmatrix}
0 & 0 & S_{23} & 0 & 0 & S_{22} & 0 & S_{21} & S_{24}
\end{bmatrix}.
\]

Define the root extractor matrix as \( G_n = G_n^{(1)} \).

Our next objective is to validate the formula,

\[
T_n E_n = E_n S + L_n,
\] (3.11)

where the entries of \( L_n \) are all zero, except possibly in the rows corresponding to the nodes in layer \( n \) of the UWT. For our running example:

\[
T_4 E_4 = \begin{bmatrix}
S_{11} & S_{12} & S_{13} & 0 \\
S_{21} & S_{22} & S_{23} & S_{24} \\
S_{31} & S_{32} & S_{33} & 0 \\
0 & S_{42} & 0 & S_{44} \\
S_{11} & S_{12} & S_{13} & 0 \\
S_{11} & S_{12} & S_{13} & 0 \\
0 & S_{42} & 0 & S_{44}
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

To see why Equation (3.11) is true in general, note that each node in the UWT (except for nodes in the final layer) is locally connected once to nodes with references to the neighbours of its corresponding cluster. Consider a node \( j \),
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not in the final layer, in the UWT. Suppose that this node refers to cluster \( i \).
We see that:
\[
[G_n^{(j)}]' T_n E_n = \sum_{l \in N_i \cup \{i\}} S_{il} F_l = F_i S.
\] (3.12)
Equation (3.12) can also be validated using our running example. A node in
the final layer is not connected to nodes that encompass all the neighbours of
its corresponding cluster. For instance, node 7 (left-most node, final layer) is
only connected to a single node with reference to cluster 3. Node 7 refers to
cluster 1, which has clusters 2 and 3 as neighbours in the original MG. We see
that node 7 in the UWT has a neighbouring node with reference to cluster 3,
but no link to a node with a reference to cluster 2. Hence, if \( j \) is in the final
layer of the UWT, then
\[
[G_n^{(j)}]' T_n E_n = \sum_{l \in A \cup \{i\}} S_{il} F_l,
\] (3.13)
where \( A \subset N_i \). Hence \([G_n^{(j)}]' T_n E_n\) in Equation (3.13) is a sparse replicate of
\( F_i S \). These considerations validate the formula in Equation (3.11).

3.3 Analytical Formulas for the Posterior Means and Posterior Precisions

In this section we derive a method of moving from inference on the UWT to
inference on the original MG. In particular, we show that
\[
P_1^{(n-1)} = [G_n' T_n^{-1} G_n]^{-1}
\] (3.14)
\[
\mu_1^{(n-1)} = G_n' T_n^{-1} E_n b,
\] (3.15)
where \( P_1^{(n-1)} \) and \( \mu_1^{(n-1)} \) denote the posterior precision and posterior mean
of node 1 at iteration \( n - 1 \). First, we discuss a pruning procedure on a
general tree-structured precision matrix \( T \) and potential vector \( t \). We then
show how this elimination procedure can be used to validate the formulas
given in Equations (3.14) and (3.15).

3.3.1 Tree-pruning Procedure

Consider a general tree \( T \) with precision matrix \( T \) and potential vector \( t \).
Suppose that \( r_\mu(T) \) and \( r_P(T) \) give the marginal mean and marginal precision
respectively of the root node of \( T \). We can obtain \( r_P(T) \) by inverting the
diagonal block of \( T^{-1} \) corresponding to the root node. In a similar way, \( r_\mu(T) \)
is obtained by extracting the first subvector (corresponding to the root node)
of \( T^{-1} t \).
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Figure 3.2: Visualisation of the process used to invert a tree-structured precision matrix/solve a linear system through node pruning, where the block of the inverse/solution of the root node is of interest.
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The tree-pruning procedure iteratively prunes terminal nodes such that the marginal precision and marginal mean of the root node of the remaining (trimmed) tree remain unchanged. Let us return to our running example. The goal is to modify a tree, as in Step 1 of Figure 3.2, to one of its trimmed trees, as in Step 2, in such a way that inference on the root node remains unchanged. Let $\tilde{T}$ be the trimmed tree obtained after eliminating certain terminal nodes from $T$, then we must have that $r_\mu(T) = r_\mu(\tilde{T})$ and $r_P(T) = r_P(\tilde{T})$. We use the conversion from the tree in Step 1 to the tree in Step 2 as an example.

At each step of the pruning process, we select one of the nodes in the second last layer (we will call this node the bereaved parent, this would be the node corresponding to cluster 2 in the red rectangle of Step 1), the objective being to prune its children in the terminal layer. This must be done in such a way that inference at the root node remains unchanged. In order to achieve this, we need to change certain elements of the precision and potential associated with the nodes in the trimmed tree, from their corresponding values in the untrimmed tree. In the remainder of this section, we will show that it is only necessary to change the precision matrix and potential vector associated with the bereaved parent. Moreover, these adjustments can be obtained by marginalising the tree with the bereaved parent as the root node (this is the nodes in the red rectangle of Step 1).

Let $T$ and $t$ be the precision matrix and potential vector respectively of $T$ in Step 1. We can write without loss of generality:

$$T = \begin{bmatrix} T_{11} & T_{12} & 0 \\ T_{21} & T_{22} & T_{23} \\ 0 & T_{32} & T_{33} \end{bmatrix}$$

$$t = \begin{bmatrix} t_1 \\ t_2 \\ t_3 \end{bmatrix}.$$

Here, $t_1$, $t_2$ and $t_3$ are the subvectors of $t$ corresponding to all nodes outside the red rectangle, node 2 within the red rectangle, and nodes 1 and 4 inside the red rectangle respectively. The precision matrix is decomposed in a similar way. In general, we associate $t_3$ with the nodes to be pruned, $t_2$ with the bereaved parent and $t_1$ with the remaining nodes. Consider

$$T = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}$$

$$a = \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}.$$
where $A_{11} = \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{bmatrix}$, $A_{12} = \begin{bmatrix} 0 & T_{23} \end{bmatrix}$, $A_{21} = [0 \ T_{32}]$, $A_{22} = T_{33}$, $a_1 = \begin{bmatrix} t_1 \\ t_2 \end{bmatrix}$ and $a_2 = t_3$. Blockwise matrix inversion yields,

$$T^{-1} = \begin{bmatrix} A_{11}^{-1} & -A_{11}^{-1}A_{12}A_{22}^{-1} \\ ... & ... \end{bmatrix},$$

where $A_{11,2} = A_{11} - A_{12}A_{22}^{-1}A_{21}$ and the $...$ represents an irrelevant part of the matrix (nodes to be pruned). Let $\tilde{T}$ denote the trimmed tree. In order to preserve root inference, the precision matrix and potential vector associated with $\tilde{T}$ must be,

$$\tilde{T} = A_{11,2}$$

$$\tilde{t} = a_1 - A_{12}A_{22}^{-1}a_2,$$

respectively. It can be shown that:

$$A_{11,2} = \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} - T_{23}T_{33}^{-1}T_{32} \end{bmatrix}$$

$$a_1 - A_{12}A_{22}^{-1}a_2 = \begin{bmatrix} t_1 \\ t_2 - T_{23}T_{33}^{-1}t_3 \end{bmatrix}.$$  

Equations (3.16) and (3.17) show that it is only necessary to adjust the precision and potential associated with the bereaved parent. Thereafter, we can prune the terminal nodes.

Let $M$ be the tree containing the nodes to be pruned, with the bereaved parent as the root node. The precision and potential associated with $M$ are

$$M = \begin{bmatrix} T_{22} & T_{23} \\ T_{32} & T_{33} \end{bmatrix}$$

$$m = \begin{bmatrix} t_2 \\ t_3 \end{bmatrix},$$

respectively. Setting $T_{22,3} = T_{22} - T_{23}T_{33}^{-1}T_{32}$ we see, using blockwise matrix inversion, that:

$$r_P(M) = T_{22,3}$$

$$r_\mu(M) = T_{22,3}^{-1}[t_2 - T_{23}T_{33}^{-1}t_3].$$

In summary, to prune terminal nodes while preserving the marginal quantities of the root node, we need to do the following:

1. Compute $r_\mu(M)$ and $r_P(M)$. 

2. Compute the trimmed tree $\tilde{T}$ and the adjusted precision and potential $\tilde{T}$ and $\tilde{t}$.

3. Prune the terminal nodes while preserving the root inference.

4. Compute the adjusted values for the bereaved parent.

5. Repeat steps 1 to 4 until all terminal nodes are pruned.
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2. To preserve the marginal quantities of the root node, the trimmed tree is obtained by eliminating the terminal nodes from the graph and only adjusting the potential and the precision of the bereaved parent to $r_P(M)r_P(M)$ and $r_P(M)$ respectively.

In the next section, we present a proof of UWT correctness, which, according to our knowledge, has not appeared in the literature before. We prove UWT correctness by showing that the computations done by GaBP can be represented by the pruning procedure described in this section.

### 3.3.2 UWT Correctness

By UWT correctness we mean the validity of the formulas given in (3.14) and (3.15). In order to establish this, recall that $z^{(l)}_{ij} = b_i + \sum_{t \in N_i \setminus j} v^{(l)}_{ti}$, $P^{(l)}_{ij} = S_{ii} + \sum_{t \in N_i \setminus j} Q^{(l)}_{it}$ and define

$$\mu^{(l)}_{ij} = \left[ P^{(l)}_{ij} \right]^{-1} z^{(l)}_{ij}.$$  

Consider the following recursive expansions (recall Equations (1.15) and (1.16)):

$$P^{(l)}_{ij} = S_{ii} - \sum_{t \in N_i \setminus j} S_{it} \left[ P^{(l-1)}_{ti} \right]^{-1} S_{it},$$  

$$z^{(l)}_{ij} = b_i - \sum_{t \in N_i \setminus j} S_{it} \left[ P^{(l-1)}_{ti} \right]^{-1} z^{(n-1)}_{it}.$$  

Suppose we have pruned $T_n$ to have only $l$ layers, where $3 \leq l \leq n$. Consider a bereaved parent, in layer $l-1$, assumed to have a reference to cluster $i$ and its parent in layer $l-2$ with a reference to cluster $j$. Due to the construction of $T_n$, we know that the bereaved parent will have mutually unconnected terminal nodes as children, each with a reference to a different cluster in $N_i \setminus j$. Let $|N_i \setminus j| = s_{ij}$, $N_i \setminus j = \{i_1, i_2, \ldots, i_{s_{ij}}\}$ and suppose that $M$ is the tree with the selected bereaved parent as root, connected to its children in the terminal layer. We assume that the precision and potential associated with one of these terminal nodes, with a reference to cluster $i_t$, are $P^{(n-l)}_{i_t i}$ and $z^{(n-l)}_{i_t i}$ respectively.
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If \( M \) and \( m \) denote the precision and potential of \( \mathcal{M} \) respectively, we have:

\[
M = \begin{bmatrix}
S_{ii} & S_{i1} & S_{i2} & \ldots & S_{isij} \\
S_{i1} & P_{i1i}^{(n-l)} & 0 & \ldots & 0 \\
S_{i2} & 0 & P_{i2i}^{(n-l)} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
S_{isij} & 0 & \ldots & 0 & P_{isij}^{(n-l)}
\end{bmatrix}
\]  \hspace{1cm} (3.18)

\[
m = \begin{bmatrix}
b_{i1} \\
z_{i1}^{(n-l)} \\
z_{i2}^{(n-l)} \\
\vdots \\
z_{isij}^{(n-l)}
\end{bmatrix}
\]  \hspace{1cm} (3.19)

Using blockwise matrix inversion, it is easy to see that:

\[
r_P(M) = S_{ii} - \sum_{t=1}^{s_{ij}} S_{it}[P_{it}^{(n-l)}]^{-1}S_{ti} = P_{ij}^{(n-l+1)}
\]

\[
r_M(M) = [P_{ij}^{(n-l)}]^{-1}[b_{i1} - \sum_{t=1}^{s_{ij}} S_{ti}[P_{it}^{(n-l)}]^{-1}z_{ti}^{(n-l)}] = [P_{ij}^{(n-l+1)}]^{-1}z_{ij}^{(n-l+1)}.
\]

To prune these terminal nodes, the tree-pruning procedure requires adjusting the precision and potential of the bereaved parent to \( P_{ij}^{(n-l+1)} \) and \( z_{ij}^{(n-l+1)} \) respectively. Once we have pruned all the terminal nodes, we see that we can apply a similar process to the new terminal layer \((l - 1)\).

Let us consider the case where \( l = n \), where a terminal node with reference to cluster \( i_1 \) and associated parent with reference to cluster \( i \), is considered. At this stage, the precision and potential associated with this terminal node are \( S_{i1i1} \) and \( b_{i1} \) respectively. Since,

\[
Q_{i11}^{(1)} = -S_{i1i1}S_{i1i}^{-1}S_{i1i} \\
v_{i11}^{(1)} = -S_{i1i1}S_{i1i}^{-1}b_{i1}
\]

we see that \( P_{i11}^{(0)} = S_{i1i1} \) and \( z_{i11}^{(0)} = b_{i1} \). Hence, the type of pruning described in Equations (3.18) and (3.19) apply at all stages of pruning by induction.

Suppose we have completed the pruning such that only two layers remain. The trimmed tree will have a root node corresponding to cluster 1 and this node is connected to a terminal node, each of which has a reference to a different cluster in \( \mathcal{N}_1 \). Let \( \mathcal{N}_1 = \{i_1, i_2, \ldots, i_{s_1}\} \). Since we have followed the
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pruning procedure, the precision matrix and potential vector associated with a terminal node, with reference to cluster \( i_t \), are \( z_{i_t}^{(n-2)} \) and \( \mathbf{P}_{i_t}^{(n-2)} \) respectively. The final step is to find the root marginal of the following precision matrix and potential vector:

\[
\mathbf{M} = \begin{bmatrix}
\mathbf{S}_{i_1} & \mathbf{S}_{i_1} \mathbf{P}_{i_1}^ {(n-2)} & \mathbf{S}_{i_1} \mathbf{P}_{i_1}^ {(n-2)} & \cdots & \mathbf{S}_{i_n} \\
\mathbf{S}_{i_1} & \mathbf{P}_{i_1}^ {(n-2)} & 0 & \cdots & 0 \\
\mathbf{S}_{i_2} & 0 & \mathbf{P}_{i_2}^ {(n-2)} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{S}_{i_n} & 0 & \cdots & 0 & \mathbf{P}_{i_n}^ {(n-2)}
\end{bmatrix}
\] (3.22)

\[
\mathbf{m} = \begin{bmatrix}
\mathbf{b}_i \\
\mathbf{z}_{i_1}^{(n-2)} \\
\mathbf{z}_{i_2}^{(n-2)} \\
\vdots \\
\mathbf{z}_{i_n}^{(n-2)}
\end{bmatrix}
\] (3.23)

One more application of blockwise matrix inversion reveals:

\[
r_P(\mathcal{T}_n) = \mathbf{S}_{11} - \sum_{t=1}^{s_1} \mathbf{S}_{it} [\mathbf{P}_{i_t}^{(n-2)}]^{-1} \mathbf{S}_{i_t} = \mathbf{S}_{11} + \sum_{t=1}^{s_1} \mathbf{Q}_{i_t}^{(n-1)} = \mathbf{P}_1^{(n-1)}
\] (3.24)

\[
r_\mu(\mathcal{T}_n) = \left[\mathbf{P}_1^{(n-1)}\right]^{-1} \left[\mathbf{b}_1 - \sum_{t=1}^{s_1} \mathbf{S}_{it} [\mathbf{P}_{i_t}^{(n-2)}]^{-1} \mathbf{z}_{i_t}^{(n-2)}\right]
\]

\[
= \left[\mathbf{P}_1^{(n-1)}\right]^{-1} \left[\mathbf{b}_1 + \sum_{t=1}^{s_1} \mathbf{v}_{i_t}^{(n-1)}\right] = \mathbf{\mu}_1^{(n-1)}.
\] (3.25)

Equations (3.24) and (3.25) validate the formulas given in (3.14) and (3.15).

Let us return to our running example, where we consider moving from Step 1 to Step 2 in Figure 3.2. The tree-pruning procedure requires us to perform inference on:

\[
\mathbf{M} = \begin{bmatrix}
\mathbf{S}_{22} & \mathbf{S}_{21} & \mathbf{S}_{24} \\
\mathbf{S}_{22} & \mathbf{S}_{21} & 0 \\
\mathbf{S}_{22} & 0 & \mathbf{S}_{44}
\end{bmatrix}
= \begin{bmatrix}
\mathbf{S}_{22} & \mathbf{S}_{21} & \mathbf{S}_{24} \\
\mathbf{S}_{12} & \mathbf{P}_{12}^{(0)} & 0 \\
\mathbf{S}_{42} & 0 & \mathbf{P}_{42}^{(0)}
\end{bmatrix}
\]

\[
\mathbf{m} = \begin{bmatrix}
\mathbf{b}_2 \\
\mathbf{z}_{12}^{(0)} \\
\mathbf{z}_{12}^{(0)}
\end{bmatrix}
\]

Equations (3.20) and (3.21) imply that \( r_P(\mathcal{M}) = \mathbf{P}_{23}^{(1)} \) and \( r_\mu(\mathcal{M}) = \left[\mathbf{P}_{23}^{(1)}\right]^{-1} \mathbf{z}_{23}^{(1)} \).

We remove the nodes (nodes 1 and 4 in the red rectangle) and adjust the potential and precision of node 2 in the red rectangle to \( r_P(\mathcal{M}) r_\mu(\mathcal{M}) = \mathbf{z}_{23}^{(1)} \) and
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$r_P(M) = P^{(1)}_{23}$ respectively. The potential vector and precision matrix of the trimmed tree are given in Equations (3.26) and (3.27) (the vector and matrix to the right of the arrows indicate the potential vector and precision matrix of the tree obtained after the next pruning step).

\[
\tilde{t} = \begin{bmatrix} b_1 \\ b_2 \\ b_3 \\ b_4 \\ z_{23} \\ z_{23} \end{bmatrix} \rightarrow \begin{bmatrix} b_1 \\ b_2 \\ b_3 \\ z_{23}^{(1)} \\ z_{23}^{(2)} \\ z_{23} \end{bmatrix}
\]

\[T = \begin{bmatrix} S_{11} & S_{12} & S_{13} & 0 & 0 & 0 \\ S_{21} & S_{22} & 0 & S_{23} & S_{24} & 0 \\ S_{31} & 0 & S_{32} & 0 & S_{32} & 0 \\ 0 & S_{32} & 0 & S_{33} & 0 & 0 \\ 0 & S_{42} & 0 & 0 & S_{44} & 0 \\ 0 & 0 & S_{23} & 0 & 0 & S_{11} \end{bmatrix} \rightarrow \begin{bmatrix} S_{11} & S_{12} & S_{13} & 0 & 0 & 0 \\ S_{21} & S_{22} & 0 & S_{23} & S_{24} & 0 \\ S_{31} & 0 & S_{32} & 0 & 0 & S_{32} \\ 0 & S_{32} & 0 & P^{(1)}_{32} & 0 & 0 \\ 0 & S_{42} & 0 & 0 & P^{(1)}_{42} & 0 \\ 0 & 0 & S_{23} & 0 & 0 & P^{(1)}_{23} \end{bmatrix}.\]

Note that, due to the specific sparsity pattern, we can write $z_{32}^{(1)} = z_{32}^{(0)} = b_2$ and $P_{42}^{(1)} = P_{42}^{(0)} = S_{44}$. We can repeat this process until we are left with:

\[
\tilde{t} = \begin{bmatrix} b_1 \\ z_{21}^{(2)} \\ z_{31}^{(2)} \end{bmatrix}
\]

\[T = \begin{bmatrix} S_{11} & S_{12} & S_{13} \\ S_{21} & P^{(2)}_{21} & 0 \\ S_{31} & 0 & P^{(2)}_{31} \end{bmatrix}.\]

We then apply one more pruning step:

\[
r_P(T_4) = S_{11} - S_{12}P^{(2)}_{21}S_{21} - S_{13}P^{(2)}_{31}S_{31} = S_{11} + Q^{(3)}_{21} + Q^{(3)}_{31} = P^{(3)}_{11} \\
r_\mu(T_4) = [P^{(3)}_{11}]^{-1}[b_1 - S_{12}[P^{(2)}_{21}]^{-1}z_{21}^{(2)} - S_{13}[P^{(2)}_{31}]^{-1}z_{31}^{(2)}] \\
= [P^{(3)}_{11}]^{-1}[b_1 + v_{21}^{(2)} + v_{31}^{(2)}] = \mu_1^{(3)}.
\]

3.4 Automatic Preconditioning

We use the formulas (3.14) and (3.15) to consider a specific type of preconditioning that is done automatically by GaBP. Consider symmetric and positive definite matrices $\Lambda_{ii} : d_i \times d_i$ for $i = 1, 2, \ldots, p$. Let $\Lambda : k \times k$ be such that the
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sub-matrix corresponding to the variables in \( C_i \) is \( \Lambda_{ii} \) for \( i = 1, 2, \ldots, p \), and all other entries are zero. We now compare GaBP on \( S \) and \( b \) with GaBP on \( \tilde{S} = \Lambda S \Lambda \) and \( \tilde{b} = \Lambda b \).

Suppose \( B_n : m_n \times m_n \) is constructed by moving along the UWT, noting the reference of each node (say \( i \)) and adding a symmetric and positive definite matrix \( \Lambda_{ii} \) as diagonal blocks of \( B_n \) (all other entries are zero). It is easy to see that \( T_n = B_n T_n B_n \) is the precision matrix corresponding to the UWT (for node 1) constructed from \( \tilde{S} \). The following holds:

\[
P_1^{(n-1)} = [G'_n T_n^{-1} G_n]^{-1} = [G'_n B_n T_n^{-1} B_n G_n]^{-1}.
\] (3.28)

Note that \( G'_n B_n \) equals the first \( d_1 \) rows of \( B_n \); therefore, since \( B_n \) is block-diagonal, \( G'_n B_n = \Lambda_{11} G'_n \). Equation (3.28) becomes

\[
P_1^{(n-1)} = \Lambda_{11} G'_n T_n^{-1} G_n = \Lambda_{11} G'_n T_n^{-1} B_n E_n b = \Lambda_{11} G'_n T_n^{-1} B_n E_n b.
\] (3.29)

where \( \tilde{P}_1^{(n-1)} = [G'_n \tilde{T}_n^{-1} G_n]^{-1} \). Consider

\[
\mu_1^{(n-1)} = G'_n T_n^{-1} E_n b
\]

\[
= G'_n B_n T_n^{-1} B_n E_n b
\]

\[
= \Lambda_{11} G'_n T_n^{-1} B_n E_n b.
\]

Because the diagonal blocks of \( B_n \) are chosen to correspond in size to the number of variables in the nodes of the UWT, we have that \( B_n E_n = E_n \Lambda \) and

\[
\mu_1^{(n-1)} = \Lambda_{11} G'_n \tilde{T}_n^{-1} E_n b = \Lambda_{11} \mu_1^{(n-1)},
\] (3.30)

where \( \tilde{\mu}_1^{(n-1)} = G'_n \tilde{T}_n^{-1} E_n \Lambda b \). Equations (3.29) and (3.30) show that there is an easy way of moving between the computations done by GaBP on \( S; b \) and \( \tilde{S}; \tilde{b} \) that does not depend on the iteration number. The implication is that the convergence behaviour of GaBP on \( S; b \) will be similar (near identical) to the convergence behaviour of GaBP on \( \tilde{S}; \tilde{b} \). The way in which \( \tilde{S} \) and \( \tilde{b} \) are obtained from \( S \) and \( b \) is typically used to precondition inputs to iterative solvers of linear systems, such as the conjugate gradient (CG) method. In the case of the CG method, the difference in the convergence behaviour for the different sets of inputs can be substantial in the sense that the preconditioned variant converges much faster (Shewchuk, 1994). In this sense, GaBP implicitly preconditions the inputs as long as the preconditioner matrix only has non-zero elements within the clusters selected (\( \Lambda_{ij} = 0 \) : \( d_i \times d_j \) for \( i \neq j \)). We shall revisit this in the empirical section.
3.5 Exploiting the Tree and Line Topology

In this section, we discuss some of the advantages of converting the topology of the graph on which GaBP operates. The following proposition will be used in the theorems of this section.

**Proposition 1** Consider any square matrix (possibly non-symmetric) $A$ clustered exactly as $S$. Let $T_n(A)$ be the UWT, according to node 1 (say), for $A$. We have that $T_n(A)E_n = E_nA + L_n(A)$, where $L_n(A)$ contains zeros except for the rows corresponding to the final block of $L_n$. Moreover, the final block of $T_n(A)E_n$ contains rows that are sparse replicates of the rows of $A$.

The proof of Proposition 1 is similar to the proof of Equation (3.11) discussed in Section 3.2.2. For the purpose of this section (Section 3.5) we assume that the precision matrix $S$ has all diagonal entries equal to one. The automatic preconditioning described in the previous section can be used to relate general precision matrices to this case (unit-diagonal precision matrix). Under this assumption, the precision of the UWT can be expressed as:

$$T_n = I_{m_n} - R_n,$$

where

$$R_n = \begin{bmatrix}
C_{11} & C_{12} & & & \\
C_{21} & C_{22} & C_{23} & & \\
& C_{32} & C_{33} & C_{34} & \\
& & & \ddots & \ddots \\
& & & & \ddots & \ddots \\
& & & & & \ddots & \ddots \\
& & & & & & C_{n-1,n-2} & C_{n-1,n-1} & C_{n-1,n} \\
& & & & & & & C_{n,n-1} & C_{n,n} \\
\end{bmatrix},$$

with the understanding that the blank spaces are all zero. The $C_{ii}$ blocks are zero-diagonal square matrices with numbers of rows equal to the sums of the size of all nodes in the $i$th layer of the UWT. We now give some theorems relevant to the next sections. The proofs of these are given in Appendix B.

**Theorem 7** If $S = I - R$, then $\rho(\|R_n\|) \leq \rho(\|R\|)$ for all $n$.

**Theorem 8** The quantity $\|R_n^k\|_\infty \leq \kappa_1[\rho(\|R\|)]^k$ for a constant $\kappa_1$ that does not depend on $n$. If $\rho(\|R\|) < 1$, then $\|T_n^{-1}\|_\infty \leq \kappa_2$ for a constant $\kappa_2$ that does not depend on $n$.

The discussions in Appendix B assumes that the matrix $R$ is irreducible (the reducible case represents an uninteresting case where the graph structure factors into unconnected subgraphs). The Perron-Frobenius theorem guarantees...
the existence of a vector $v = (v_1, v_2, \ldots, v_k)' \neq 0$ such that $|R|v = \rho(|R|)v$. The constants $\kappa_1$ and $\kappa_2$ given in Theorem 8 can be computed as:

$$\kappa_1 = \frac{\max_i \{v_i\}}{\min_j \{v_j\}} \quad (3.31)$$

$$\kappa_2 = \frac{\kappa_1}{1 - \rho(|R|)} \quad (3.32)$$

Although Theorems 7 and 8 uses the UWT for cluster 1 as an example, we see that this cluster plays no role in the computation of $\kappa_1$ and $\kappa_2$. Theorems 7 and 8 also applies to UWTs constructed for other clusters, and the computation of $\kappa_1$ and $\kappa_2$ remains as in (3.31) and (3.32) respectively (they do not depend on the cluster chosen to represent the root node).

In the Sections 3.5.1 and 3.5.2, we make the additional assumption that $\rho(|R|) < 1$, which is equivalent to $S$ being walk-summable.

### 3.5.1 Convergence of the Posterior Means

Consider again $\mu^{(n-1)}_1 = G'_n T_n^{-1} E_n b$, where $b$ is any vector in $\mathbb{R}^k$. Since $S$ is positive definite, there is one vector $\mu$ in $\mathbb{R}^k$ with the property $S\mu = b$. Let us consider solving $z_n$ in

$$T_n z_n = E_n b. \quad (3.33)$$

Since $S\mu = b$ we have $T_n z_n = E_n S\mu$. Substitution of Equation (3.11) into this expression yields

$$z_n = E_n \mu - T_n^{-1} L_n \mu. \quad (3.34)$$

Using the fact that $\mu^{(n-1)}_1 = G'_n z_n$, we have

$$\mu^{(n-1)}_1 = G'_n E_n \mu - G'_n T_n^{-1} L_n \mu = \mu_1 - G'_n T_n^{-1} L_n \mu, \quad (3.35)$$

where $\mu_1$ is the subvector of $\mu$ corresponding to the variables in cluster 1. Since $\rho(|R|) \leq \rho(|R_n|) \leq \rho(|R|) < 1$, by Theorem 6 and 7, we can express $T_n^{-1}$ as a Neumann power series,

$$T_n^{-1} = \sum_{i=0}^{\infty} R_i^n. \quad (3.36)$$

Consider the vector $L_n \mu$. Since the rows of $L_n$ corresponding to the first $n-1$ blocks are all equal to zero (see Proposition 1), we can write $L_n \mu = (0', 0', \ldots, 0', h_n')'$. The notation $0_l$ stands for a vector containing a number of zeros equal to the sum of the dimensionalities of the nodes in layer $l$. The vector $h_n$ is a specified vector (entries can be non-zero) equal in size to the
sum of the dimensionalities of the nodes in layer $n$. With this notation, it is easy to see that

\[ G'_n R^i_n L_n \mu = 0_1 \]

for all $i < n - 1$ (note that the first layer contains only one node corresponding to cluster 1, hence $0_1$ will contain $d_1$ zeros). We have:

\[
G'_n T^{-1}_n L_n \mu = G'_n \sum_{i=0}^{\infty} R^i_n L_n \mu \\
= G'_n R^{n-1}_n \sum_{i=0}^{\infty} R^i_n L_n \mu \\
= G'_n R^{n-1}_n \sum_{i=0}^{\infty} R^i_n L_n \mu \\
= G'_n R^{n-1}_n T^{-1}_n L_n \mu. \tag{3.37}
\]

The rows with non-zero entries of $L_n$ are (sparse) replicates of a row of $S$ by Proposition 1, and we can therefore say that $||L_n \mu||_{\infty} \leq ||S||_{\infty} ||\mu||_{\infty} = \kappa_3$ (does not depend on $n$). Since $||G'_n||_{\infty} = 1$, we have

\[ ||\mu^{(n-1)}_1 - \mu_1||_{\infty} \leq \kappa_4 [\rho(||R||)]^{n-1}, \tag{3.38} \]

where $\kappa_4 = \kappa_1 \kappa_2 \kappa_3$. Hence $\mu^{(n)}_1$ will converge to $\mu_1$ as $n \to \infty$. We can repeat this analysis for all clusters in order to see that $\mu^{(n)}(\mu = S^{-1}b)$ as $n \to \infty$, and this is true for all possible $b$.

### 3.5.2 Convergence of the Posterior Variances

In this section we prove convergence of the posterior variance matrix $[P_1^{(n-1)}]^{-1} = G'_n T^{-1}_n G_n$ (this is more convenient to work with than the formula for $P_1^{(n-1)}$). A proof of convergence of the posterior precisions is given in Section 3.7.

Note that the results from the previous section also apply when $b$ is a matrix. Due to the order of the variables (see Section 3.1), we have that cluster 1 will contain the variables $1, 2, \ldots, d_1$. Let $e_l : k \times 1$ be a vector of zeros except for entry $l$, which contains 1. Set $b = [e_1 \ e_2 \ \cdots \ e_{d_1}]$. Under the assumptions of the previous section we have

\[ G'_n T^{-1}_n E_n b \to [S^{-1}]_{11}, \tag{3.39} \]

as $n \to \infty$, where $[S^{-1}]_{11}$ is the submatrix of $S^{-1}$ corresponding to the variables in cluster 1. The matrix $E_n b$ has a row-block decomposition according
to the nodes in the UWT. If a node in the UWT does not reference cluster 1, then the corresponding block of $\mathbf{E}_n\mathbf{b}$ will be zero, otherwise the block is $\mathbf{I}_{d_t}$ (this is because $\mathbf{F}_t\mathbf{e}_l$, for $t \neq 1$ and $l \leq d_1$, extracts a subvector of $\mathbf{e}_l$ containing only zeros). As a consequence, we have $\mathbf{E}_n\mathbf{b} = \mathbf{G}_n + \tilde{\mathbf{E}}_n$, where $\tilde{\mathbf{E}}_n$ is equal to $\mathbf{E}_n\mathbf{b}$, except for the first block, which contains only zeros. We can write

$$[\mathbf{P}_1^{(n-1)}]^{-1} = \mathbf{G}'_n\mathbf{T}_n^{-1}\mathbf{G}_n \sim [\mathbf{S}^{-1}]_{11} - \mathbf{G}'_n\mathbf{T}_n^{-1}\tilde{\mathbf{E}}_n \tag{3.40}$$

for large $n$. It remains to show that $\mathbf{Z}_n = \mathbf{G}'_n\mathbf{T}_n^{-1}\tilde{\mathbf{E}}_n \rightarrow \mathbf{Z}_\infty$ for a specified matrix $\mathbf{Z}_\infty$ as $n \rightarrow \infty$. We prove that $\mathbf{Z}_n$ does converge (under our assumptions) in Theorem 9. The proof is given in Appendix B.

**Theorem 9** If $\rho(\|\mathbf{R}\|) < 1$, the sequence $\mathbf{Z}_n$ is a Cauchy sequence and will converge to a specified matrix $\mathbf{Z}_\infty$.

Hence, if $\rho(\|\mathbf{R}\|) < 1$, then

$$[\mathbf{P}_1^{(n)}]^{-1} \rightarrow [\mathbf{S}^{-1}]_{11} - \mathbf{Z}_\infty \tag{3.41}$$

as $n \rightarrow \infty$. In particular, we see that the converged posterior variances are not exact in general and the error depends on $\mathbf{Z}_\infty$. Note that, if the computation tree never references node 1 again (as in the case of a tree-structured $\mathbf{S}$), then the variance matrix will be equal to the exact marginal variance matrix.

We see that the error associated with the posterior variance matrix at iteration $n$ is $[\mathbf{P}_1^{(n)}]^{-1} - [\mathbf{S}^{-1}]_{11} = -\mathbf{Z}_n$. Since the first two blocks (first two layers of the UWT) of $\tilde{\mathbf{E}}_n$ contain only zeros, we can write $\mathbf{Z}_n = \mathbf{G}'_n\mathbf{R}_n^2\mathbf{T}_n^{-1}\tilde{\mathbf{E}}_n$ if $n > 2$. Furthermore, since $\|\mathbf{G}'_n\mathbf{R}_n^2\mathbf{T}_n^{-1}\mathbf{T}_n^{-1}\tilde{\mathbf{E}}_n\|_\infty \leq \kappa_1\kappa_2[\rho(\|\mathbf{R}\|)]^2$, we see that

$$\|\mathbf{Z}_n\|_\infty \leq \kappa_1\kappa_2[\rho(\|\mathbf{R}\|)]^2. \tag{3.42}$$

It is possible to derive better bounds on this infinity norm depending on the topology of $\mathbf{S}$. Consider the UWT for node 1 and suppose node 1 is referenced for the first time (after the root layer) at layer $t$. See, for instance, Figure 3.1, where $t = 4$. Since $\tilde{\mathbf{E}}_n$ will contain only zeros for the first $t - 1$ layers, we can write $\mathbf{Z}_n = \mathbf{G}'_n\mathbf{R}_n^{t-1}\mathbf{T}_n^{-1}\tilde{\mathbf{E}}_n$ for $n > t - 1$, and hence the bound changes to

$$\|\mathbf{Z}_n\|_\infty \leq \kappa_1\kappa_2[\rho(\|\mathbf{R}\|)]^{t-1}. \tag{3.43}$$

The bound in Inequality (3.43) improves on the bound given in Inequality (3.42). We note that the bounds in (3.42) and (3.43) are bounds on the accuracy of the approximate variance supplied by GaBP at convergence.

In Sections 3.5.1 and 3.5.2 we have shown that, for any walk-summable, unit-diagonal precision matrix $\mathbf{S}$ and any potential vector $\mathbf{b}$, the posterior mean and posterior variance matrix associated with cluster 1 will converge. In a similar way, these results can be extended to other clusters. We summarise these results in the following theorem:
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Theorem 10 Consider any walk-summable and unit-diagonal precision matrix \( S \), any potential vector \( b \) and clusters \( C_i : i = 1, 2, \ldots, p \). The posterior mean and posterior variance matrix, associated with each cluster, will converge as the number of iterations performed by GaBP tends to infinity. Moreover, the converged posterior means represent the exact marginal means, while the converged posterior variance matrices are not necessarily equal to the true marginal variance matrices.

In the next section we use Theorem 10 to derive a sufficient condition for the convergence of sGaBP when applied to arbitrary precision matrices.

3.6 Convergence and Preconditioning

In this section we consider GaBP applied to an arbitrary precision matrix \( S \) and potential vector \( b \). We call the matrix \( S \) preconditioned walk-summable if there exists a \( \Lambda \) (of the type described in Section 3.4) such that \( \tilde{S} = \Lambda S \Lambda \) is walk-summable. We note that we can assume, without loss of generality, that all the diagonal entries of \( \tilde{S} \) equal one (this can be achieved by diagonal preconditioning and we can incorporate this in \( \Lambda \)).

From Theorem 10 we know that,

\[
\lim_{n \to \infty} \tilde{\mu}_i^{(n-1)} = \mu_i,
\]

and therefore

\[
\lim_{n \to \infty} \mu_i^{(n-1)} = \lim_{n \to \infty} \Lambda_{ii} \tilde{\mu}_i^{(n-1)} = \Lambda_{ii} \mu_i = \mu_i,
\]

by Equation (3.30). Equation (3.44) shows that, under preconditioned walk-summability, the posterior means will converge to the correct marginal means. In Equation (3.41) we established that:

\[
\lim_{n \to \infty} [\tilde{P}_i^{(n-1)}]^{-1} = [\tilde{S}^{-1}]_{ii} - \tilde{Z}_{i: \infty},
\]

for a specified matrix \( \tilde{Z}_{i: \infty} \). Hence,

\[
\lim_{n \to \infty} [\tilde{P}_i^{(n-1)}]^{-1} = \lim_{n \to \infty} \Lambda_{ii} [\tilde{P}_i^{(n-1)}]^{-1} \Lambda_{ii} = \Lambda_{ii} [\tilde{S}^{-1}]_{ii} \Lambda_{ii} - \Lambda_{ii} \tilde{Z}_{i: \infty} \Lambda_{ii},
\]

and we see that preconditioned walk-summability implies convergence of the posterior variances. Note that since, \( S^{-1} = \Lambda S^{-1} \Lambda \), we have \( \Lambda_{ii} [S^{-1}]_{ii} \Lambda_{ii} = [S^{-1}]_{ii} \). We define \( \Lambda_{ii} \tilde{Z}_{i: \infty} \Lambda_{ii} = Z_{i: \infty} \). Equations (3.44) and (3.45) establish the following theorem:
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Theorem 11 Consider GaBP on a precision matrix $S$ and potential vector $b$ with clusters $C_i : i = 1, 2, \ldots, p$. If $S$ is preconditioned walk-summable with respect to the clusters $C_i : i = 1, 2, \ldots, p$, then GaBP will converge. This convergence is in the sense that:

$$
\hat{\mu}_i^{(n)} \to \mu_i,
$$

(3.46)

$$
[P_i^{(n)}]^{-1} \to [S^{-1}]_{ii} - Z_{i;\infty},
$$

(3.47)

as $n \to \infty$ and $Z_{i;\infty}$ is a certain matrix. This is true for all clusters $i$.

In the remainder of this section, we discuss a bound on the rate of convergence and a bound on the accuracy of the posterior variance matrices as approximations for the true marginal variances. Inequality (3.38) implies that

$$
||\hat{\mu}_i^{(n-1)} - \hat{\mu}_i||_\infty \leq \kappa_4 [\rho(\tilde{R})]^{n-1},
$$

since $\kappa_4$ does not depend on the root node ($\kappa_4 = \kappa_1 \kappa_2 \kappa_3$ and these constants remain unchanged regardless of the cluster selected to represent the root node of the UWT). Since $\mu_i^{(n-1)} = \Lambda_i \hat{\mu}_i^{(n-1)}$, we see that

$$
||\mu_i^{(n-1)} - \mu_i||_\infty = ||\Lambda_i \hat{\mu}_i^{(n-1)} - \Lambda_i \hat{\mu}_i||_\infty 
\leq \kappa_4 ||\Lambda_i||_\infty [\rho(\tilde{R})]^{n-1}.
$$

Note that $||\mu^{(n)} - \mu||_\infty \leq \epsilon$ if $\kappa_4 \max_i ||\Lambda_i||_\infty [\rho(\tilde{R})]^n \leq \epsilon$ or

$$
n \geq - \frac{\log(\kappa_4 \max_i ||\Lambda_i||_\infty [\rho(\tilde{R})]^n)}{\log(\rho(\tilde{R}))}.
$$

(3.48)

Usually, convergence of the posterior means requires convergence of the posterior precisions and Inequality (3.48) should be an upper bound for the number of iterations required by the whole algorithm to converge.

If we combine Inequality (3.43) with Equation (3.29), we obtain the following bound:

$$
||[P_i^{(n)}]^{-1} - [S^{-1}]_{ii}||_\infty = ||\Lambda_i [\hat{P}_i^{(n)}]^{-1} - \Lambda_i [\hat{S}^{-1}]_{ii}||_\infty 
\leq ||\Lambda_i||_2^2 ||[\hat{P}_i^{(n)}]^{-1} - [\hat{S}^{-1}]_{ii}||_\infty 
\leq \kappa_1 \kappa_2 ||\Lambda_i||_2^2 [\rho(\tilde{R})]^{t-1},
$$

(3.49)

where $\kappa_1$ and $\kappa_2$ are computed with respect to $\hat{S}$ and the largest $t$ for which this inequality holds depends on the topology of the MG.

Our final theoretical discussion involve the use of UWTs for computing the precision components of the messages (as opposed to the precisions of the posterior distributions).
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3.7 Using UWTs for Messages

This section is relevant for the discussion in Chapter 4. Let \( i \in \mathcal{N}_1 \), and suppose we want to use the UWT to compute:

\[
Q_{i1}^{(n-1)} = -S_{i1}[P_{i1}^{(n-2)}]^{-1}S_{11}.
\]  

(3.50)

The matrix \( P_{i1}^{(n-2)} \) can be computed by marginalising a certain subtree of the UWT associated with cluster 1 and extracting the precision matrix corresponding to the root node. Let \( \mathcal{T}_n^{(i)} \) be the subtree of \( \mathcal{T}_n \) rooted at the node in the second layer with a reference to cluster \( i \). The tree-pruning procedure can be used to show that

\[
P_{i1}^{(n-2)} = r_F(\mathcal{T}_n^{(i)}).
\]  

(3.51)

Let \( \mathcal{T}_n^{(i)} \) be the precision matrix associated with \( \mathcal{T}_n^{(i)} \) and let \( G_{n;i} \) be defined analogous to \( G_n \). With this notation we see that:

\[
P_{i1}^{(n-2)} = [G_{n;i}^{'} \mathcal{T}_n^{(i)} G_{n;i}]^{-1}.
\]  

(3.52)

The same arguments used to derive the convergence of \( [P_{i1}^{(n-1)}]^{-1} \) can be applied to \( [P_{i1}^{(n-2)}]^{-1} \) in the sense that

\[
\lim_{n \to \infty} [P_{i1}^{(n-2)}]^{-1}
\]  

will exist if \( S \) is preconditioned walk-summable. These considerations should be enough to convince the reader that the following theorem holds:

**Theorem 12** Consider application of GaBP to a precision matrix \( S \) and potential vector \( b \). If \( S \) is preconditioned walk-summable then

\[
\lim_{n \to \infty} [P_{ij}^{(n-2)}]^{-1} = \hat{P}_{ij},
\]  

(3.54)

for a specified matrix \( \hat{P}_{ij} \). This holds for all clusters \( i \) and all \( j \in \mathcal{N}_i \).

A consequence of Theorem 12 is that

\[
\lim_{n \to \infty} Q_{ij}^{(n)} = -S_{ij}\hat{P}_{ij}S_{ij},
\]  

(3.55)

and

\[
\lim_{n \to \infty} P_{i}^{(n)} = S_{ii} - \sum_{t \in \mathcal{N}_i} S_{it}\hat{P}_{it}S_{ti}.
\]  

(3.56)

In this chapter so far, we have covered several theoretical aspects of the GaBP algorithm with nodes of arbitrary size. In the next section we investigate the implications of these results empirically.
3.8 Empirical Results

In our first empirical investigation we construct a specific cluster-dependent convergence condition for GaBP based on the automatic preconditioning done by this algorithm and apply this to a practical dataset. We then illustrate the automatic preconditioning by comparing GaBP to the CG and preconditioned CG (PCG) methods.

3.8.1 Preconditioned Walk-summability

Consider applying GaBP to a precision matrix \( S : k \times k \) and potential vector \( b : k \times 1 \) where the variables are assigned to nodes based on the clusters \( C_i : i = 1, 2, \ldots, p \). We have not discussed the selection of \( \Lambda \) in practice. One type of preconditioner we found to be effective in the prediction of the convergence of GaBP is the selection:

\[
\Lambda_{ii} = S_{ii}^{-0.5} \quad \text{for } i = 1, 2, \ldots, p
\]

\[
\Lambda_{ij} = 0 : d_i \times d_j \quad \text{for } i \neq j.
\]

We illustrate the effectiveness of this preconditioner by considering the diabetes data (Efron et al., 2004).

For illustration purposes we only consider the variables age, sex, bmi, map, tc and ldl clustered into groups 1 = (age ; sex), 2 = (bmi ; map) and 3= (tc ; ldl). We use as our precision matrix and potential vector the correlation matrix and correlation vector of these variables respectively. This defines a fully connected MG according to the clusters. The precision matrix and potential vector supplied to GaBP are

\[
S = \begin{bmatrix}
1.000000 & 0.17373710 & 0.1850847 & 0.3354267 & 0.26006082 & 0.2192431 \\
0.1737371 & 1.00000000 & 0.0881614 & 0.2410132 & 0.03527682 & 0.1426373 \\
0.1850847 & 0.08816140 & 1.0000000 & 0.3954153 & 0.24977742 & 0.2611699 \\
0.3354267 & 0.24101317 & 0.3954153 & 1.0000000 & 0.24246971 & 0.1855578 \\
0.2600608 & 0.03527682 & 0.2497774 & 0.2424697 & 1.00000000 & 0.8966630 \\
0.2192431 & 0.14263726 & 0.2611699 & 0.1855578 & 0.89666296 & 1.0000000
\end{bmatrix}
\]

\[
b = \begin{bmatrix}
age & 0.1878888 \\
sex & 0.0430620 \\
bmi & 0.5864501 \\
map & 0.4414838 \\
tc & 0.2120225 \\
ldl & 0.1740536
\end{bmatrix}
\]
respectively. It can be shown that the spectral radius of \(|I - S|\) is 1.4069 > 1, which does not give a decisive answer on whether GaBP will converge; in fact, we see that GaBP converges after 19 iterations where \(\epsilon = 10^{-10}\). The spectral radius of \(|I - \tilde{S}| = 0.6689 < 1\), which shows that \(S\) is preconditioned walk-summable, and this explains the convergence of GaBP in this context.

Furthermore, we see that \(\kappa_1 = 1.781554, \kappa_2 = \frac{\kappa_1}{1 - 0.6689} = 5.380973, \kappa_3 = 0.9290677\) and \(\max_i\{|\Lambda_{ii}|\} = 3.110799\). From this we see that Inequality (3.48) predicts convergence after at most 66 iterations (almost 3.5 times the actual number).

The bound in Equation (3.49), with \(t = 3\), can be evaluated as 5.191402 for cluster 1, which is poor compared to the actual value of 0.0929461. The bound in Equation (3.49) will likely be better for sparse graphs.

### 3.8.2 Automatic Preconditioning

In this section, we compare GaBP to the CG and PCG algorithms. A description of the CG algorithm can be found in Shewchuk (1994). Our goal with this empirical comparison is not to promote GaBP as a solver of linear systems, but rather to illustrate the stability of GaBP with regard to certain preconditioning. The idea is to compare the performance of these algorithms by considering the application of the basic methods to an ill-conditioned \(S\). The performances on a well-conditioned matrix \(\tilde{S} = \Lambda S \Lambda\) are also compared.

Kamper et al. (2018a) specify a method for generating precision matrices with an arbitrary zero-diagonal spectral radius. The zero-diagonal spectral radius of \(S\) is obtained as the spectral radius of \(R\) in \(S = I - R\), assuming that \(S\) has been scaled to have only ones along its diagonal. Our first illustration aims to illustrate the automatic diagonal preconditioning when we apply univariate GaBP. To generate a data structure, we do the following:

1. Select a zero-diagonal spectral radius \((\tilde{\rho})\) uniformly from the interval \([0.5; 0.9]\).

2. Use the method from Kamper et al. (2018a) to generate a precision matrix \(\tilde{S} : 1\,000 \times 1\,000\) and potential vector \(\tilde{b} : 1\,000 \times 1\). These will act as our preconditioned inputs.

3. Generate \(u : 1\,000 \times 1\), where each element is selected independently from a uniform random distribution over the interval \([0.01; 1]\). Set \(D_u = \text{diag}(u)\).

4. Our original (ill-conditioned) inputs are \(S = D_u \tilde{S} D_u\) and \(b = D_u \tilde{b}\).
We generate 1 000 of these data structures randomly and compare four methods. The methods are univariate GaBP on \(\{S, b\}\), univariate GaBP on \(\{\tilde{S}, \tilde{b}\}\), CG on \(\{S, b\}\) and CG on \(\{\tilde{S}, \tilde{b}\}\). The labels for these methods are gabp.org, gabp.pre, cg.org and cg.pre respectively. The “org” denotes application to the original ill-conditioned inputs, while the “pre” denotes the preconditioned inputs. We compare these methods by recording the number of iterations required for convergence by each method. Convergence was defined to occur when \(\|S\mu^{(n)} - b\|_\infty \leq 10^{-6}\). The results of our simulations are given in the top graph of Figure 3.3. We see that the performance of GaBP on the different sets of inputs is nearly identical. This is in contrast to the CG method, where the difference in performance is substantial and the automatic preconditioning effect of GaBP is well illustrated. The CG method on the original inputs performs the worst out of all the methods by far; however, the preconditioned version outperforms the GaBP variants. It is important to note that the diagonal PCG method requires the specification of a preconditioner and does not keep the computations on the scale of the original inputs.

In our second illustration, we consider the automatic preconditioning done by GaBP with higher-dimensional nodes, which is effectively block-diagonal preconditioning. We consider 1 000 \(\times\) 1 000 precision matrices where we have 31 clusters each of size 31 and one additional cluster of size 39. Consider the following simulation procedure:

1. Select a zero-diagonal spectral radius \((\tilde{\rho})\) uniformly from the interval \([0.5; 0.9]\).

2. Use the method from Kamper et al. (2018a) to generate a precision matrix \(\tilde{S} : 1\ 000 \times\ 1000\) and potential vector \(\tilde{b} : 1\ 000 \times\ 1\). These will act as our preconditioned inputs.

3. We define a 1 000 \(\times\) 1 000 matrix \(Q\). For each cluster \(i\) of size \(d_i\), we generate a \(d_i \times d_i\) precision matrix with zero-diagonal spectral radius equal to 1.5, and set \(Q_{ii}\) equal to this matrix. When \(i \neq j\), \(Q_{ij}\) is a matrix of zeros.

4. Our original (ill-conditioned) inputs are \(S = Q\tilde{S}Q\) and \(b = Q\tilde{b}\).

Again, we generate 1 000 of these structures and compare four different methods. We apply GaBP to \(\{S, b\}\) with clusters as used in the simulation, and GaBP to \(\{\tilde{S}, \tilde{b}\}\) with clusters as used in the simulation. These methods are labelled gabp.org and gabp.pre respectively. Let \(D_Q\) be the diagonal matrix with diagonal obtained from the diagonal of \(Q\). We define a diagonal preconditioner \(D_Q^{-1}\) (this is what was used in the previous simulations) and apply CG to \(\{D_Q^{-1}SD_Q^{-1}, D_Q^{-1}b\}\). This method is labelled cg.diag. The last method is CG applied to \(\{\tilde{S}, \tilde{b}\}\), which we label cg.pre. The results are illustrated on
Figure 3.3: Visualisation of the results of our simulations regarding preconditioning. The top and bottom graph represent diagonal and block-diagonal preconditioning respectively. In both cases, we see that the performance of GaBP on the preconditioned and original inputs is nearly identical. This is in contrast to the performance of the CG method on both sets of inputs, where the difference is substantial. The automatic preconditioning of GaBP is well illustrated.
the bottom graph of Figure 3.3. We see a similar pattern as in the diagonal preconditioning case. The CG-based variants show the most volatility towards the preconditioning. In contrast to the diagonal case, we see that the GaBP variants now tend to converge with a smaller number of iterations when compared to the diagonally preconditioned CG variant. The full preconditioned CG variant performs the best of all the methods.

3.9 Conclusion

In this chapter, we conducted a UWT analysis of unregularised GaBP where nodes were allowed to be of any size. The idea was to convert GaBP to BP on a graph with a more convenient topology. The UWT analysis gave rise to analytical formulas for the posterior means and posterior precisions after each iteration. These formulas were used to describe a certain type of preconditioning done automatically by the GaBP algorithm. The automatic preconditioning done by GaBP was then used to derive a new sufficient condition for convergence. The implication of this property for comparison with other iterative solvers of linear systems was also discussed. The results of this chapter are also relevant for the proof of convergence of sGaBP with nodes of any size. This proof is provided in Chapter 4. In particular, the analytical formulas for the precision components of GaBP are used to derive certain asymptotic expressions. These expressions are used to study the asymptotic eigenvalues of a linear-update matrix (similar to Chapter 1), the spectral radius of which determines whether or not the algorithm converges.
Chapter 4
Higher-dimensional Regularised Gaussian Belief Propagation

In this chapter, we consider sGaBP where nodes are allowed to be of any size. Basically, we extend the results of Chapter 2 (univariate nodes) to the multivariate case. The form of this chapter is similar to that of Chapter 2.

4.1 Preliminaries

We give a brief recap of the notation used for Algorithm 2 given in Chapter 1. The problem addressed by sGaBP is marginalising a multivariate Gaussian distribution with precision matrix $S: k \times k$ and potential vector $b: k \times 1$ into clusters $C_i: i = 1, 2, \ldots, p$, where $|C_i| = d_i$, the $C_i$ do not overlap and $\bigcup_{i=1}^{p} C_i$ contains all the variables. The MG consists of $p$ nodes, each corresponding to a different $C_i$. We associate with node $i$ the precision $S_{ii}$ and the potential $b_i$, where $S_{ii}$ is the submatrix of $S$ corresponding to the variables in $C_i$, and $b_i$ is the subvector of $b$ corresponding to the same variables. Nodes $i$ and $j$ are linked by the matrix $S_{ij}$, which is the submatrix of $S$ corresponding to the variables in $C_i$ and $C_j$ for the rows and columns respectively. This notation is also used for other matrices of the same dimension as $S$. For instance, if $\Lambda$ is a $k \times k$ matrix, then $\Lambda_{ij}$ is also the submatrix of $\Lambda$ corresponding to the variables in $C_i$ and $C_j$ for the rows and columns respectively. The neighbourhood of node $i$ is defined to be $\mathcal{N}_i = \{ j \neq i : S_{ij} \neq 0 : d_i \times d_j \}$, and by $\mathcal{N}_i \setminus j$ we mean $\mathcal{N}_i$ with variable $j$ removed.

Recall (see Section 1.4) that the synchronous message updates for sGaBP
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can be done through

\[
Q_{ij}^{(n+1)} = -S_{ji}P_{ij}^{(n)}(\lambda)^{-1}S_{ij} \tag{4.1}
\]

\[
v_{ij}^{(n+1)} = -S_{ji}P_{ij}^{(n)}(\lambda)^{-1}[\lambda \mu_i^{(n-1)} + b_i + \sum_{t \in \mathcal{N}_i \setminus j} v_{ti}^{(n)}] \tag{4.2}
\]

\[
\mu_i^{(n+1)} = [P_{i}^{(n+1)}(\lambda)]^{-1}[\lambda \mu_i^{(n)} + b_i + \sum_{t \in \mathcal{N}_i} v_{ti}^{(n)}] \tag{4.3}
\]

for all \(i\) and all \(j \in \mathcal{N}_i\), \(P_{ij}^{(n)}(\lambda) = \lambda I_d_i + S_{ii} + \sum_{t \in \mathcal{N}_i \setminus j} Q_{ti}^{(n)}\) and \(P_{ij}^{(n+1)}(\lambda) = P_{ij}^{(n+1)}(\lambda) + Q_{ji}^{(n+1)}\). Note that \(Q_{ji}^{(n+1)}\) and \(P_{ij}^{(n+1)}(\lambda)\) are both \(d_i \times d_i\) matrices, while \(v_{ji}^{(n+1)}\) and \(\mu_i^{(n+1)}\) are \(d_i \times 1\) vectors. The message updates in Equations (4.1), (4.2) and (4.3) are implemented efficiently in Algorithm 2. At iteration \(n\), the estimated mean and precision for the marginal of node \(i\) are \(\hat{\mu}_i^{(n)} = \mu_i^{(n)}\) and \(\hat{P}_i^{(n)} = P_i^{(n)}(\lambda) - \lambda I_{d_i}\), respectively. We refer to these quantities as the posterior mean and posterior precision respectively of node \(i\) at iteration \(n\).

We introduce the following notation,

\[
P_i^{(n-1)}(\lambda) = [P_i^{(n-1)}(\lambda)]^{-1}
\]

\[
P_{ij}^{(n-2)}(\lambda) = [P_{ij}^{(n-2)}(\lambda)]^{-1}.
\]

4.1.1 UWT for the Precision Components

For the purpose of this chapter, we need to redefine some of the notation used in Chapter 3 to allow for UWTs associated with different clusters. Define \(S(\lambda) = S + \lambda I_k\).

Definition 10 Consider the UWT, of depth \(n\), constructed for cluster \(i\) of \(S(\lambda)\) as root. We denote the precision matrix of this UWT by \(T_{ii}^{(n)}(\lambda)\).

Definition 11 Suppose we have constructed the UWT, of depth \(n\), for cluster \(i\) of \(S(\lambda)\) as root. Let \(j \in \mathcal{N}_i\) and consider the subtree of the UWT, rooted at the node in the second layer corresponding to cluster \(j\). We denote the precision matrix of this subtree by \(T_{ji}^{(n)}(\lambda)\).

We refer to Appendix D for examples of \(T_{ii}^{(n)}(\lambda)\) and \(T_{ji}^{(n)}(\lambda)\).

From Equation (4.1), we see that \(Q_{ij}^{(n)}\) from sGaBP applied to \(S\) can be obtained by taking \(Q_{ij}^{(n)}\) from unregularised GaBP applied to \(S(\lambda)\). As a consequence:

\[
\hat{P}_i^{(n-1)}(\lambda) = [P_i^{(n-1)}(\lambda)]^{-1} = [G_i^{(n)}][T_{ii}^{(n)}(\lambda)]^{-1}G_i^{(n)}
\]

\[
\hat{P}_{ij}^{(n-2)}(\lambda) = [P_{ij}^{(n-2)}(\lambda)]^{-1} = [G_{ij}^{(n)}][T_{ij}^{(n)}(\lambda)]^{-1}G_{ij}^{(n)}.
\]
where $[G^{(n)}_{ii}]'$ and $[G^{(n)}_{ij}]'$ (analogous to $G'_n$ and $G'_{n;i}$ in Chapter 3) are matrices in which the first $d_i$ columns are $I_{d_i}$ and the rest are zeros ($n > 2$).

We make some notes regarding the notation used:

1. $S(\lambda)$ is of the same dimensionality as $S$. By $S_{ij}(\lambda)$ we mean the submatrix of $S(\lambda)$ corresponding to the clusters in $C_i$ (for the rows) and $C_j$ (for the columns). For the purpose of this chapter, we call this type of referencing clustered subscripting.

2. In $T_{ii}^{(n)}(\lambda)$, the $i$ in the subscript refers to the root cluster of the associated UWT (and not a submatrix).

### 4.1.2 Convergence of the Precision Components

The results from Chapter 3 can be applied to show that if, $S(\lambda) = S + \lambda I_k$ is preconditioned walk-summable, then the precision components of sGaBP on $S$ will converge (since this is identical to unregularised GaBP on $S(\lambda)$). The preconditioned walk-summability can always be obtained by setting $\lambda$ sufficiently large (for instance large enough for $S(\lambda)$ to be diagonally dominant). Let $\lambda_0$ be such that $S(\lambda)$ is preconditioned walk-summable if $\lambda > \lambda_0$. From Theorem 11 we know that

$$\lim_{n \to \infty} \tilde{P}_i^{(n-1)}(\lambda) = \tilde{P}_i(\lambda),$$

for a specified matrix $\tilde{P}_i(\lambda)$. Furthermore, from Theorem 12,

$$\lim_{n \to \infty} \tilde{P}_{ij}^{(n-2)}(\lambda) = \tilde{P}_{ij}(\lambda),$$

for a specified matrix $\tilde{P}_{ij}(\lambda)$. In both (4.4) and (4.5) we are assuming that $\lambda > \lambda_0$.

### 4.2 Convergence of sGaBP

This section is dedicated to proving the convergence of sGaBP given sufficient tuning. We start by deriving asymptotic expressions for $\tilde{P}_i(\lambda)$ and $\tilde{P}_{ij}(\lambda)$ as $\lambda \to \infty$. We then show that sGaBP converges to a point where the updates of the mean components become linear. The proof is completed by showing that the spectral radius of the linear update matrix approaches 1 from below as $\lambda \to \infty$.

#### 4.2.1 Asymptotic Expressions

In this section we study the asymptotic behaviour of $\tilde{P}_i(\lambda)$. Denote the number of columns (and rows) of $T_{ii}^{(n)}(\lambda)$ by $m_{n;i}$. We start by defining the following:
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1. Set $S = [s_{ij}]$, $D = \text{diag}(s_{11}, s_{22}, \ldots, s_{kk})$ and $R = D - S$. Note that clustered subscripting is used for these matrices.

2. $\bar{S}(\lambda) = (\lambda I_k + D)^{-0.5}(\lambda I_k + S)(\lambda I_k + D)^{-0.5}$. Note that clustered subscripting is used for this matrix.

3. Set $\bar{R}(\lambda) = I_k - \bar{S}(\lambda)$. This matrix has diagonal entries equal to zero and clustered subscripting is appropriate.

4. $T_{ii}^{(n)}(\lambda)$ and $T_{ij}^{(n)}(\lambda)$ are defined analogous to $T_{ii}^{(n)}(\lambda)$ and $T_{ij}^{(n)}(\lambda)$ respectively, however they are constructed from $\bar{S}(\lambda)$.

5. $\bar{R}_{ii}^{(n)}(\lambda) = I_{m_i} - T_{ii}^{(n)}(\lambda)$. The matrix $\bar{R}_{ii}^{(n)}(\lambda)$ contains only zeros on its diagonal. Note that $\bar{R}_{ii}^{(n)}(\lambda)$ is the precision matrix of the UWT for cluster $i$, with a depth of $n$, constructed from the matrix $\bar{R}(\lambda)$.

6. It can be shown that:

$$[G_{ii}^{(n)}][T_{ii}^{(n)}(\lambda)]^{-1}G_{ii}^{(n)} = (\lambda I_d + D_{ii})^{-0.5}[G_{ii}^{(n)}][T_{ii}^{(n)}(\lambda)]^{-1}[G_{ii}^{(n)}](\lambda I_d + D_{ii})^{-0.5}.$$ 

A consequence of Lemma 3 (see Appendix B) is that:

$$||\bar{R}_{ii}^{(n)}(\lambda)||_\infty \leq ||\bar{R}(\lambda)||_\infty,$$  

where equality will hold if the UWT is of sufficient depth such that all clusters are referenced before the terminal layer. A further consequence of Equation (4.6) is:

$$||[\bar{R}_{ii}^{(n)}(\lambda)]^t||_\infty \leq ||\bar{R}(\lambda)||_\infty^t.$$  

Consider:

$$\bar{R}(\lambda) = I_k - \bar{S}(\lambda)$$

$$= (\lambda I_k + D)^{-0.5}(\lambda I_k + D)(\lambda I_k + D)^{-0.5}$$

$$= (\lambda I_k + D)^{-0.5}(\lambda I_k + S)(\lambda I_k + D)^{-0.5}$$

$$= (\lambda I_k + D)^{-0.5}(D - S)(\lambda I_k + D)^{-0.5}$$

From (4.8) we have:

$$||\bar{R}(\lambda)||_\infty = ||(\lambda I_k + D)^{-0.5}\bar{R}(\lambda I_k + D)^{-0.5}||_\infty$$

$$\leq ||(\lambda I_k + D)^{-0.5}||_\infty ||\bar{R}||_\infty ||(\lambda I_k + D)^{-0.5}||_\infty$$

$$= \frac{||\bar{R}||_\infty}{\lambda + \min\{\lambda_i\}}$$

The bound in (4.9) shows that there will always be a selection of $\lambda$ such that $\bar{S}(\lambda)$ is strictly diagonally dominant. Furthermore, $\rho(\bar{R}_{ii}^{(n)}(\lambda))^2 \leq ||\bar{R}_{ii}^{(n)}(\lambda)||_\infty \leq$
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\[ ||R(\lambda)||_\infty \leq r_\lambda, \text{ where } r_\lambda = \frac{||R||_\infty}{\lambda + \min_i \{S_{ii}\}}. \]

From this point onwards we assume \( \lambda > ||R||_\infty - \min_i \{S_{ii}\} \) such that \( r_\lambda < 1 \). Hence, \( \rho(\bar{R}_{ii}(\lambda)) < 1 \), and we can apply the Neumann power series \( [I_{mn} - \bar{R}_{ii}(\lambda)]^{-1} = \sum_{t=0}^{\infty} [\bar{R}_{ii}(\lambda)]^t \) to obtain:

\[
\begin{align*}
[G_{ii}^{(n)}][I_{mn} - \bar{R}_{ii}(\lambda)]^{-1}G_{ii}^{(n)} &= \sum_{t=0}^{\infty} [G_{ii}^{(n)}][\bar{R}_{ii}(\lambda)]^t G_{ii}^{(n)} \\
&= I_{ii} + R_{ii}(\lambda) + \sum_{t=\{\lambda\lambda,\lambda\}} R_{ll}(\lambda)R_{ii}(\lambda) + \Omega_{ii}^{(n)}(\lambda),
\end{align*}
\]

(4.10)

where \( \Omega_{ii}^{(n)}(\lambda) = \sum_{t=3}^{\infty} [G_{ii}^{(n)}]^{(n)}[\bar{R}_{ii}(\lambda)]^t G_{ii}^{(n)} \).

We note three important consequences of (4.10):

1. Since \( \bar{S}(\lambda) \) is strictly diagonally dominant, \( \lim_{n \to \infty} [G_{ii}^{(n)}][I_{mn} - \bar{R}_{ii}(\lambda)]^{-1}G_{ii}^{(n)} \) exists and therefore \( \lim_{n \to \infty} \Omega_{ii}^{(n)}(\lambda) = \Omega_{ii}(\lambda) \) for a specified matrix \( \Omega_{ii}(\lambda) \).

2. We see that:

\[
||\Omega_{ii}^{(n)}(\lambda)||_\infty \leq \sum_{t=3}^{\infty} \left[ ||G_{ii}^{(n)}||^{(n)} ||[\bar{R}_{ii}(\lambda)]^t ||_\infty \right] ||G_{ii}^{(n)}||_\infty
\]

\[
= \sum_{t=3}^{\infty} \left[ ||[\bar{R}_{ii}(\lambda)]^t ||_\infty \right]
\]

\[
\leq \sum_{t=3}^{\infty} r_\lambda^t
\]

\[
= \frac{r_\lambda^3}{1 - r_\lambda} = \mathcal{O}\left(\frac{1}{\lambda^3}\right)
\]

3. Points (1) and (2) guarantee that \( \Omega_{ii}(\lambda) = \mathcal{O}\left(\frac{1}{\lambda}\right) \) (see Lemma 8 in Appendix D).

Consider further simplification of (4.8). We note that \( (I_k + \frac{D}{\lambda})^{-0.5} \) is a diagonal matrix with the \( j \)th diagonal entry equal to:

\[
\left(1 + \frac{S_{ll}}{\lambda}\right)^{-0.5} = 1 + \sum_{t=1}^{\infty} \left( -0.5 \right) \frac{S_{ll}^t}{\lambda^t} = 1 + \mathcal{O}\left(\frac{1}{\lambda}\right),
\]

(4.11)

where we assume that \( \lambda > S_{ll} \) and \( \binom{\alpha}{t} = \frac{\alpha(\alpha-1)\ldots(\alpha-t+1)}{t!} \) denotes the generalised binomial coefficients. As a consequence we have:

\[
(I_k + \frac{D}{\lambda})^{-0.5} = I_k + \mathcal{O}\left(\frac{1}{\lambda}\right),
\]

(4.12)
and
\[
\tilde{R}(\lambda) = (\lambda I_k + D)^{-0.5}R(\lambda I_k + D)^{-0.5} \\
= \frac{1}{\lambda} (I_k + \frac{D}{\lambda})^{-0.5}R(I_k + \frac{D}{\lambda})^{-0.5} \\
= \frac{1}{\lambda} (I_k + O(\frac{1}{\lambda^2}))R(I_k + O(\frac{1}{\lambda^2})) \\
= \frac{1}{\lambda} R + O(\frac{1}{\lambda^2}).
\]

From (4.13) we see that:
\[
I_{d_i} + \tilde{R}_{ii}(\lambda) + \sum_{l \in \{N \cup L\}} \tilde{R}_{il}(\lambda) \tilde{R}_{li}(\lambda) = I_{d_i} + \frac{1}{\lambda} R_{ii} + O(\frac{1}{\lambda^2}), \tag{4.14}
\]

where no terms involve the iteration number \( n \). Consider:
\[
\lambda P_i^{(n-1)}(\lambda) = \lambda [G_{ii}^{(n)}] [T_{ii}^{(n)}(\lambda)]^{-1} G_{ii}^{(n)} \\
= \lambda (\lambda I_{d_i} + D_{ii})^{-0.5} [G_{ii}^{(n)}] [T_{ii}^{(n)}(\lambda)]^{-1} [G_{ii}^{(n)}] (\lambda I_{d_i} + D_{ii})^{-0.5} \\
= \lambda (\lambda I_{d_i} + D_{ii})^{-0.5} \left[ I_{d_i} + \frac{1}{\lambda} R_{ii} + O(\frac{1}{\lambda^2}) + O_{ii}^{(n)}(\lambda) \right] (\lambda I_{d_i} + D_{ii})^{-0.5} \\
= \left( I_{d_i} + \frac{D_{ii}}{\lambda} \right)^{-0.5} \left[ I_{d_i} + \frac{1}{\lambda} R_{ii} + O(\frac{1}{\lambda^2}) \right] \left( I_{d_i} + \frac{D_{ii}}{\lambda} \right)^{-0.5}, \tag{4.15}
\]
as \( n \to \infty \) and were it should be noted that \( O_{ii}(\lambda) = O(\frac{1}{\lambda^2}) \). An extension of (4.11) yields:
\[
\left( 1 + \frac{S_{ll}}{\lambda} \right)^{-0.5} = 1 - 0.5 \frac{S_{ll}}{\lambda} + \sum_{t=2}^{\infty} \left( -\frac{0.5}{t} \right) \frac{S_{ll}^t}{\lambda^t} = 1 - 0.5 \frac{S_{ll}}{\lambda} + O(\frac{1}{\lambda^2}), \tag{4.16}
\]
which gives \( \left( I_{d_i} + \frac{D_{ii}}{\lambda} \right)^{-0.5} = I_{d_i} - 0.5 \frac{D_{ii}}{\lambda} + O(\frac{1}{\lambda^2}) \). Equation (4.15) becomes:
\[
\left( I_{d_i} + \frac{D_{ii}}{\lambda} \right)^{-0.5} \left[ I_{d_i} + \frac{1}{\lambda} R_{ii} + O(\frac{1}{\lambda^2}) \right] \left( I_{d_i} + \frac{D_{ii}}{\lambda} \right)^{-0.5} = \left( I_{d_i} - 0.5 \frac{D_{ii}}{\lambda} + O(\frac{1}{\lambda^2}) \right) \left[ I_{d_i} + \frac{1}{\lambda} R_{ii} \right] \left( I_{d_i} - 0.5 \frac{D_{ii}}{\lambda} + O(\frac{1}{\lambda^2}) \right) \\
= \left( I_{d_i} - 0.5 \frac{D_{ii}}{\lambda} \right) \left[ I_{d_i} + \frac{1}{\lambda} R_{ii} \right] \left( I_{d_i} - 0.5 \frac{D_{ii}}{\lambda} \right) + O(\frac{1}{\lambda^2}) \\
= I_{d_i} + \frac{1}{\lambda} (R_{ii} - D_{ii}) + O(\frac{1}{\lambda^2}) \\
= I_{d_i} - \frac{1}{\lambda} S_{ii} + O(\frac{1}{\lambda^2}). \tag{4.17}
\]
Finally we obtain:
\[
\lambda \tilde{P}_i(\lambda) = \lim_{n \to \infty} \lambda \tilde{P}_i^{(n-1)}(\lambda) = I_{d_i} - \frac{1}{\lambda} S_{ii} + O\left(\frac{1}{\lambda^2}\right).
\]  
(4.18)

Similar to the derivation of (4.18) we can show:
\[
\tilde{P}_{ij}(\lambda) = \frac{1}{\lambda} I_{d_i} + O\left(\frac{1}{\lambda^2}\right).
\]  
(4.19)

Defining \( U_{ij}(\lambda) = -S_{ji} \tilde{P}_{ij}(\lambda) \) we see that:
\[
U_{ij}(\lambda) = -\frac{1}{\lambda} S_{ji} + O\left(\frac{1}{\lambda^2}\right).
\]  
(4.20)

In the next section, we show that, after the precision components of sGaBP have converged, the updates of the potential vector and mean components become linear. The linear update matrix is determined by the matrices \( U_{ij}(\lambda) \) and \( \lambda \tilde{P}_i(\lambda) \) for \( i \in V \) and \( j \in N_i \), and hence they play a crucial role in the convergence behaviour of sGaBP. Of particular interest is the behaviour of the spectral radius of the linear update matrix as \( \lambda \to \infty \). The asymptotic expressions derived in this section allow us to show that this spectral radius will be less than 1 for large enough \( \lambda \).

### 4.2.2 Convergence to Linear Updates

In the previous section we showed that if \( \lambda \) is sufficiently large, then \( \tilde{P}_{ij}^{(n)}(\lambda) \to \tilde{P}_{ij}(\lambda) \) and \( \tilde{P}_i^{(n)}(\lambda) \to \tilde{P}_i(\lambda) \) as \( n \to \infty \). For the remainder of Section 4.2 we will write:
\[
\tilde{P}_i = \tilde{P}_i(\lambda)
\]  
(4.21)
\[
U_{ij} = U_{ij}(\lambda).
\]  
(4.22)

As in Chapter 2, we assume that this convergence has occurred. Let
\[
\nu_{ij}^{(n+1)} = U_{ij} [\lambda \mu_i^{(n-1)} + b_i + \sum_{t \in N_i \setminus j} \nu_{ti}^{(n)}]
\]  
(4.23)
\[
\mu_i^{(n+1)} = \tilde{P}_i [\lambda \mu_i^{(n)} + b_i + \sum_{t \in N_i} \nu_{ti}^{(n+1)}].
\]  
(4.24)

We now show that these updates can be done through a linear transformation matrix. Define
\[
\gamma_i^{(n+1)} = \left(\nu_{1i}^{(n+1)}', \nu_{2i}^{(n+1)}', \ldots, \nu_{(i-1)i}^{(n+1)}', \nu_{(i+1)i}^{(n+1)}', \ldots, \nu_{pi}^{(n+1)}'\right)', \quad \text{(4.25)}
\]
and set \( \gamma^{(n+1)} = \left(\gamma_1^{(n+1)}', \gamma_2^{(n+1)}', \ldots, \gamma_p^{(n+1)}', \mu_1^{(n)}', \ldots, \mu_p^{(n)}'\right)' \). Note that the size of \( \gamma_i^{(n+1)} \) is \((p-1)d_i\). Set \( m_1 = (p-1) \sum_i d_i = k(p-1) \) and \( m_2 = m_1 + k = kp \). We are going to show that there is a matrix \( L : m_2 \times m_2 \), such that:
\[
\gamma^{(n+1)} = \gamma_0 + L \gamma^{(n)},
\]  
(4.26)
where \( \gamma_0 \) is an \( m_2 \times 1 \) vector. Consider \( U_{ij} : d_j \times d_i \) and set

\[
\gamma_{0i} = \langle b'_1 U'_{1i}, b'_2 U'_{2i}, \ldots, b'_{i-1} U'_{(i-1)i}, b'_{i+1} U'_{(i+1)i}, \ldots, b'_p U'_{pi} \rangle. \tag{4.27}
\]

Let \( \gamma_0 = (\gamma'_{01}, \gamma'_{02}, \ldots, \gamma'_{0p}, b'_1 \bar{P}'_1, \ldots, b'_p \bar{P}'_p) \). For the linear update matrix, consider the decomposition

\[
\mathbf{L} = \begin{bmatrix}
\mathbf{L}_{11} : m_1 \times m_1 & \mathbf{L}_{12} : m_1 \times k \\
\mathbf{L}_{21} : k \times m_1 & \mathbf{L}_{22} : k \times k
\end{bmatrix}, \tag{4.28}
\]

The construction of \( \mathbf{L} \) is as follows:

1. Consider first the matrix \( \mathbf{L}_{11} \). We can decompose \( \mathbf{L}_{11} \) into blocks, where each block corresponds to a row message and a column message. Consider block \( s, t \) of \( \mathbf{L}_{11} \) and assign to this block a row index and column index, which are to be obtained from the first \( m_1 \) components of \( \gamma_0 \). To obtain the row and column message indices of this block, we move to entry \( s \) and entry \( t \) of \( \gamma_0 \). If entry \( s \) is \( U_{ji} b_j \) and entry \( t \) is \( U_{ru} b_r \), then the row and column indices of block \( s, t \) are \( (j, i) \) (message from \( j \) to \( i \)) and \( (r, u) \) (message from \( r \) to \( u \)) respectively.

2. Consider block \( s, t \) of \( \mathbf{L}_{11} \) with row indices \( (j, i) \) and column indices \( (r, u) \). If \( u = j \) and \( r \in N_{\bar{\mathbf{P}}_{ji}} \), then this block is \( U_{ji} \), otherwise the block is a matrix of zeros.

3. The matrix \( \mathbf{L}_{22} \) has a block decomposition according to the last \( k \) components of \( \gamma_0 \). Block \( s, t \) is associated with \( b_s \) (row index is \( s \)) and \( b_t \) (column index is \( t \)). \( \mathbf{L}_{22} \) is a block diagonal matrix with diagonal block \( i \) (row and column index is \( i \)) equal to \( \lambda \bar{\mathbf{P}}_i \).

4. The matrix \( \mathbf{L}_{12} \) has a decomposition according to the row indices of \( \mathbf{L}_{11} \) and the column indices of \( \mathbf{L}_{22} \). Block \( s, t \) has a row index \( (j, i) \) and a column index \( u \). This block is \( \lambda U_{ji} \) if \( u = j \), and a matrix of zeros otherwise.

5. \( \mathbf{L}_{21} \) has a block decomposition with row indices equal to the row indices of \( \mathbf{L}_{22} \) and the column indices of \( \mathbf{L}_{11} \). Block \( s, t \) has a row index \( u \) and a column index \( (j, i) \). This block is \( \bar{\mathbf{P}}_u \) if \( i = u \) and \( j \in N_u \), otherwise it is a matrix of zeros.

Let us look at an example for \( p = 3 \). After convergence of the precision components, we have the matrices \( \bar{\mathbf{P}}_i : i = 1, 2, 3 \) and the matrix

\[
\begin{bmatrix}
U_{12} & U_{13} \\
U_{21} & U_{23} \\
U_{31} & U_{32}
\end{bmatrix}, \tag{4.29}
\]
where the diagonal blocks are irrelevant. The linear update matrix, with the row and column indices as discussed, is

\[
L = \begin{bmatrix}
2 \to 1 & 3 \to 1 & 1 \to 2 & 3 \to 2 & 1 \to 3 & 2 \to 3 & 1 & 2 & 3 \\
2 \to 1 & 0 & 0 & 0 & U_{21} & 0 & 0 & 0 & \lambda U_{21} & 0 \\
3 \to 1 & 0 & 0 & 0 & 0 & U_{31} & 0 & 0 & \lambda U_{31} & 0 \\
1 \to 2 & 0 & U_{12} & 0 & 0 & 0 & 0 & \lambda U_{12} & 0 & 0 \\
3 \to 2 & 0 & 0 & 0 & 0 & U_{32} & 0 & 0 & \lambda U_{32} & 0 \\
1 \to 3 & U_{13} & 0 & 0 & 0 & 0 & \lambda U_{13} & 0 & 0 & 0 \\
2 \to 3 & 0 & 0 & U_{23} & 0 & 0 & 0 & 0 & \lambda U_{23} & 0 \\
1 & \tilde{P}_1 & \tilde{P}_1 & 0 & 0 & 0 & 0 & \lambda \tilde{P}_1 & 0 & 0 \\
2 & 0 & 0 & \tilde{P}_2 & \tilde{P}_2 & 0 & 0 & 0 & \lambda \tilde{P}_2 & 0 \\
3 & 0 & 0 & 0 & 0 & \tilde{P}_3 & \tilde{P}_3 & 0 & 0 & \lambda \tilde{P}_3 \\
\end{bmatrix}
\]

Returning to the general case, the vector \(\gamma^{(n+1)} \to (I - L)^{-1} \gamma_0\) as \(n \to \infty\) if, and only if, \(\rho(L) < 1\).

Let \(\Delta = \text{diag}(1_{m_1}, \lambda 1_k)\), where \(1_i\) is an \(i \times 1\) vector containing only ones. To study the spectral radius of \(L\) we consider the following matrix:

\[
\tilde{L} = \Delta L \Delta^{-1} = \begin{bmatrix}
\tilde{L}_{11} : m_1 \times m_1 & \tilde{L}_{12} : m_1 \times k \\
\tilde{L}_{21} : k \times m_1 & \tilde{L}_{22} : k \times k \\
\end{bmatrix}
\]

where \(\lambda > 0, \tilde{L}_{11} = L_{11}, \tilde{L}_{12} = \frac{1}{\lambda} L_{12}, \tilde{L}_{21} = \lambda L_{21}\) and \(\tilde{L}_{22} = L_{22}\). Define \(L_{st}\) as the block of \(L\) corresponding to \((s,t)\). A consequence of this scaling is that all non-zero blocks in a given row block are identical.

Our objective is to show that the spectral radius of \(\tilde{L}\) is less than 1 when \(\lambda\) is sufficiently large (this proves convergence of sGaBP). To this end, we consider the asymptotic behaviour of \(\tilde{L}\) as \(\lambda \to \infty\) in the next section.
4.2.3 The Asymptotic Linear Update Matrix

Consider a matrix $H$ defined as

$$
H : m_1 \times k = \begin{bmatrix}
1 & 2 & \ldots & p \\
\mathbf{I}_{d_1} & \ldots & \ldots & \ldots \\
\mathbf{I}_{d_1} & \ldots & \ldots & \ldots \\
\vdots & \ldots & \ldots & \ldots \\
\mathbf{I}_{d_1} & \ldots & \ldots & \ldots \\
\ldots & \mathbf{I}_{d_2} & \ldots & \ldots \\
\ldots & \mathbf{I}_{d_2} & \ldots & \ldots \\
\ldots & \ldots & \mathbf{I}_{d_p} & \ldots \\
\ldots & \ldots & \mathbf{I}_{d_p} & \ldots \\
\ldots & \ldots & \mathbf{I}_{d_p} & \ldots \\
\ldots & \ldots & \mathbf{I}_{d_p} & \ldots \\
\end{bmatrix},
$$

where each column block (indexed by $i$) contains exactly $p - 1$ $\mathbf{I}_{d_i}$ matrices stacked in consecutive rows; the remainder of the column block contains zeros. The way the stacking is done is clearly shown in Equation (4.32), where the $\ldots$ and $\vdots$ indicate that the corresponding part of the matrix is filled with zeros. For our example we have

$$
H = \begin{bmatrix}
1 & 2 & 3 \\
\mathbf{I}_{d_1} & 0 & 0 \\
\mathbf{I}_{d_1} & 0 & 0 \\
0 & \mathbf{I}_{d_2} & 0 \\
0 & \mathbf{I}_{d_2} & 0 \\
0 & 0 & \mathbf{I}_{d_3} \\
0 & 0 & \mathbf{I}_{d_3} \\
\end{bmatrix},
$$

where each $0$ is of a suitable dimension. We now have the following expressions:

$$
\tilde{L}_{12} = \frac{1}{p - 2} \tilde{L}_{11}H,
$$

$$
\tilde{L}_{21} = \tilde{L}_{22}H^\prime.
$$

Set $\delta = \frac{1}{\lambda}$ and consider the following matrices:

1. $M_{11}$ has an identical construction to $L_{11}$, using $-S_{ji}$ instead of $U_{ij}$.
2. $M_{22}$ has an identical construction to $L_{22}$, using $-S_{ii}$ instead of $\lambda\hat{P}_i$. 
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We have the following asymptotic expression for the linear update matrix:

\[
\mathbf{L} = \left[ \frac{\delta \mathbf{M}_{11}}{(1 - \delta \mathbf{M}_{22}) \mathbf{H}'(1 - \delta \mathbf{M}_{22})} \right] + \mathcal{O}(\delta^2). \tag{4.36}
\]

The behaviour of the spectral radius of \( \mathbf{L} \) as \( \lambda \to \infty \) is given in the following theorem. A proof is contained in Appendix C.

**Theorem 13** Consider applying sGaBP on a precision matrix \( \mathbf{S} : k \times k \) and a potential vector \( \mathbf{b} : k \times 1 \), where variables are assigned to nodes according to clusters \( \mathcal{C}_i \) : \( i = 1, 2, \ldots, p \). Let \( \mathbf{L} \) be the linear update matrix obtained after the precision components have converged. The following holds:

\[
\rho(\mathbf{L}) = 1 - \frac{\sigma_1}{\lambda} + \mathcal{O}\left(\frac{1}{\lambda^2}\right), \tag{4.37}
\]

where \( \sigma_1 \) is the smallest eigenvalue of \( \mathbf{S} \).

Theorem 13 shows that the spectral radius of the linear update matrix will be less than one given sufficiently large \( \lambda \) and, for this selection of the degree of regularisation, sGaBP will converge.

### 4.3 Adaptive Damping and Inference Quality

An important aspect of the sGaBP algorithm is the adjustment to the means performed at each iteration. Recalling that \( \mathbf{z}_i^{(n)} = \sum_{t \in \mathcal{N}_i} \mathbf{v}_t^{(n)} \) and \( \hat{\mathbf{P}}_i^{(n)} = \mathbf{P}_i^{(n)}(\lambda) - \lambda \mathbf{1}_{d_i} \), the posterior means are damped through the following mechanism:

\[
\mu_i^{(n)} = \left[ \hat{\mathbf{P}}_i^{(n)}(\lambda) \right]^{-1} \left[ \lambda \mu_i^{(n-1)} + \mathbf{z}_i^{(n)} \right] - \lambda \mathbf{P}_i^{(n)}(\lambda) \left[ \hat{\mathbf{P}}_i^{(n)} \right]^{-1} \mathbf{z}_i^{(n)}.
\]

Note that \( \mathbf{P}_i^{(n)}(\lambda) = \lambda \mathbf{I}_{d_i} + \hat{\mathbf{P}}_i^{(n)} \). If we set \( \mathbf{S}_i^{(n)}(\lambda) = \lambda \left[ \mathbf{P}_i^{(n)}(\lambda) \right]^{-1} \), then

\[
\mu_i^{(n)} = \mathbf{S}_i^{(n)}(\lambda) \mu_i^{(n-1)} + (\mathbf{I}_{d_i} - \mathbf{S}_i^{(n)}(\lambda)) [\hat{\mathbf{P}}_i^{(n)}]^{-1} \mathbf{z}_i^{(n)}. \tag{4.38}
\]

We can interpret \( [\hat{\mathbf{P}}_i^{(n)}]^{-1} \mathbf{z}_i^{(n)} \) as the posterior mean for iteration \( n \) that we would have computed if no damping was applied. Hence the posterior mean at iteration \( n \) can be interpreted as a combination of the posterior mean of the previous iteration and the mean suggested by the current messages. The damping is done through a matrix \( \mathbf{S}_i^{(n)}(\lambda) \), which depends on \( \lambda \) and the current posterior precision. In contrast to methods such as RGaBP, sGaBP automatically computes damping matrices based on the regularisation parameter \( \lambda \). This damping is essential to preserve the exactness of the converged posterior means as the true marginal means. We summarise this result in Theorem 14, which is proved in Appendix C.
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Theorem 14 Suppose the iterative updates given in (4.1) - (4.3) have converged to a fixed point. The converged posterior means solve the linear system of equations $Sx = b$.

We analyse the accuracy of the posterior precisions as approximations to the true marginal precisions in the empirical section (Section 4.5) by selecting the value of the regularisation parameter yielding the fastest convergence (this value of the regularisation parameter is determined empirically). As we will show, sGaBP provides more accurate precision estimates than certain other competitors, and seems to improve inference quality overall.

4.4 Heuristic Regularisation

This section is dedicated to constructing a heuristic measure for the selection of the degree of regularisation. The heuristic is based on a recursive formula for the posterior means of sGaBP. The principle behind this formula is similar to the UWT formula for the posterior means of unregularised GaBP, in the sense that we propose determining the posterior means as a matrix-inversion problem involving a matrix based on a tree topology.

4.4.1 Tree Representation of sGaBP

Assume we want to use the UWT for node $i$ to determine an analytical formula for $\mu_{i}^{(n)}(\lambda)$, i.e. the posterior mean associated with cluster $i$ after $n$ iterations where the dependence on $\lambda$ is emphasised. In order to do this, we need to adjust the way in which we assign a precision matrix and potential vector to the UWT, compared to the method of Chapter 3.

For the precision matrix associated with the UWT, we assign to a node with reference to cluster $j$ the precision matrix $\lambda I_{d} + S_{jj}$. The precision matrices between nodes in the UWT remains as in Chapter 3. The precision matrix assigned to the UWT for cluster $i$ is $T_{ii}^{(n)}(\lambda)$ (precision matrix of UWT constructed for $S(\lambda)$).

To assign a potential to a node in the UWT, we require the cluster reference of the node and the layer number in which it occurs. In addition, we require the history of the posterior means, that is $\mu^{(l)}(\lambda)$ (posterior mean at iteration $l$) for all $l < n$. Consider a node in layer $l$ with a reference to cluster $j$. To this node we assign the potential $b_{j} + \lambda \mu_{j}^{(n-l-1)}(\lambda)$. We do this with the understanding that $\mu_{j}^{(-1)}(\lambda)$ is an initial value for the posterior mean associated with cluster $i$. In our application of sGaBP we use $\mu_{j}^{(-1)}(\lambda) = b_{j}$.

If we marginalise the UWT with the above precision matrix and potential
vector and extract the marginal mean at the root node, we obtain $\mu_i^{(n)}(\lambda)$. An illustration of this procedure is given in Appendix D. In the next section, we introduce matrix notation for the tree representation of sGaBP.

4.4.2 Matrix Notation

Let $E_{iti}^{(n)}$ be defined analogous to $E_n$ in Chapter 3, for root node $i$ and an UWT depth of $n$. Let the rows of $E_{iti}^{(n)}$ be decomposed according to the different layers of the UWT:

$$E_{iti}^{(n)} = \begin{bmatrix} \tilde{F}_{1i} & 0 & \ldots & 0 \\ 0 & \tilde{F}_{2i} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \tilde{F}_{ni} \end{bmatrix},$$

(4.39)

where $\tilde{F}_{mi}$ contains all the row-extractor matrices of the nodes in layer $m$ of the UWT for node $i$. If $\lambda = 0$, then we would have assigned $E_{iti}^{(n)}b$ to the potential of the UWT. In the $\lambda \neq 0$ case, different layers of the UWT correspond to different posterior means. To allow for this, we define the matrix

$$J_{iti}^{(n)} = \begin{bmatrix} \tilde{F}_{1i} & 0 & \ldots & 0 \\ 0 & \tilde{F}_{2i} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \tilde{F}_{ni} \end{bmatrix},$$

(4.40)

and vector

$$\phi_{n-1}(\lambda) = (\mu^{(n-2)}(\lambda)', \mu^{(n-3)}(\lambda)', \ldots, \mu^{(0)}(\lambda)', \mu^{(-1)}(\lambda)'),$$

(4.41)

where $\mu^{(-1)}(\lambda) = (1 + \lambda)b$. The potential assigned to the UWT becomes $E_{iti}^{(n)}b + \lambda J_{iti}^{(n)} \phi_{n-1}(\lambda)$. Consider a node in layer $l$ with a reference to cluster $j$. We state the following formula (it should be noted that this formula was validated empirically):

$$\mu_i^{(n-1)}(\lambda) = (G_{iti}^{(n)})(T_{iti}^{(n)}(\lambda))^{-1}[E_{iti}^{(n)}b + \lambda J_{iti}^{(n)} \phi_{n-1}(\lambda)].$$

(4.42)

In the next section, we use the formula given in Equation (4.42) to derive a recursive representation of the posterior means.
4.4.3 Recursive Representation of the Posterior Means

Let \( V_n(\lambda) : k \times k \) and \( W_n(\lambda) : k \times nk \) be defined as:

\[
V_n(\lambda) = \begin{bmatrix}
(G^{(n)}_{11})' (T^{(n)}_{11}(\lambda))^{-1} E^{(n)}_{11} \\
(G^{(n)}_{22})' (T^{(n)}_{22}(\lambda))^{-1} E^{(n)}_{22} \\
\vdots \\
(G^{(n)}_{pp})' (T^{(n)}_{pp}(\lambda))^{-1} E^{(n)}_{pp}
\end{bmatrix}
\]

and

\[
W_n(\lambda) = \begin{bmatrix}
(G^{(n)}_{11})' (T^{(n)}_{11}(\lambda))^{-1} J^{(n)}_{11} \\
(G^{(n)}_{22})' (T^{(n)}_{22}(\lambda))^{-1} J^{(n)}_{22} \\
\vdots \\
(G^{(n)}_{pp})' (T^{(n)}_{pp}(\lambda))^{-1} J^{(n)}_{pp}
\end{bmatrix}
\]

Equation (4.42) implies

\[
\mu^{(n-1)}(\lambda) = V_n(\lambda)b + \lambda W_n(\lambda) \phi_{n-1}(\lambda).
\]

Define the following matrices,

\[
\tilde{V}_n(\lambda) : (n+1)k \times k = \begin{bmatrix} V_n(\lambda) & 0 : nk \times k \end{bmatrix}
\]

\[
\tilde{W}_n(\lambda) = \begin{bmatrix} W_n(\lambda) & I_{kn} \end{bmatrix}
\]

which gives:

\[
\phi_n(\lambda) = \tilde{V}_n(\lambda)b + \lambda \tilde{W}_n(\lambda) \phi_{n-1}(\lambda).
\]

Equation (4.48) can be used to obtain a recursive formula for \( \mu^{(n)}(\lambda) \) and can, in principle, be used to derive convergence conditions for sGaBP. However, this recursive formula is complicated due to the varying nature of \( V_n(\lambda) \) and \( W_n(\lambda) \) (in terms of varying dimensionality and its dependence on \( n \)), and we leave the study of this formula for further research. The results of this section can be useful in the derivation of heuristics for the selection of \( \lambda \), which we discuss in the next section.

4.4.4 Heuristic Regularisation

In this section, we make an adjustment to the precision matrix of the unwrapped tree as discussed in Section 4.4.1. Instead of using a single tuning parameter for all blocks in the line topology, we vary \( \lambda \) from layer to layer (we call this a varying UWT). For the precision matrix associated with the varying UWT, we assign to a node, in layer \( l \), with reference to cluster \( j \) the precision matrix \( \lambda^{(n-1)} I_{dj} + S_{jj} \). We call this precision matrix \( T^{(n)}_{ii}(\lambda^{(n-1)}) \), where we only emphasise its dependence on \( \lambda^{(n-1)} \) (\( \lambda^{(n-1)} \) for \( l \geq 2 \) is assumed
to be fixed. The potential associated with a node, with reference to cluster $j$, is $b_j + \lambda^{(n-l)} \mu_j^{(n-l)}$. Note that we assume $\mu_j^{(n-l)}$ to be fixed for $l \geq 2$ and hence no dependence on any regularisation is indicated. The precision matrix between nodes remains as in Chapter 3 and Section 4.4.1.

We now discuss a heuristic aimed at varying the regularisation between layers such that convergence is achieved at a faster rate. Let $D_{ni}(\lambda^{(n-1)})$ denote a diagonal matrix in which the diagonal entries corresponding to layer $l$ of the varying UWT are $\lambda^{(n-l)}$. Similar to Equation (4.42), we see that:

$$
\mu_i^{(n-1)}(\lambda^{(n-1)}) = (G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}[E_{ii}^{(n)}b + D_{ni}(\lambda^{(n-1)})J_{ii}^{(n)}\phi_{n-1}], \quad (4.49)
$$

where $\phi_{n-1}$ contains all the posterior means until stage $n-2$ (similar to Equation (4.41)). We note that Equation (4.49) was validated empirically. Since we have completed the updates until stage $n-2$, the entries of $\phi_{n-1}$ will be fixed. Furthermore,

$$
\frac{\partial T_{ii}^{(n)}(\lambda^{(n-1)})}{\partial \lambda^{(n-1)}} = \frac{\partial D_{ni}(\lambda^{(n-1)})}{\partial \lambda^{(n-1)}} = G_{ii}^{(n)}(G_{ii}^{(n)})', \quad (4.50)
$$

$$
\frac{\partial (T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}}{\partial \lambda^{(n-1)}} = -(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}\frac{\partial T_{ii}^{(n)}(\lambda^{(n-1)})}{\partial \lambda^{(n-1)}}(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1} = -(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}G_{ii}^{(n)}(G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}. \quad (4.51)
$$

Differentiating (4.49) with respect to $\lambda^{(n-1)}$, we obtain

$$
\frac{\partial \mu_i^{(n-1)}(\lambda^{(n-1)})}{\partial \lambda^{(n-1)}} = -(G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}G_{ii}^{(n)}(G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}E_{ii}^{(n)}b + (G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}G_{ii}^{(n)}(G_{ii}^{(n)})'J_{ii}^{(n)}\phi_{n-1} - (G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}G_{ii}^{(n)}(G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}D_{ni}(\lambda^{(n-1)})J_{ii}^{(n)}\phi_{n-1} = (G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}G_{ii}^{(n)}[ (G_{ii}^{(n)})'J_{ii}^{(n)}\phi_{n-1} - (G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}E_{ii}^{(n)}b + D_{ni}(\lambda^{(n-1)})J_{ii}^{(n)}\phi_{n-1} ].
$$

Since $(G_{ii}^{(n)})'J_{ii}^{(n)}\phi_{n-1} = \mu_i^{(n-2)}$ (which is fixed), we have

$$
\frac{\partial \mu_i^{(n-1)}(\lambda^{(n-1)})}{\partial \lambda^{(n-1)}} = (G_{ii}^{(n)})'(T_{ii}^{(n)}(\lambda^{(n-1)}))^{-1}G_{ii}^{(n)}\left[ \mu_i^{(n-2)} - \mu_i^{(n-1)}(\lambda^{(n-1)}) \right] = (P_{i}^{(n-1)}(\lambda^{(n-1)}))^{-1}\left[ \mu_i^{(n-2)} - \mu_i^{(n-1)}(\lambda^{(n-1)}) \right], \quad (4.52)
$$

where $P_{i}^{(n-1)}(\lambda^{(n-1)})$ indicates the posterior precision at iteration $n-1$, and this only depends on $\lambda^{(n-1)}$. We can obtain the derivative of $\mu_i^{(n)}(\lambda^{(n)})$ with
Algorithm 7 Synchronous RGaBP

1. Specify a tolerance $\epsilon$, a maximum number of iterations $m$ and a relaxation parameter $\tau$.

2. Initialise $Q_{ij}^{(0)} = 0 : d_j \times d_j$, $V_{ij}^{(0)} = 0 : d_j \times 1$, $\lambda(-1) = b$ for all $i$ and all $j \in N_i$.

3. Set $Err = \text{Inf}$ and $n = 0$.

4. While $Err > \epsilon$
   
   a) Compute $P_i^{(n)}(0) = S_{ii} + \sum_{j \in N_i} Q_{ji}^{(n)}$ and $z_i^{(n)} = b_i + \sum_{j \in N_i} v_{ji}^{(n)}$ for $i = 1, 2, \ldots, p$.
   
   b) Update $z_i^{(n)} \leftarrow \tau z_i^{(n)} + (1 - \tau) P_i^{(n)}(0) \mu_i^{(n-1)}$, set $\mu_i^{(n)} = [P_i^{(n)}(0)]^{-1} z_i^{(n)}$, $e_i^{(n)} = \sum_j S_{ij} \mu_j^{(n)} - b_i$ and $Err = \max_i \{||e_i^{(n)}||_\infty\}$.
   
   c) If $Err > \epsilon$, do for all $i \in \{1, 2, \ldots, p\}$ and all $j \in N_i$: $Q_{ij}^{(n+1)} = -S_{ji}[P_i^{(n)}(0) - Q_{ji}^{(n)}]^{-1} S_{ij}$ and $v_{ij}^{(n+1)} = -S_{ji}[P_i^{(n)}(0) - Q_{ji}^{(n)}]^{-1} [z_i^{(n)} - v_{ji}^{(n)}]$.
   
   d) Increment $n$.
   
   e) If $n = m$, break.

5. End.

respect to $\lambda^{(n)}$ by applying Equation (4.52) (where $n \leftarrow n + 1$) for all nodes $i$. Set $j = \arg\max_i \{||s_i^{(n)} \mu^{(n)}(\lambda^{(n)}) - b||\}$, where $s_i'$ is the $i$th row of $S$, and let $\text{div}(\lambda^{(n)}) = s_j' \nabla \mu^{(n)}(\lambda^{(n)}) = s_j' \nabla (\mu^{(n)}(\lambda^{(n)}))$ is the gradient of $\mu^{(n)}(\lambda^{(n)})$ with respect to $\lambda^{(n)}$. Consider $\lambda_0$ as a candidate for $\lambda^{(n)}$. To evaluate $\text{div}(\lambda_0)$, we need to perform the message updates using $\lambda_0$ as the value for the tuning parameter. After the message updates we see that using $\lambda_0 = \alpha \text{sign}(\text{div}(\lambda_0))$ instead of $\lambda_0$ would have been better (for sufficiently small $\alpha$) in the sense that it would have given posterior means that are closer to solving the linear system $S\mu = b$. If we assume that $\lambda^{(n)}$ was decided upon at iteration $n - 1$, we can make the retrospective adjustment $\lambda^{(n+1)} = \lambda^{(n)} - \alpha \text{sign}(\text{div}(\lambda^{(n)}))$. We test this heuristic measure in the empirical section by varying $\alpha$ over different values.

4.5 Empirical Results

We conducted two empirical studies. In the first we compare sGaBP to the multivariate extensions of RGaBP and CFGaBP by considering both convergence speed and inference quality. We describe the RGaBP and CFGaBP for
Algorithm 8 Synchronous CFGaBP

1. Specify a tolerance $\epsilon$, a maximum number of iterations $m$ and a diagonal loading $\lambda$.
2. Initialise $\mu_{\text{work}} = 0$.
3. Set $\text{Err} = \text{Inf}$.
4. While $\text{Err} > \epsilon$
   a) Compute $h = b - S\mu_{\text{work}}$.
   b) Apply ordinary GaBP using the precision matrix $S + \lambda I_k$ and the potential vector $h$. This can be done by setting $\lambda = 0$ or $\tau = 1$ in Algorithm 3 or Algorithm 7 respectively.
   c) Let $\xi$ be the posterior means supplied in Step (4b). Set $\mu_{\text{work}} \leftarrow \mu_{\text{work}} + \xi$ and let $\text{Err} = ||S\mu_{\text{work}} - b||_\infty$.
   d) Increment $n$ by the number of iterations performed by GaBP in Step (4b).
   e) If $n \geq m$, break.
5. End.

nodes of any size in Algorithms 7 and 8 respectively. In the literature, these algorithms are formulated for univariate nodes, but can easily be extended to the multivariate case. The second study is dedicated to testing the heuristic described in the previous section.

4.5.1 Comparison of sGaBP with Other Methods

We simulated data using the following procedure:

1. Select a $\tilde{\rho}$ uniformly from the interval $[1; 1.3]$.
2. Using the method from Kamper et al. (2018a), we generate a $100 \times 100$ precision matrix $S$ with zero-diagonal spectral radius equal to $\tilde{\rho}$, along with a $100 \times 1$ potential vector $b$. Recall that the zero-diagonal spectral radius of $S$ is defined as the spectral radius of $I_k - S$ after $S$ has been scaled to have only ones along its diagonal.
3. The 100 variables are assigned randomly to 10 clusters each of size 10.
4. For each of sGaBP, RGaBP and CFGaBP, we determine the prior parameters yielding convergence in the minimum number of iterations using a line search with increments of 0.01. These parameters are then used to initialise the methods.
This process was repeated 1,000 times. For each simulation, we record the number of iterations required for convergence and the posterior precisions for each cluster supplied by each method. For sGaBP and RGaBP, the precision estimates are computed as

$$\hat{P}_i = S_{ii} + \sum_{t \in N_i} Q_{ti}. \quad (4.53)$$

Because we are supplying $S + \lambda I_k$ to the inner loop of CFGaBP, we propose computing the precision estimate of CFGaBP for cluster $i$ as

$$\hat{P}_i = S_{ii} - \lambda I_{d_i} + \sum_{t \in N_i} Q_{ti}. \quad (4.54)$$

Note that, if we use the same $\lambda$ for sGaBP and CFGaBP, then the precision estimates will be the same. They are likely to differ in the simulations, since the $\lambda$ yielding the convergence in the smallest number of iterations will differ between the methods. We note the following practical considerations for the CFGaBP algorithm:

1. The converged posterior precisions are the posterior precisions obtained from the first inner-loop application of GaBP in Algorithm 8.

2. This is because, in the later stages of the outer-loop of Algorithm 8, $h = b - S\mu_{\text{work}} \approx 0$ and this could cause the inner-loop application of GaBP to terminate before the convergence of the precision components.

To compare inference quality, we consider the KL divergence of the exact marginal of a cluster to its corresponding posterior distribution (recall Equation (2.13)). Because all the methods considered yield the exact marginal means at convergence, the KL divergence of the exact marginal of a cluster to its corresponding posterior distribution will only be influenced by the precisions of the respective distributions. For a specific simulation, each method is represented by the mean of all the KL divergences of the exact marginals to their corresponding posterior distributions.

The results for the convergence speed (as measured by the number of iterations required for convergence) and inference quality (as measured by the mean KL divergence) are summarised in Figures 4.1 and 4.2 respectively. The convergence speed of CFGaBP is slow compared to that of the other methods. This is caused by the double-loop implementation in Algorithm 8, Step (b). sGaBP tends to converge faster than RGaBP. In terms of inference quality, the performance of RGaBP is poor compared to that of the other methods. The best inference quality is provided by sGaBP. Clearly, sGaBP outperformed the competitors in our simulations.
Figure 4.1: Visualisation of the results of our simulations comparing the number of iterations required for convergence by sGaBP, RGaBP and CFGaBP. The bottom panel zooms in on the boxplots corresponding to sGaBP and RGaBP. CFGaBP required the most number of iterations to converge. The number of iterations required for convergence by sGaBP and RGaBP are more comparable, with sGaBP tending to require a smaller number of iterations to converge.

It is possible to measure inference quality by computing the KL divergence of the posterior distribution to its corresponding exact marginal (this is the opposite direction used in the simulations). We note that changing the order of the KL divergence does not effect the conclusions drawn from Figure 4.2.

4.5.2 Performance of Heuristic Regularisation

In this section we investigate how well the heuristic regularisation tuning approaches optimal regularisation. For this purpose, we use the data from the previous section and compare optimal sGaBP with different initialisations of the heuristic. For each application of the heuristic, we start with $\lambda = 0$ and
Figure 4.2: Visualisation of the results of our simulations comparing the inference quality of sGaBP, RGaBP and CFGaBP. The bottom panel zooms in on the boxplots corresponding to sGaBP and CFGaBP. The inference quality of RGaBP is poor compared to that of the other methods. This is because RGaBP computes precision estimates in the same manner as ordinary GaBP. Clearly, sGaBP performed the best of the methods in terms of inference quality.

consider using $\alpha = 0.01, 0.05$ and 0.1. The different methods are compared in terms of the number of iterations required for convergence. The results are given in Figure 4.3. We see that the heuristics with $\alpha = 0.05$ and $\alpha = 0.1$ compares well with the optimal method (sGaBP initialised to have fastest convergence), but they tend to converge at a slower speed. The heuristic with $\alpha = 0.01$ does not compare well with the other methods. We see that the heuristic makes some progress in shifting the regularisation towards the optimal level, but it is sensitive to the selection of $\alpha$. This simulation study shows that our heuristic can play a role in the selection of the regularisation parameter, given appropriate initialisation.
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Figure 4.3: Visualisation of the results of our simulations of the convergence speed of the heuristic method, with different initialisations, compared to optimal regularisation. We see that the heuristics with $\alpha = 0.05$ or $\alpha = 0.1$ compares well with the optimal method, although they tend to provide slower convergence. The $\alpha = 0.01$ heuristic does not compare well with the other methods, indicating that the adjustments are done too slowly.

4.5.3 Further Empirical Considerations

In this section, we investigate the effect of selecting different error thresholds to define convergence on the performance of sGaBP and RGaBP (similar to Section 2.5.4). We generate four $100 \times 100$ precision matrices (and potential vectors), each associated with a different spectral radius in $\{1, 1.1, 1.2, 1.3\}$. For each of these matrices, the sGaBP and RGaBP methods were initialised to yield convergence to a $10^{-10}$ error threshold in as few iterations as possible (this was determined by a line search in increments of 0.01).

Figure 4.4 displays the log convergence error as a function of the iteration number over the four applications of sGaBP and RGaBP. In all the graphs, we see that the convergence error associated with both methods are reasonably comparable for smaller iteration numbers, but starts to deviate significantly for higher iteration numbers, where sGaBP performs the better of the two methods. Moreover, as the zero-diagonal spectral radius increases, we observe that the performance of sGaBP relative to RGaBP improves.

In short, Figure 4.4 shows that sGaBP outperforms RGaBP in terms of convergence speed, with the relative performance of sGaBP improving for smaller error thresholds.
Figure 4.4: Comparison of the convergence error as a function of the iteration number for RGaBP (red dotted line) and sGaBP (black striped line) over four different data structures with different spectral radii.
4.6 Conclusion

In this chapter we have proven convergence of the sGaBP algorithm where nodes are allowed to be of any size, given sufficient regularisation. In the empirical section, we showed that sGaBP tends to converge faster compared to certain competing algorithms based on optimal convergence speed initialisations. When the algorithms involved in the empirical section are initialised to yield optimal convergence speed, the empirical results show that sGaBP provides more accurate approximations for the posterior precisions compared to its competitors. In particular, we see that the observations made for the univariate case (Chapter 2) also extend to multivariate nodes.
Chapter 5

Conclusion

In this dissertation, we have considered the problem of the convergence of BP on MGs where the graph is allowed to be of any topology. In general, BP on loopy graphs is not guaranteed to converge and does not necessarily provide exact inference if convergence occurs. We proposed applying the principle of node regularisation to MGs as a tool to address the problems associated with BP on loopy graphs. This principle aims to regularise the potentials used in the forming of messages, thereby affecting the way nodes communicate. To test this principle, we considered BP on a MG induced by a multivariate Gaussian distribution in canonical parameterisation (GaBP). The main aim of this dissertation was to show that the principle of node regularisation has the potential to improve BP on pairwise MGs in the sense that it guarantees convergence and tends to provide more accurate inference in cases where basic BP converges. This aim was achieved by proving that one can always apply regularisation, such that sGaBP will converge regardless of the way in which variables are assigned to nodes. We also discussed the implementation of node regularisation in such a way that the converged posterior means supplied by sGaBP are the exact marginal means. Hence sGaBP can be considered as an iterative solver of linear systems involving symmetric and positive definite matrices. An empirical approach was taken to investigate the accuracy of the posterior precisions supplied by sGaBP as approximations for the true marginal precisions, where it was found that sGaBP compared favourably to certain competing algorithms. When selecting the degree of regularisation, such that sGaBP converges at the fastest speed, we showed that sGaBP can improve inference quality when compared to some of the other variants of GaBP available in the literature.

Although progress was made in this dissertation in addressing the convergence problems of BP on loopy graphs, there are several unanswered questions that need to be explored. In the final part of this dissertation we list some of these unanswered questions and discuss how they could be answered in further research.
5.1 Selection of the Degree of Regularisation

To apply sGaBP we need to specify a regularisation parameter a priori. The approach taken in this dissertation regarding the selection of the regularisation parameter has largely been through the use of heuristics, and no theoretical guarantees were offered. Within the context of basic GaBP, convergence is guaranteed when the precision matrix is walk-summable (this is implied by diagonal dominance). In Chapter 3, we extended walk-summability to preconditioned walk-summability for nodes with more than one variable. A logical suggestion for the selection of the degree of regularisation would be to select $\lambda$ such that $S + \lambda I$ is walk-summable or diagonally-dominant. Consider, for example, the following precision matrix and potential vector:

$$S = \begin{bmatrix} 1.000000 & 0.2435805 & 0.9642933 \\ 0.2435805 & 1.000000 & 0.3026115 \\ 0.9642933 & 0.3026115 & 1.000000 \end{bmatrix}$$

$$b = \begin{bmatrix} -0.4490656 \\ -0.9778466 \\ -0.5050349 \end{bmatrix}$$

It can be validated that $S$ is not walk-summable. If we run sGaBP (univariate nodes) with $\lambda = 0.11$, we observe divergent behaviour. Since $S + \lambda I$ is walk-summable, we therefore have a counter-example for selecting $\lambda$ large enough for walk-summability as sufficient for convergence. sGaBP starts to converge at values higher than $\lambda = 0.14$, and also for $\lambda$ such that $S + \lambda I$ is diagonally dominant. We have not been able to generate an example where selecting $\lambda$ large enough for $S + \lambda I$ to be diagonally dominant causes sGaBP to diverge.

There are also examples where sGaBP converges for values of $\lambda$ where $S + \lambda I$ is not walk-summable (see, for instance, the diabetes data). In these cases, the posterior precisions supplied by sGaBP may be negative definite and it could be beneficial to sacrifice some convergence speed for better approximations of the marginal precisions.

Clearly, more detail regarding the convergence behaviour of sGaBP as a function of $\lambda$ is necessary, along with practical suggestions on how to select $\lambda$ for both fast convergence and good inference quality.

5.2 Multiple Regularisation Parameters

A natural way to improve on the convergence behaviour of sGaBP is to use more regularisation parameters. The extreme case would be to assign a unique parameter to every node. Consider applying sGaBP (with univariate nodes) to the diabetes data, as in chapter 2. There we saw that $\lambda = 1.29$ yielded
the fastest convergence and, for this selection of $\lambda$, convergence occurred after 574 iterations. Using $2.4771650, 1.3293856, 2.0373875, 1.8105460, 0.8841369, 1.0011064, 2.9310134, 0.8063211, 2.4593143$ and $3.1425276$ (these values were obtained by minimising the spectral radius of the linear update matrix using general-purpose optimisation) as regularisation parameters for the respective nodes, we see that the number of iterations required for convergence can be decreased to 141 (speed-up factor of more than 4). Using multiple regularisation parameters can also improve the inference quality of the posterior distributions of sGaBP.

In this dissertation, we did not cover the use of multiple regularisation parameters. It is not difficult to adjust our heuristic method, presented in Section 4.4.4, to allow for multiple parameters. In our experience, the heuristic struggles to find good regularisation parameters and quite often does worse than the single-parameter heuristic. A compromise would be to constrain certain (but not all) clusters to use the same regularisation parameter. Dividing clusters into groups, where clusters in a group use the same regularisation parameter, would need to be considered.

Another consideration relates to the automatic preconditioning done by basic GaBP. Using a single regularisation parameter tends to void this property. Finding a regularisation scheme that preserves this type of preconditioning is an interesting topic for further research.

5.3 Linear Systems and Distributive Application

GaBP can be used as an iterative solver of linear systems. Within this context, our contribution is the development of a BP-based variant that can solve any symmetric positive definite linear system of equations. Within the context of solving linear systems, this dissertation does not establish sGaBP as a competitor for methods such as the CG and PCG solvers (although some tentative comparisons were made). The literature does contain some examples where GaBP compares favourably with the PCG method within the context of large, sparse, diagonally dominant linear systems (El-Kurdi et al., 2012b).

The favourable convergence speed comparisons of sGaBP with other GaBP variants suggest that this algorithm should be researched for the purpose of solving linear systems. This research is related to the discussion surrounding the selection of regularisation parameters, since these play a crucial role in the convergence speed of the algorithm.
Also related to solving linear systems is the ease of distributed implementation of BP algorithms. Like ordinary GaBP, sGaBP is convenient to implement in distributed settings and can also benefit from sparsity in the precision matrix. The performance of sGaBP in solving large and sparse linear systems (not necessarily diagonally dominant or walk-summable) should be researched within a distributed context and compared to that of the CG and PCG methods.

5.4 Extensions to Other Graph Types

We have discussed the application of our high-level approach specifically for a MG constructed from a multivariate Gaussian distribution in canonical parameterisation. A next step would be to generalise our high-level approach for other (non-Gaussian) MGs. One could attempt to apply the principle of node regularisation on the exact messages. Another approach would be to construct an approximate message-passing scheme using Gaussian approximations. Essentially, we propose applying node regularisation within the context of expectation propagation (Minka, 2001). Consider Equation (1.11) from Chapter 1:

$$m_{ij}^{(n+1)}(x_j) = \max_{x_i} \left\{ \log(\psi_{ii}(x_i)) + \log(\psi_{ij}(x_i, x_j)) + \sum_{t \in \mathcal{N}_i \setminus j} m_{ti}^{(n)}(x_i) \right\}$$

$$- \frac{\lambda}{q} ||x_i - \theta_{i}^{(n-1)}||_q^q$$

$$= \max_{x_i} \left\{ \log(\text{post}_{i\setminus j}^{(n)}(x_i)) - \frac{\lambda}{q} ||x_i - \theta_{i}^{(n-1)}||_q^q + \log(\psi_{ij}(x_i, x_j)) \right\}.$$

Let us assume that $\log(\psi_{ij}(x_i, x_j)) = -x_i' S_{ij} x_j$ as in the Gaussian case, but we leave $\psi_{ii}(x_i)$ unspecified. Furthermore, suppose that $m_{ij}^{(n)}(x_j) \propto -\frac{1}{2}x_j' Q_{ij}^{(n)} x_j + x_j' v_{ij}^{(n)}$ for certain matrices $Q_{ij}^{(n)}$ and vectors $v_{ij}^{(n)}$. Consider

$$\text{post}_{i\setminus j}^{(n)}(x_i) = \psi_{ii}(x_i) \times \prod_{t \in \mathcal{N}_i \setminus j} \exp \left[ m_{ti}^{(n)}(x_i) \right], \quad (5.1)$$

where $\psi_{ii}(x_i)$ may cause $\text{post}_{i\setminus j}^{(n)}(x_i)$ to be non-Gaussian. In all likelihood, solving Equation (5.1) will cause the messages to lose their conjugacy. However, if we approximate $\text{post}_{i\setminus j}^{(n)}(x_i)$ with some Gaussian distribution, and use this approximation for propagation purposes, we can preserve the conjugacy of the messages. Let $\hat{\text{post}}_{i\setminus j}^{(n)}(x_i)$ be the Gaussian approximation for $\text{post}_{i\setminus j}^{(n)}(x_i)$. A natural way to select $\hat{\text{post}}_{i\setminus j}^{(n)}(x_i)$, is such that the KL divergence of $\text{post}_{i\setminus j}^{(n)}(x_i)$ to $\hat{\text{post}}_{i\setminus j}^{(n)}(x_i)$ is minimum (note that both these posterior distributions must be
normalised in the computation of the KL divergence). This is obtained by setting \( \hat{\text{post}}_i^{(n)}(x_i) \) as a Gaussian with the same mean and variance as \( \text{post}_i^{(n)}(x_i) \). Unfortunately, analytical expressions for the expected value and variance will not always be available, and we could be forced to use methods such as numerical integration to obtain these quantities. This would increase the computational burden of the algorithm. Another issue is how much the Gaussian approximations will influence inference quality.

Another important type of graphical model is obtained through the following representation of a density function:

\[
f(x) = \frac{1}{Z} \prod_{i=1}^{P} \psi_i(x_i), \tag{5.2}
\]

where \( Z \) is a normalisation constant and \( x_i \) are subvectors of \( x \) that are allowed to overlap. The problem posed in this context is to estimate the marginal of each \( x_i \). The density function given in Equation (5.2) can be represented as a cluster graph or a factor graph, and BP on these graphs can be used to estimate the marginals. Again, we are confronted with the loopy-graph problem, i.e. convergence is not guaranteed and, if convergence occurs, the inference provided is not exact. To achieve the convergence of BP, these graphs are usually constructed to have the running intersection property (RIP). BP on graphs with the RIP tends to converge, although this is not guaranteed.

As an alternative to constructing graphs to have the RIP, one can attempt to apply node regularisation to achieve convergence. A natural extension of our work would be to assume that the \( \psi_i(x_i) \) factors in Equation (5.2) are proportional to Gaussian densities. If node regularisation proves effective in this setting, one can attempt the marginalisation of Equation (5.2) when the factors involved are discrete tables.

### 5.5 Novel Applications of GaBP

There are novel ways of utilising the GaBP algorithm. Consider, for instance, the problem of linear regression on the data points \((x_i, y_i)\) for \( i = 1, 2, \ldots, n \). The least-squares estimates of the linear regression coefficients are \( \hat{\beta} = (XX')^{-1}X'y \), where \( X = [x_1 \ x_2 \ \ldots \ x_n]' \) and \( y = (y_1, y_2, \ldots, y_n)' \). One can pose the problem of least-squares estimation as a marginalisation problem by considering a Gaussian distribution with precision \( XX' \) and potential \( X'y \). The marginal means in this context equal the least-squares coefficients. If we apply sGaBP (with sufficient regularisation), our message-passing algorithm will converge to \( \hat{\beta} \). Since each round of message passing yields a posterior mean, we can interpret sGaBP as a path algorithm for least-squares estimation. In particular, setting \( \lambda \) to be large will relate sGaBP to...
slow-learning algorithms (Efron et al., 2004) and sGaBP should be researched within this context.

Another possibility is to use sGaBP to perform clustering of a set of data points $\mathbf{x}_i : i = 1, 2, \ldots, n$. Consider an association matrix $\mathbf{S}$, where $S_{ij}$ denotes the association between $\mathbf{x}_i$ and $\mathbf{x}_j$. We assume that $\mathbf{S}$ is constructed to be symmetric and positive definite. The basic idea is to perform sGaBP on a Gaussian distribution with precision matrix $\mathbf{S}$, and to utilise the strength of the messages to cluster the points. An example of this type of clustering can be found in the detection of F-formations in free-standing conversational groups (Kamper, 2017). The problem addressed in this work was detecting F-formations in the Salsa data, among 18 participants who spent over 60 minutes in a poster presentation and cocktail party, using certain measures of social interactions (Alameda-Pineda et al., 2015). An F-formation arises whenever two or more people sustain a spatial and orientational relationship in which the space between them is one to which they have equal, direct and exclusive access (Kendon, 1990). The approach was to use the measures of social interactions to create an association matrix between individuals. BP was performed on the association matrix, and graph cuts were performed on the messages for the purpose of forming F-formations. Based on optimal comparisons, the BP approach outperformed other state-of-the-art methods (Kamper, 2017). One possible reason for this is that message-passing emulates the way in which individuals communicate in a social environment. It is therefore natural to suggest that GaBP should be considered for the purpose of performing clustering on social data.
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Proofs for Chapter 2

A.1 Proof of Theorem 1

The proof is contained in the following list.

1. From 1, all the precision components are negative at stage $n$, hence
   
   \[ Q_{ij}^{(n+1)} = -S^2_{ij} \frac{1}{1+\lambda + \sum_{t \in \mathcal{N}_{i/j}} Q_{it}^{(n)}} = -S^2_{ij} \frac{1}{1+\lambda - \sum_{t \in \mathcal{N}_{i/j}} |Q_{it}^{(n)}|}. \]

   From 3 we have that
   \[ \sum_{t \in \mathcal{N}_{i/j}} |Q_{it}^{(n)}| \leq \sum_{t \in \mathcal{N}_{i/j}} |Q_{it}^{(n)}| < \delta_i^{(n)} < 1 + \lambda \text{ and } 1 + \lambda - \sum_{t \in \mathcal{N}_{i/j}} |Q_{it}^{(n)}| > 0, \]
   from which 1 follows for iteration $n + 1$.

2. \[ |Q_{ij}^{(n+1)}| = \frac{S^2_{ij}}{1+\lambda - \sum_{t \in \mathcal{N}_{i/j}} |Q_{it}^{(n-1)}|} > \frac{S^2_{ij}}{1+\lambda - \sum_{t \in \mathcal{N}_{i/j}} |Q_{it}^{(n-1)}|} = |Q_{ij}^{(n)}| \text{ since } |Q_{ij}^{(n)}| > |Q_{ij}^{(n-1)}|, t \in \mathcal{N}_i \text{ from 2 for iteration } n, \]
   and hence 2 is also true for $n + 1$.

3. \[ \delta_i^{(n+1)} = \sum_{t \in \mathcal{N}_i} |Q_{it}^{(n+1)}| = \sum_{t \in \mathcal{N}_i} S^2_{ti} \frac{1}{1+\lambda - \delta_i^{(n)} + |Q_{it}^{(n)}|} \leq \sum_{t \in \mathcal{N}_i} S^2_{ti} \frac{1}{1+\lambda - \delta_i^{(n)} + |Q_{it}^{(n)}|} \]
   \[ \leq \delta_i < 1 + \lambda \text{ by 4, and therefore 3 is true for } n + 1. \]

4. From the above, we have
   \[ \sum_{t \in \mathcal{N}_i} S^2_{ti} \frac{1}{1+\lambda - \delta_i^{(n+1)} + |Q_{it}^{(n+1)}|} \]
   \[ \leq \delta_i \leq \delta_i \text{ hence 4 holds for } n + 1. \]

A.2 Proof of Theorem 2

Let $\mathbf{S}$ be a symmetric, positive definite matrix with diagonal entries equal to
1, and let its entries be denoted by $S_{ij}$. Values $Q_{ij}(\lambda)$ are characterised by the system

\[ Q_{ij} = Q_{ij}(\lambda) = -S^2_{ij} \frac{1}{1+\lambda + \sum_{t \in \mathcal{N}_{i/j}} Q_{it}(\lambda)}, \quad 1 \leq i, j \in \mathcal{N}_i. \]

We are particularly interested in the behaviour of $Q_{ij}$ as $\lambda \to \infty$. A con-
sequence of Theorem 1 is that $\lim_{\lambda \to \infty} Q_{ij} = 0$. For convenience, set $\delta = \lambda^{-1}$, so
that $\delta \to 0$. The system can be rewritten as

$$Q_{ij} \left( -\delta \sum_{t \in \mathcal{N}_{i/j}} Q_{ti} - 1 - \delta \right) - \delta S_{ij}^2 = 0, \quad 1 \leq i, j \in \mathcal{N}_i.$$ 

Note that

$$\frac{\partial}{\partial Q_{kl}} \left( Q_{ij} \left( -\delta \sum_{t \in \mathcal{N}_{i/j}} Q_{ti} - 1 - \delta \right) - \delta S_{ij}^2 \right) = \begin{cases} -\delta \sum_{t \in \mathcal{N}_{i/j}} Q_{ti} - 1 - \delta & (k, l) = (i, j), \\ -\delta Q_{ij} & l = i, k \in \mathcal{N}_{i/j}, \\ 0 & \text{otherwise}. \end{cases}$$

As $\delta \to 0$, we see that the Jacobian of the system tends to a negative identity matrix, so in particular it is invertible. This means that the $Q_{ij}$ are analytic functions of $\delta$ if $\delta$ is in a suitable neighbourhood of 0. Consequently, the $Q_{ij}$ have power series expansions in $\delta$:

$$Q_{ij} = a_{ij} \delta + b_{ij} \delta^2 + \cdots$$

Plugging this back into the system, we see that $a_{ij} = -S_{ij}^2$. Defining $C_{ij} = \frac{Q_{ij}}{S_{ij}}$ we see that

$$C_{ij} = -S_{ij} \delta + \mathcal{O} (\delta^2).$$

Consider again the matrix $L$ given in (2.10). Let $l = p^2 - p$, we now define a $l \times p$ matrix $G = \begin{bmatrix} g_1 & g_2 & \cdots & g_p \end{bmatrix}$. The vector $g_i$ has entries 1 in positions $(p - 1)(i - 1) + 1, \ldots, (p - 1)i$. It can be shown that

$$L : p^2 \times p^2 = \begin{bmatrix} L_{11} : l \times l & \frac{1}{\lambda} G L_{22} \\ \frac{1}{\lambda} G' L_{22} : p \times p \end{bmatrix},$$

(A.1)

with the understanding that $\lambda > 0$. Let

$$D = \begin{bmatrix} I : l \times l & 0 : l \times p \\ 0 : p \times l & \lambda [I : p \times p] \end{bmatrix}$$

(A.2)

and set $\tilde{L} = DLD^{-1}$. It is easy to see that

$$\tilde{L} : p^2 \times p^2 = \begin{bmatrix} L_{11} : l \times l & \frac{1}{p^2} L_{11} G \\ L_{22} G' : p \times p \end{bmatrix},$$

(A.3)

and that $L$ and $\tilde{L}$ will have the same eigenvalues. As a first step, we show that the eigenvalues of $\tilde{L}$ are all clustered around 0 and 1 as $\delta \to 0$. We have already discussed the construction of $L_{11}$ from the elements $C_{ij}$. Using the fact that $C_{ij} = -S_{ij} \delta + \mathcal{O} (\delta^2)$, we see that $L_{11} = \delta A + \mathcal{O} (\delta^2)$ where $A$ does not depend on $\lambda$, and $\mathcal{O} (\delta^2)$ is of a suitable dimension, with each entry
being $O(\delta^2)$. The matrix $A$ is constructed exactly as $L_{11}$, however $-S_{ij}$’s are used instead of $-C_{ij}$’s. As discussed, the matrix $L_{22}$ is diagonal, with entries $\frac{\lambda}{1+\lambda+O(\delta)} = 1-\delta + O(\delta^2)$, and therefore $L_{22} = I - \delta I + O(\delta^2)$.

We now consider the matrix $\tilde{L} = \left[ \begin{array}{cc} \delta A & \frac{\delta}{p-2} AG' \\ \frac{1}{(1-\delta)} G' \end{array} \right] + O(\delta^2)$ (A.4)

and the following lemma.

**Lemma 1** Let $M$ be a square matrix, and let $c$ be a positive constant that satisfies $c > \|M\|_\infty$ ($\|M\|_\infty$ is the $\infty$-norm of $M$, which can be obtained by calculating the row sums of the absolute values of entries in $M$ and taking the maximum of these sums). For every $x$ with $|x| \geq c$, the matrices $x I - M$ and $I - \frac{1}{x} M$ are invertible, and the entries of $(I - \frac{1}{x} M)^{-1}$ are bounded by constants that only depend on $c$ and $M$.

The invertibility follows directly from the fact that the matrix $x I - M$ is strictly diagonally dominant by our assumptions. For the second statement, let $|M|$ be obtained from $M$ by replacing all entries with their absolute values. Note that $|M|$ has the same $\infty$-norm as $M$. Clearly, the entries of

$$(I - \frac{1}{x} M)^{-1} = \sum_{j=0}^{\infty} x^{-j} M^j$$

are bounded by the entries of

$$(I - \frac{1}{c} |M|)^{-1} = \sum_{j=0}^{\infty} c^{-j} |M|^j, \quad (A.5)$$

which readily proves the desired statement.

**Lemma 2** There exists a constant $K > 0$ such that, for sufficiently small $\delta$, each eigenvalue $x$ of $\tilde{L}$ either satisfies $|x| \leq K\delta$ or $|x - 1| \leq K\delta$.

We reason by contradiction and assume that there is an eigenvalue for which $|x| > K\delta$ and $|x - 1| > K\delta$. Consider first $||L_{11}||_\infty = ||\delta A + O(\delta^2)||_\infty \leq \delta \|A\|_\infty + O(\delta^2)$. If we choose $K$ large enough (e.g., $K \geq \|A\|_\infty + 1$), then the matrix $x I - L_{11} = x I - \delta A + O(\delta^2)$ is invertible by the previous lemma for sufficiently small $\delta$, and the entries of $(I - \frac{1}{x} L_{11})^{-1}$ are bounded by absolute constants. Now we use the Schur complement on A.4:

$$\text{det}(x I - \tilde{L}) = \text{det}(x I - L_{11})$$
$$\times \text{det} \left( x I - L_{22} - \frac{1}{p-2} L_{22} G'(x I - L_{11})^{-1} L_{11} G \right).$$

(A.5)
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It remains to show that the second determinant is not equal to 0. We rewrite the matrix as follows:

\[
xI - L_{22} - \frac{1}{p - 2} L_{22} G' (xI - L_{11})^{-1} L_{11} G
\]
\[
= (x - 1) I - (L_{22} - I)
\]
\[
- \frac{1}{x(p - 2)} L_{22} G' \left( I - \frac{1}{x} L_{11} \right)^{-1} L_{11} G
\]
\[
= (x - 1) I + H_1 + \frac{1}{x} H_2. \tag{A.6}
\]

Consider \((L_{22} - I) = -\delta I + O(\delta^2)\) and \(\|L_{22} - I\|_\infty = \|(I - \delta I + O(\delta^2))\|_\infty \leq \delta\|I\|_\infty + \|O(\delta^2)\|_\infty = \delta + O(\delta^2)\). Therefore \(\|H_1\|_\infty \leq \kappa_1 \delta\) for a constant \(\kappa_1\) and sufficiently small \(\delta\). The entries of \((I - \frac{1}{x} L_{11})^{-1}\) are bounded by \((I - \frac{1}{x} L_{11})^{-1} = I + \frac{|L_{11}|}{K \delta} + \sum_{j=2}^{\infty} \frac{|L_{ij}|}{K \delta^j}\) for sufficiently small \(\delta\) by Lemma 1. Since \(L_{11} = \delta A + O(\delta^2)\), we have that \((I - \frac{1}{x} L_{11})^{-1} = I + \frac{|A|}{K} + O(\delta) = O(1)\). Furthermore, \(L_{22} = O(1)\) and \(L_{11} = O(\delta)\), from which we have that \(H_2 = O(\delta) + O(\delta^2)\) and \(\|H_2\|_\infty \leq \kappa_2 \delta\) for a constant \(\kappa_2\) and sufficiently small \(\delta\). If \(|x| \geq \frac{1}{2}\), we find that

\[
\|H_1 + H_2\|_\infty \leq \kappa_1 \delta + \frac{\kappa_2 \delta}{|x|} \leq (\kappa_1 + 2\kappa_2) \delta < K \delta \leq |x - 1|
\]

if \(K\) is chosen large enough (greater than \(\kappa_1 + 2\kappa_2\)). If \(|x| \leq \frac{1}{2}\), we get

\[
\|H_1 + H_2\|_\infty \leq \kappa_1 \delta + \frac{\kappa_2 \delta}{|x|} \leq \kappa_1 \delta + \frac{\kappa_2 \delta}{K} < \frac{1}{2} \leq |x - 1|
\]

if \(K\) is chosen large enough and \(\delta\) is sufficiently small. In either case, we can apply the previous lemma to see that the matrix in (A.6) is in fact invertible.

Now we focus on the eigenvalues that are close to \(1\), setting \(x = 1 - \delta t\) for some \(t\) with \(|t| \leq K\). Returning to (A.5), we observe that \(xI - L_{11}\) is invertible for sufficiently small \(\delta\), again by Lemma 1. Hence we consider the second matrix:

\[
xI - L_{22} - \frac{1}{p - 2} L_{22} G' (xI - L_{11})^{-1} L_{11} G
\]
\[
= (1 - t) \delta I - \frac{\delta}{p - 2} G' AG + O(\delta^2).
\]

The entries of the matrix hidden by the \(O(\delta^2)\) term are in fact analytic in \(\delta\) and \(t\), since we proved earlier that the entries of \(\tilde{L}\) are analytic functions. We can take out a factor \(\delta\), to be left with the equation

\[
det \left( (1 - t) I - \frac{1}{p - 2} G' AG + M \right) = 0, \tag{A.7}
\]
where the matrix $\mathbf{M}$ has entries that are analytic functions of $\delta$ and $t$ (if $\delta$ is restricted to a sufficiently small neighbourhood of 0 and $|t| \leq K$). Moreover, $\mathbf{M} = \mathcal{O}(\delta)$. As $\delta \to 0$, we obtain (up to a change of variable $1 - t = u$) the characteristic equation of the matrix $\frac{1}{p^2} \mathbf{G}' \mathbf{A} \mathbf{G}$ (we show later that this matrix is in fact equal to $\mathbf{I} - \mathbf{S}$). Its $p$ solutions (counted with multiplicity) give rise to $p$ branches $t_1(\delta), t_2(\delta), \ldots, t_p(\delta)$ that solve the implicit equation (A.7). We can treat the “small” eigenvalues that are close to $\delta$, by considering $\delta \to 0$ in the same way. We set $x = \delta t$ for some $t$ with $|t| \leq K$, and use the Schur complement with respect to the other diagonal block:

$$
\det(x \mathbf{I} - \tilde{\mathbf{L}}) = \det(x \mathbf{I} - \mathbf{L}_{22}) \\
\quad \times \det \left( x \mathbf{I} - \mathbf{L}_{11} - \frac{1}{p - 2} \mathbf{L}_{11} \mathbf{G} (x \mathbf{I} - \mathbf{L}_{22})^{-1} \mathbf{L}_{22} \mathbf{G}' \right). \quad (A.8)
$$

Since

$$x \mathbf{I} - \mathbf{L}_{22} = (x - 1 + \delta) \mathbf{I} + \mathcal{O}(\delta^2) = -\mathbf{I} + \mathcal{O}(\delta),$$

this matrix is invertible for sufficiently small $\delta$, again by Lemma 1. Moreover, we have

$$x \mathbf{I} - \mathbf{L}_{11} - \mathbf{L}_{11} \mathbf{G} (x \mathbf{I} - \mathbf{L}_{22})^{-1} \mathbf{L}_{22} \mathbf{G}'
\quad = \delta(t \mathbf{I} - \mathbf{A} + \frac{1}{p - 2} \mathbf{A} \mathbf{G} \mathbf{G}') + \mathcal{O}(\delta^2),$$

so we can repeat the argument for the “large” eigenvalues. We obtain $p^2 - p$ branches $\bar{t}_1(\delta), \bar{t}_2(\delta), \ldots, \bar{t}_{p^2 - p}(\delta)$ that correspond to the eigenvalues of $\mathbf{A} - \frac{1}{p^2} \mathbf{A} \mathbf{G} \mathbf{G}'$.

Returning to the large eigenvalues, we consider the product $\mathbf{G}' \mathbf{A} \mathbf{G}$. The matrix $\mathbf{A}$ is constructed by taking the first $l$ rows and columns of $\mathbf{L}$ and replacing the $C_{ij}$ elements with $-S_{ij}$. The rows $(p - 1)(j - 1) + 1, \ldots, (p - 1)j$ correspond to messages received by node $j$ (in order), and hence $\mathbf{g}_j$ contains ones at the rows corresponding to messages received by node $j$, and zeros otherwise. Consider a row corresponding to a message from node $i$ to node $j$ that requires communication from other nodes (excluding $j$) to node $i$, this row will therefore contain $-S_{ij}$ where $\mathbf{g}_i$ is equal to 1, except the element corresponding to the message from $j$ to $i$. Now $\mathbf{A} \mathbf{g}_i$ will be equal to $-(p - 2)S_{ij}$ in the rows corresponding to the message from $i$ to $j$, and zero otherwise. The vector $\mathbf{g}_j$ contains references to rows corresponding to messages received by node $j$, and since there is only one message from $i$ to $j$, the non-zero elements of $\mathbf{g}_j$ will overlap with the non-zero elements of $\mathbf{A} \mathbf{g}_i$ at one element, and hence $\mathbf{g}_j^T \mathbf{A} \mathbf{g}_i = -(p - 2)S_{ij}$ for $j \neq i$. Furthermore, since there is no message from node $i$ to node $i$, we have that $\mathbf{g}_i^T \mathbf{A} \mathbf{g}_i = 0$. We see that $\frac{1}{p^2} \mathbf{G}' \mathbf{A} \mathbf{G} = \mathbf{I} - \mathbf{S}$. Equation (A.7) becomes

$$
\det (\mathbf{S} - t \mathbf{I} + \mathbf{M}) = 0.
$$
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Since $S$ is symmetric, it is diagonalisable. There exists an orthogonal matrix $U$ such that $U^{-1}SU = D$ is a diagonal matrix. We have

$$\det (S - tI + M) = \det (U^{-1}(S - tI + M)U) = \det (D - tI + U^{-1}MU).$$

Recall that $M = O(\delta)$, uniformly in $t$ (for $|t| \leq K$), so we also have $U^{-1}MU = O(\delta)$. Let $\kappa$ be a constant such that $\|U^{-1}MU\|_{\infty} \leq \kappa \delta$ (for sufficiently small $\delta$ and $|t| \leq K$). If

$$\det (D - tI + U^{-1}MU) = 0,$$

then we must have $|t - d_{ii}| \leq \kappa \delta$ for one of the diagonal entries $d_{ii}$ of $D$, for otherwise the matrix $D - tI + U^{-1}MU$ will be strictly diagonally dominant and thus invertible. The diagonal entries of $D$ are the eigenvalues $\sigma_1, \sigma_2, \ldots, \sigma_p$ of $S$, so it follows that $t = \sigma_i + O(\delta)$. We can deal with the small eigenvalues in the same way and it only remains to determine the entries of $A - \frac{1}{p-2}AG'G$ (thereby verifying that this matrix is also symmetric and thus diagonalisable). It is easy to verify that $G'G$ is a block-diagonal matrix where the blocks are of dimension $(p-1) \times (p-1)$ with all entries equal to 1; in fact, $G'G = [B_1, B_2, \ldots, B_p]$ where $B_i$ is $g_i$ appended $p-1$ times as columns. Consider a row in $A$ corresponding to a message from $i$ to $j$, say $a'_{ij}$. We have already verified that this row contains $-S_{ij}$ where $g_i$ is 1, except for the 1 corresponding to the message from $j$ to $i$. Now $a'_{ij}G'G$ will contain non-zero elements in $a'_{ij}B_i$, and these will all equal $-(p-2)S_{ij}$. A row, $b_{ij}$, of $\frac{1}{p-2}AG'G$ corresponding to a message from $i$ to $j$ will contain $-S_{ij}$ where $g_i$ equals 1 (even for the message from $j$ to $i$). Hence, $a_{ij}$ and $b_{ij}$ will be identical except for the element corresponding to the message from $j$ to $i$, where $a_{ij}$ is zero and $b_{ij}$ is $-S_{ij}$. A row of $A - \frac{1}{p-2}AG'G$ corresponding to a message from $i$ to $j$ hence will have one element (at the message from $j$ to $i$) equal to $S_{ij}$, and the rest are zero. Furthermore, the row corresponding to the message from $j$ to $i$ will have $S_{ji} = S_{ij}$ as an element in the position corresponding to the message from $i$ to $j$. Hence $A - \frac{1}{p-2}AG'G$ is symmetric. In conclusion, the eigenvalues of $\tilde{L}$ are

- $1 - \sigma_i \delta + O(\delta^2)$, where $\sigma_1, \sigma_2, \ldots, \sigma_p$ are the eigenvalues of $S$, and
- $\pm S_{ij} \delta + O(\delta^2)$, $1 \leq i < j \leq p$.

In particular, the largest eigenvalue of $\tilde{L}$ is connected to the least eigenvalue $\sigma_{\min}$ of $S$ by

$$\max\{\mu : \mu \text{ is an eigenvalue of } \tilde{L}\} = 1 - \sigma_{\min} \delta + O(\delta^2).$$

Since $S$ is a positive definite matrix, we know that $\sigma_{\min} > 0$. It follows that

$$\max\{\mu : \mu \text{ is an eigenvalue of } \tilde{L}\} < 1$$

for sufficiently small $\delta$. 
A.3 Proof of Theorem 3

In Theorems 1 and 2 we proved convergence to the following stationary equations:

\[
\begin{align*}
Q_{ij} &= \frac{-S_{ij}^2}{\lambda + q_i - Q_{ji}} \\
V_{ij} &= \frac{Q_{ij}}{S_{ij}} (\lambda \mu_i + z_i - V_{ji}) \\
\mu_i &= \frac{\lambda \mu_i + z_i}{\lambda + q_i}, \\
\end{align*}
\] (A.9)

for all \(i, j \in \mathcal{N}_i\). Furthermore, \(q_i = 1 + \sum_{t \in \mathcal{N}_i} Q_{ti}\) and \(z_i = b_i + \sum_{t \in \mathcal{N}_i} V_{ti}\).

Using (A.9):

\[
\begin{align*}
\lambda \mu_i + z_i + V_{ji} &= V_{ji} + \frac{S_{ij}}{Q_{ij}} V_{ij} \\
\text{for all } i, j \in \mathcal{N}_i. \\
\end{align*}
\]

For any \(k \in \mathcal{N}_i\) we can write

\[
S_{ki}(z_i + \lambda \mu_i) = S_{ki}V_{ji} + S_{ki}\frac{S_{ij}}{Q_{ij}} V_{ij} = S_{ki}V_{ki} + \frac{S_{ik}^2}{Q_{ik}} V_{ik}.
\]

Furthermore, since \(\frac{S_{ik}^2}{Q_{ik}} = Q_{ki} - (q_i + \lambda_i)\), we have

\[
S_{ki}(z_i + \lambda \mu_i) = S_{ki}V_{ki} + (Q_{ki} - (q_i + \lambda_i))V_{ik}.
\] (A.10)

Dividing (A.10) by \(q_i + \lambda\) gives

\[
S_{ki}\mu_i = \frac{1}{q_i + \lambda} S_{ki}V_{ki} + \frac{Q_{ki}}{q_i + \lambda} V_{ik} - V_{ik}.
\] (A.11)

Further simplification can be done by noting that \(S_{ki}V_{ki} = Q_{ki}(\lambda u_k + z_k - V_{ik})\), and substituting into (A.11):

\[
\begin{align*}
S_{ki}\mu_i &= \frac{Q_{ki}}{q_i + \lambda} (\lambda u_k + z_k - V_{ik}) + \frac{Q_{ki}}{q_i + \lambda} V_{ik} - V_{ik} \\
&= \frac{Q_{ki}}{q_i + \lambda} (\lambda u_k + z_k) - \frac{Q_{ki}}{q_i + \lambda} V_{ik} + \frac{Q_{ki}}{q_i + \lambda} V_{ik} - V_{ik} \\
&= \frac{Q_{ki}}{q_i + \lambda} (\lambda u_k + z_k) - V_{ik}.
\end{align*}
\] (A.12)

Summing \(S_{ki}\mu_i\) over \(i\), substituting (A.12) for \(i \in \mathcal{N}_k\), gives

\[
\sum_{i \in \mathcal{N}_k \cup k} S_{ki}\mu_i = \mu_k + (\lambda u_k + z_k) \sum_{i \in \mathcal{N}_k} \frac{Q_{ki}}{q_i + \lambda} - \sum_{i \in \mathcal{N}_k} V_{ik}.
\] (A.13)
Since $Q_{ik}(\lambda + q_i - Q_{ki}) = -S_{ik}^2 = -S_{ki}^2 = Q_{ki}(\lambda + q_k - Q_{ik})$,
\[
\frac{Q_{ik}}{\lambda + q_i} = \frac{Q_{ki}}{\lambda + q_k}. \tag{A.14}
\]
Substituting (A.14) into (A.13):
\[
\sum_{i \in \mathcal{N}_k \cup \mathcal{N}_k} S_{ki} \mu_i = \mu_k + \left( \lambda \mu_k + z_k \right) \sum_{i \in \mathcal{N}_k} \frac{Q_{ik}}{\lambda + q_k} - \sum_{i \in \mathcal{N}_k} V_{ik}
\]
\[
= \mu_k + \mu_k \sum_{i \in \mathcal{N}_k} Q_{ik} - \sum_{i \in \mathcal{N}_k} V_{ik}
\]
\[
= \mu_k + \sum_{i \in \mathcal{N}_k} Q_{ik} - \sum_{i \in \mathcal{N}_k} V_{ik}
\]
\[
= \mu_k + \mu_k (q_k - 1) - (z_k - b_k)
\]
\[
= q_k \mu_k - z_k + b_k. \tag{A.15}
\]
Finally, since $\mu_k = \frac{\lambda \mu_k + z_k}{\lambda + q_k}$, we have that $\mu_k (\lambda + q_k) = \lambda \mu_k + z_k$ and
\[
q_k \mu_k = z_k. \tag{A.16}
\]
Substituting (A.16) into (A.15) completes the proof.

A.4 Simulation Information

A.4.1 Simulation Scheme

We briefly describe the simulation scheme (Bach et al., 2011) used in our empirical work. This simulation scheme also relates GaBP to least-squares estimation under the linear model. In order to apply sGaBP we need to generate a positive definite symmetric precision matrix ($\mathbf{S}$) and potential vector ($\mathbf{b}$). One way to do this is to generate a data structure according to the linear model with $n$ observations and $p$ inputs. This yields a design matrix $\mathbf{X} : n \times p$ and a response vector $\mathbf{y} : n \times 1$. We then form the sample correlation matrix $\mathbf{S} = \mathbf{X}'\mathbf{X}$, where we assume the columns of $\mathbf{X}$ are standardised to have zero mean and unity $L_2$ norm. We assume the same for $\mathbf{y}$ and form the sample correlation vector, $\mathbf{b} = \mathbf{X}'\mathbf{y}$. Explanatory variables are generated from $N(0, \frac{1}{n} \mathbf{I}_p)$, where $n$ is the number of observations and $p$ the number of explanatory variables. The generated explanatory variables are stored in $\mathbf{X}$. Coefficients are generated, $\beta_i \sim iid N(0, 1)$, and sparsity is introduced by randomly selecting half of the $\beta_i$’s and setting these equal to zero. Observations of the response are generated, $\mathbf{y} = \mathbf{X}\beta + \epsilon$, where $\epsilon_i \sim iid N(0, \sigma^2)$ and $\sigma^2 = 0.01 \times \frac{||\mathbf{X}\beta||^2}{n}$. All variables were standardised to have zero mean and unit $L_2$ norm, and we form $\mathbf{S} = \mathbf{X}'\mathbf{X}$ and $\mathbf{b} = \mathbf{X}'\mathbf{y}$. We used $n = p$ throughout the empirical section. The matrix, $\mathbf{S}$, was ensured to be positive definite by regulating its zero-diagonal spectral radius using the method discussed in the next section. The potential vector $\mathbf{b}$ remains unchanged. We then apply sGaBP on a multivariate Gaussian with precision matrix $\mathbf{S}$ and potential vector $\mathbf{b}$.
A.4.2 Regulating the Zero-diagonal Spectral Radius

Suppose we have a precision matrix, \( S : p \times p \), normalised to have ones along its diagonal. Set \( R = I_p - S \) and let \( \tau_i : i = 1, 2, \ldots, p \) be the eigenvalues of \( R \). Suppose we wish to find a new precision matrix, \( S^* \), with zero-diagonal spectral radius set to a specified value (say \( \alpha \)).

First we compute the eigen-decomposition of \( R \),
\[
R = V D V',
\]
where \( V'V = VV' = I \) and \( D = \text{diag}(\tau_1, \ldots, \tau_p) \). We form a new diagonal matrix, \( D^* = \frac{\alpha}{\rho(S)} D \), and set \( R^* = V D^* V' \) and \( S^* = I - R^* \). We now show that \( S^* \) is a valid precision matrix with diagonal entries equal to one if \( \alpha < 1 \). Since \( S \) is a normalised precision matrix, the diagonal of \( R \) will contain only zeros; the same is true for \( R^* \) (being a scalar multiple of \( R \)), and therefore the diagonal of \( S^* \) will contain only ones. Suppose \( \lambda_i, i = 1, 2, \ldots, p \) and \( \lambda^*_i, i = 1, 2, \ldots, p \) represent the eigenvalues of \( S \) and \( S^* \) respectively. The following holds:
\[
\lambda^*_i = 1 - \frac{\alpha}{\rho(S)} (1 - \lambda_i) \\
= 1 - \alpha \frac{1 - \lambda_i}{\max_j \{|1 - \lambda_j|\}} \\
= 1 - \alpha \times \text{sign}(1 - \lambda_i) \times \frac{|1 - \lambda_i|}{\max_j \{|1 - \lambda_j|\}}.
\]

Since \( \frac{|1 - \lambda_i|}{\max_j \{|1 - \lambda_j|\}} \leq 1 \), we have that \( 1 - \alpha \leq \lambda^*_i \leq 1 + \alpha \). If \( 0 \leq \alpha < 1 \), then \( S^* \) will be positive definite. In our simulations, when \( \alpha > 1 \), we check that \( S^* \) is positive definite by investigating its eigenvalues. If \( S^* \) is not positive definite, we simulate a new \( S \). We continue this procedure until a positive definite \( S^* \), with the given zero-diagonal spectral radius, is generated. The value of \( \alpha \) can be varied according to the simulation specifics. The matrix \( S^* \) is supplied to an algorithm as a precision matrix.
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Proofs for Chapter 3

We start by proving three lemmas that are used in the proofs contained in this appendix.

**Lemma 3** Consider any (possibly non-symmetric) matrix \( A : k \times k \). Let \( T_n(A) \) be the precision matrix of the UWT, of depth \( n \), constructed for any cluster of \( A \). For all \( n \) we have that:

\[
||T_n(A)||_{\infty} \leq ||A||_{\infty},
\]

with equality if the UWT is of sufficient depth such that all clusters are referenced before the terminal layer.

**Proof.**

Consider a node of the UWT and suppose that this node has a reference to cluster \( s \):

1. If this node is before the terminal layer, then its neighbourhood in the UWT will reference each cluster in \( N_s \) exactly once. Hence, the infinity norm of the row-block of \( T_n(A) \) corresponding to this node will be equal to the infinity norm of the row-block of \( A \) corresponding to the clusters in \( N_s \).

2. If this node is in the terminal layer, then its neighbourhood in the UWT will reference each cluster in \( N_s \) at most once (certain clusters will not be referenced). Hence, the infinity norm of the row-block of \( T_n(A) \) corresponding to this node will be at most equal to the infinity norm of the row-block of \( A \) corresponding to the clusters in \( N_s \).

The result follows directly from these points.

**Lemma 4** Consider an irreducible matrix \( A : t \times t \) consisting of non-negative elements. There exist an eigenvector \( v \), containing only positive elements,
such that $A v = \rho(A)v$ (the spectral radius of $A$ is also an eigenvalue of $A$). Furthermore, if $D = \text{diag}(v)$, then:

$$\rho(A) = \|D^{-1}AD\|_\infty. \quad (B.2)$$

**Proof.**

First we note that the Perron-Frobenius theorem guarantees the existence of a vector $v$, consisting only of positive elements, such that $A v = \rho(A)v$. Let $A = [a_{st}]$ and $v = (v_1, v_2, \ldots, v_t)'$. Note that,

$$D^{-1}AD = \begin{bmatrix} v_s a_{ts} \\ v_t \end{bmatrix}, \quad (B.3)$$

and all elements of $D^{-1}AD$ are non-negative. The consequence is that the sum of the absolute elements of row $t$ of $D^{-1}AD$ is,

$$\sum_{s=1}^{t} \frac{v_s a_{ts}}{v_t} = \frac{1}{v_t} \sum_{s=1}^{t} v_s a_{ts} = \frac{v_t \rho(A)}{v_t} = \rho(A), \quad (B.4)$$

since $v$ is the eigenvector of $A$ corresponding to the eigenvalue $\rho(A)$. The row-sums of the absolute elements of $D^{-1}AD$ are all equal to $\rho(A)$ and hence, $\|D^{-1}AD\|_\infty = \rho(A)$.

**Lemma 5** Consider a matrix $A : t \times t$ and let $B : t \times t$ be any invertible matrix. We have that

$$\rho(A) = \rho(B^{-1}AB). \quad (B.5)$$

**Proof.**

This follows from the well known result that $A$ and $B^{-1}AB$ have the same set of eigenvalues.

**Proof of Theorem 7**

We assume that the matrix $S$ is irreducible – if it is not, then GaBP can be applied to separate irreducible matrices – and scaled to have ones along its diagonal. Set $S = I - R$, and therefore $|R|$ is also irreducible. By Lemma 4, we can find a vector $v$, consisting only of positive elements, such that $|R|v = \rho(|R|)v$. Set $D_v = \text{diag}(v)$ and consider constructing a UWT for $D_v^{-1}|R|D_v$ according to cluster 1 (similar results hold for other clusters). Define $\tilde{v}_n = E_n v$ and $D_{\tilde{v}_n} = \text{diag}(\tilde{v}_n)$. We note the following important facts:

1. By Lemma 3 we have that $\|T_n(D_v^{-1}|R|D_v)\|_\infty \leq \|D_v^{-1}|R|D_v\|_\infty$. 
2. By Lemma 4 we have \( \rho(\|R\|) = \|D_{\psi_n}^{-1}RD_{\psi_n}\|_\infty \) and therefore 
\( \|T_n(D_{\psi_n}^{-1}RD_{\psi_n})\|_\infty \leq \rho(\|R\|). \)

3. Recall that \( R = I - S \). We see that the UWT for cluster 1, with a depth of \( n \), constructed from \( |R| \) is \( |R_n| \), i.e. \( |R_n| = T_n(|R|) \) (this can be validated using our running example).

4. It can be shown that \( T_n(D_{\psi_n}^{-1}|R|D_{\psi_n}) = D_{\psi_n}^{-1}T_n(|R|)D_{\psi_n} = D_{\psi_n}^{-1}|R_n|D_{\psi_n} \) (this can be validated using our running example).

In conclusion, we find that:

\[
\|D_{\psi_n}^{-1}|R_n|D_{\psi_n}\|_\infty \leq \rho(\|R\|). \tag{B.6}
\]

Finally we obtain,

\[
\rho(\|R_n\|) = \rho(D_{\psi_n}^{-1}|R_n|D_{\psi_n}) \leq \|D_{\psi_n}^{-1}|R_n|D_{\psi_n}\| \leq \rho(\|R\|),
\]

by Lemma 5 and the fact that the eigenvalues of a matrix are bounded by its infinity norm.

**Proof of Theorem 8**

Consider

\[
D_{\psi_n}^{-1}|R_n|^kD_{\psi_n} = D_{\psi_n}^{-1}|R_n|^{k-1}D_{\psi_n}D_{\psi_n}^{-1}|R_n|D_{\psi_n}. \tag{B.7}
\]

From Equation (B.7),

\[
\|D_{\psi_n}^{-1}|R_n|^kD_{\psi_n}\|_\infty \leq \|D_{\psi_n}^{-1}|R_n|^{k-1}D_{\psi_n}\|_\infty \|D_{\psi_n}^{-1}|R_n|D_{\psi_n}\|_\infty \leq \rho(\|R\|)\|D_{\psi_n}^{-1}|R_n|^{k-1}D_{\psi_n}\|_\infty \tag{B.8}
\]

If we apply Inequality (B.8) recursively, we see that

\[
\|D_{\psi_n}^{-1}|R_n|^kD_{\psi_n}\|_\infty \leq [\rho(\|R\|)]^k
\]

and

\[
\|R_n|^k\|_\infty = \|D_{\psi_n}D_{\psi_n}^{-1}|R_n|^kD_{\psi_n}D_{\psi_n}^{-1}\|_\infty \leq \|D_{\psi_n}\|_\infty \|D_{\psi_n}^{-1}\|_\infty \|D_{\psi_n}^{-1}|R_n|^k\|D_{\psi_n}\|_\infty \leq \max_i \{v_i\} \min_j \{v_j\} [\rho(\|R\|)]^k.
\]

Setting \( \kappa_1 = \frac{\max_i \{v_i\} \min_j \{v_j\}}{\min_j \{v_j\}} \),

\[
\|R_n^k\|_\infty \leq \|R_n\|^k \leq \kappa_1 [\rho(\|R\|)]^k.
\]
If we assume that $\rho(\|R\|) < 1$, then we can write $T_n^{-1} = T_n^{-1}(S)$ as a Neumann power series:

$$T_n^{-1} = \sum_{i=0}^{\infty} R_n^i. \quad (B.9)$$

The series in Equation (B.9) implies

$$||T_n^{-1}||_{\infty} \leq \sum_{i=0}^{\infty} ||R_n^i||_{\infty} \leq \kappa_1 \sum_{i=0}^{\infty} [\rho(\|R\|)]^i = \frac{\kappa_1}{1 - \rho(\|R\|)} = \kappa_2$$

**Proof of Theorem 9**

Consider the following recursive expansions:

$$T_{n+1} = \begin{bmatrix} T_n & T_{1n} \\ T_{1n} & U_{nn} \end{bmatrix}$$

$$\tilde{E}_{n+1} = \begin{bmatrix} \tilde{E}_n \\ W_n \end{bmatrix}$$

for certain matrices $T_{1n}$, $U_{nn}$ and $W_n$. We have

$$T_{n+1}^{-1} = \begin{bmatrix} \tilde{T}_n^{-1} & -\tilde{T}_n^{-1} T_{1n} U_{nn}^{-1} \\ \vdots & \vdots \end{bmatrix}$$

where the $\ldots$ represents an irrelevant part of the matrix and $\tilde{T}_n = T_n - T_{1n} U_{nn}^{-1} T_{n1}$. Consider

$$Z_{n+1} = G'_{n+1} \tilde{T}_n^{-1} \tilde{E}_{n+1}$$

$$= \begin{bmatrix} G'_n & 0 \end{bmatrix} \begin{bmatrix} \tilde{T}_n^{-1} & -\tilde{T}_n^{-1} T_{1n} U_{nn}^{-1} \\ \vdots & \vdots \end{bmatrix} \begin{bmatrix} \tilde{E}_n \\ W_n \end{bmatrix}$$

$$= G'_n \tilde{T}_n^{-1} \tilde{E}_n - G'_n \tilde{T}_n^{-1} T_{1n} U_{nn}^{-1} \tilde{E}_n. \quad (B.10)$$

It can be shown that

$$\tilde{T}_n^{-1} = T_n^{-1} + T_n^{-1} T_{1n} [U_{nn} - T_{1n} T_n^{-1} T_{1n}]^{-1} T_{1n} T_n^{-1}$$

$$= T_n^{-1} + T_n^{-1} T_{1n} V_n T_n^{-1}$$

where $V_n = [U_{nn} - T_{1n} T_n^{-1} T_{1n}]^{-1} T_{n1}$. Furthermore,

$$G'_n \tilde{T}_n^{-1} \tilde{E}_n = G'_n T_n^{-1} \tilde{E}_n + G'_n T_n^{-1} T_{1n} V_n T_n^{-1} \tilde{E}_n$$

$$= Z_n + G'_n T_n^{-1} T_{1n} V_n T_n^{-1} \tilde{E}_n.$$
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Considering again Equation (B.10),
\[ Z_{n+1} = Z_n + G_n' T_n^{-1} T_{1n} V_n T_n^{-1} \hat{E}_n - G_n' T_n^{-1} T_{1n} U_{nn} W_n \]
\[ = Z_n + G_n' T_n^{-1} T_{1n} V_n T_n^{-1} \hat{E}_n - G_n' T_n^{-1} T_{1n} V_n V_n T_n^{-1} T_{1n} U_{nn} W_n \]
\[ = Z_n + G_n' T_n^{-1} T_{1n} V_n T_n^{-1} \hat{E}_n - G_n' T_n^{-1} T_{1n} U_{nn} W_n - G_n' T_n^{-1} T_{1n} V_n T_n^{-1} U_{nn} W_n \]
\[ = Z_n + G_n' T_n^{-1} T_{1n} [V_n T_n^{-1} \hat{E}_n - V_n T_n^{-1} T_{1n} U_{nn} W_n - U_{nn} W_n] \]
\[ = Z_n + G_n' T_n^{-1} T_{1n} [V_n T_n^{-1} (\hat{E}_n - T_{1n} U_{nn} W_n) - U_{nn} W_n]. \]  

(B.11)

Note that the sparsity pattern of $T_{1n}$ is similar to that of $L_n$ in the sense that it contains zeros in all the rows except for the rows corresponding to the terminal layer of the UWT (of depth $n$). Similar to Equation (3.37) we can show that,
\[ G_n' T_n^{-1} T_{1n} = G_n' R_{nn}^{-1} T_n^{-1} T_{1n}, \]  

(B.12)

and hence:
\[ ||G_n' T_n^{-1} T_{1n}||_\infty \leq \kappa_1 \kappa_2 ||T_{1n}||_\infty [\rho(||R||)]^{n-1}. \]  

(B.13)

By Equations (B.11) and (B.13) we see that:
\[ ||Z_{n+1} - Z_n||_\infty \leq \kappa_1 \kappa_2 ||T_{1n}||_\infty ||V_n T_n^{-1} (\hat{E}_n - T_{1n} U_{nn} W_n) - U_{nn} W_n||_\infty \times [\rho(||R||)]^{n-1} \]  

(B.14)

We now make some comments on the matrices present in Equation (B.14).

1. The matrix $T_{1n}$ represents the links between parents in layer $n$ and their children in layer $n+1$. Note that a parent in layer $n$ has links to nodes in layer $n+1$ corresponding to its neighbours only, hence $||T_{1n}||_\infty \leq \max_{i \neq j} \{||S_{ij}||_\infty\}$.

2. The matrix $U_{nn}$ is block-diagonal, with diagonal blocks corresponding to the submatrices of $S$ as defined by their clusters. Therefore, $||U_{nn}^{-1}||_\infty \leq \max_i \{||S_{ii}^{-1}||_\infty\}$ and $||U_{nn}||_\infty \leq max_i \{||S_{ii}||_\infty\}$.

3. Because $||T_{1n}^{-1}||_\infty \leq \kappa_2$ for all $s$, we have $||T_{n-1}^{-1}||_\infty \leq \kappa_2$ since $T_{n-1}^{-1}$ is a block of $T_{n+1}^{-1}$.

4. Consider $V_n = U_{nn}^{-1} T_{n1} + U_{nn}^{-1} T_{1n} [T_n - T_{1n} U_{nn}^{-1} T_{1n}]^{-1} T_{1n} U_{nn}^{-1} T_{1n} = U_{nn}^{-1} T_{n1} + U_{nn}^{-1} T_{1n} T_{n1}^{-1} T_{1n} U_{nn}^{-1} T_{1n}$. Since all the matrices in this expression have an infinity norm bounded by some constant which does not depend on $n$, there will also be a constant (independent of $n$) that bounds the infinity norm of $V_n$.

5. Note that $||\hat{E}_n||_\infty \leq ||E_n||_\infty = 1$ (see Section 3.5.2) for all $s$, and therefore $||E_n||_\infty \leq 1$. Since $W_n$ is a row-block of $E_{n+1}$ we see that $||W_n||_\infty \leq 1$.

The above comments imply the existence of a constant $K$ (independent of $n$) such that $\kappa_1 \kappa_2 ||T_{1n}||_\infty ||V_n T_n^{-1} (\hat{E}_n - T_{1n} U_{nn} W_n) - U_{nn} W_n||_\infty \leq K$. Therefore, $||Z_{n+1} - Z_n||_\infty \leq K[\rho(||R||)]^{n-1}$, hence $Z_n$ is a Cauchy sequence and will converge to a specified matrix $Z_\infty$. 
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Proofs for Chapter 4

Proof of Theorem 13

We start with the following:

**Lemma 6** There exists a constant $K > 0$ such that, for sufficiently small $\delta$, each eigenvalue $x$ of $\tilde{L}$ either satisfies $|x| \leq K\delta$ or $|x - 1| \leq K\delta$.

We reason by contradiction and assume that there is an eigenvalue for which $|x| > K\delta$ and $|x - 1| > K\delta$. Consider $||L_{11}||_\infty = ||L_{11}||_\infty = \delta ||M_{11}||_\infty + \mathcal{O}(\delta^2)$. If we choose $K$ large enough (e.g. $K \geq 1 + ||M_{11}||_\infty$), then $||L_{11}||_\infty < K\delta + \mathcal{O}(\delta^2)$ and $||L_{11}||_\infty < |x|$ for sufficiently small $\delta$. Therefore, $x$ is not an eigenvalue of $L_{11}$ and $xI_m - L_{11}$ will be invertible. We can now apply the Schur complement on $\tilde{L}$ to obtain:

$$
\det(xI_m - \tilde{L}) = \det(xI_m - L_{11}) \times \det(xI_k - L_{22} - \frac{1}{x}L_{22}H'(xI_m - L_{11})^{-1}L_{11}H). \tag{C.1}
$$

It remains to show that the second determinant is not equal to zero.

$$
xI_k - L_{22} - \frac{1}{x}L_{22}H'(xI_m - L_{11})^{-1}L_{11}H = (x - 1)I_k - (L_{22} - I_k) - \frac{1}{x(p-2)}L_{22}H'(I_m - \frac{1}{x}L_{11})^{-1}L_{11}H
$$

$$
= (x - 1)I_k + H_1 + \frac{1}{x}H_2, \tag{C.2}
$$

where $H_1 = -(L_{22} - I_k)$ and $H_2 = -\frac{1}{x(p-2)}L_{22}H'(I_m - \frac{1}{x}L_{11})^{-1}L_{11}H$. Consider

$$
||H_1||_\infty = ||L_{22} - I_k||_\infty = ||\delta M_{22} + \mathcal{O}(\delta^2)||_\infty = \delta ||M_{22}||_\infty + \mathcal{O}(\delta^2) \leq \delta \kappa_1, \tag{C.3}
$$
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where δ is sufficiently small and, e.g. \( \kappa_1 \geq ||M_{22}||_\infty + 1 \). Furthermore,

\[
(I - \frac{1}{x}L_{11})^{-1}L_{11} = (I - \frac{\delta}{x}M_{11} + \mathcal{O}(\delta^2))^{-1}(\delta M_{11} + \mathcal{O}(\delta^2))
\]

\[
= \delta(I - \frac{\delta}{x}M_{11})^{-1}M_{11} + \mathcal{O}(\delta^2)
\]

\[
= \delta(I + \mathcal{O}(\delta))M_{11} + \mathcal{O}(\delta^2)
\]

\[
= \delta M_{11} + \mathcal{O}(\delta^2).
\]

(C.4)

Since \( L_{22} = I_k + \mathcal{O}(\delta) \), we see that

\[
-H_2 = \frac{\delta}{p-2}H'M_{11}H + \mathcal{O}(\delta^2),
\]

(C.5)

and \( ||H_2||_\infty \leq \kappa_2 \delta \) for sufficiently small \( \delta \) and, e.g., \( \kappa_2 \geq \frac{1}{p-2}||H'M_{11}H||_\infty + 1 \). Suppose that \( |x| \geq 0.5 \), then

\[
||H_1 + \frac{1}{x}H_2||_\infty \leq \delta \kappa_1 + \delta \frac{\kappa_2}{|x|} \leq \delta (\kappa_1 + 2\kappa_2) < K \delta < |x - 1|
\]

(C.6)

for \( \delta \) sufficiently small and \( K > \kappa_1 + 2\kappa_2 \). If \( |x| < 0.5 \),

\[
||H_1 + \frac{1}{x}H_2||_\infty \leq \delta \kappa_1 + \delta \frac{\kappa_2}{|x|} \leq \delta \kappa_1 + \frac{\delta \kappa_2}{K} = \delta \kappa_1 + \frac{\kappa_2}{K} < 0.5 \leq |x - 1|
\]

(C.7)

for \( \delta \) sufficiently small and \( K \) sufficiently large (e.g. \( K > 2\kappa_2 \)). We have that, for sufficiently small \( \delta \) and sufficiently large \( K \), \( x - 1 \) will not be an eigenvalue of \( H_1 + H_2 \), and the second determinant in Equation (C.1) will not be zero. Therefore \( x \) cannot be an eigenvalue of \( L \) and, by contradiction, the statement is proved.

We first consider the eigenvalues that are close to one. Set \( x = 1 - \delta t \) for some \( t \) where \( |t| < K \). For sufficiently small \( \delta \), \( x \) will not be an eigenvalue of \( L_{11} \), and therefore \( xI_{m_1} - L_{11} \) will be invertible. Application of the Schur complement on \( L \) yields

\[
det(L) = det(xI_{m_1} - L_{11})det(-\delta t + H_1 + \frac{1}{x}H_2)
\]

(see Equation (C.2)). Since \( H_1 = \delta M_{22} + \mathcal{O}(\delta^2) \) and \( H_2 = -\frac{\delta}{p-2}H'M_{11}H + \mathcal{O}(\delta^2) \), we see that the second determinant of Equation (C.8) becomes

\[
det(\delta(M_{22} - tl_k) - \frac{\delta}{p-2}H'M_{11}H + \mathcal{O}(\delta^2))
\]

\[
= det((M_{22} - tl_k) - \frac{1}{p-2}H'M_{11}H + \mathcal{O}(\delta))
\]

\[
= det(-tl_k + M_{22} - \frac{1}{p-2}H'M_{11}H + M)
\]

\[
= det(tl_k - \left[M_{22} - \frac{1}{p-2}H'M_{11}H \right] + M),
\]

(C.9)
APPENDIX C. PROOFS FOR CHAPTER 4

123

where \( M = \mathcal{O}(\delta) \). As \( \delta \to 0 \) we obtain the characteristic equation of \[
M_{22} - \frac{1}{p-2} H'M_{11}H. \]
Its \( k \) solutions (counted with multiplicity) give rise to \( k \) branches \( t_1(\delta), t_2(\delta), \ldots, t_k(\delta) \) that solve the implicit equation in Equation (C.9).

Considering the eigenvalues that are close to zero, we set \( x = \delta t \) for some \( t \) with \( |t| < K \). For \( \delta \) sufficiently small, \( x \) will not be an eigenvalue of \( L_{22} \), and hence \( xI_k - L_{22} \) will be invertible. A second application of the Schur complement (with respect to the diagonal block \( L_{22} \)) gives

\[
\det(L) = \det(xI_k - L_{22})\det(xI_{m_1} - L_{11} - \frac{1}{p-2} L_{11}H(xI_k - L_{22})^{-1}L_{22}H').
\]

(C.10)

First note that \( xI_{m_1} - L_{11} = \delta tI_{m_1} - \delta M_{11} + \mathcal{O}(\delta^2) \) and \( (xI_k - L_{22})^{-1} = -I_k + \mathcal{O}(\delta) \). Hence \( L_{11}H(xI_k - L_{22})^{-1} = \delta M_{11}H + \mathcal{O}(\delta^2) \) and

\[
\frac{1}{p-2} L_{11}H(xI_k - L_{22})^{-1}L_{22}H' = -\frac{\delta}{p-2} M_{11}HH' + \mathcal{O}(\delta^2).
\]

(C.11)

The second determinant of Equation (C.10) becomes

\[
\det(tI_{m_1} - M_{11}[I_{m_1} - \frac{1}{p-2} HH'] + \tilde{M}),
\]

(C.12)

where \( \tilde{M} = \mathcal{O}(\delta) \). As \( \delta \to 0 \), Equation C.12 converges to the characteristic function of \( M_{11}[I_{m_1} - \frac{1}{p-2} HH'] \). This gives rise to \( k^2 - k \) branches \( \tilde{t}_i(\delta) : i = 1, 2, \ldots, k^2 - k \), which solve the implicit equation in Equation (C.12).

For our example, the matrix \[
\begin{bmatrix}
M_{22} - \frac{1}{p-2} H'M_{11}H
\end{bmatrix}
\]
can easily be seen to be equal to \( S \) and this holds for the general case as well. The matrix \( W = M_{11}[I_{m_1} - \frac{1}{p-2} HH'] \) has a more complicated construction. For our example, we see that \( W \) is symmetric and that \( WW' \) is a block-diagonal matrix with a diagonal block for each of \( S_{ij}S_{ji} \) where \( i \neq j \). Again, this holds in general.

Consider Equation (C.9) set equal to zero,

\[
\det(tI_k - S + M) = 0,
\]

(C.13)

where \( M = \mathcal{O}(\delta) \). Let \( V \) be the matrix of eigenvectors that diagonalises \( S \). Pre- and post-multiplying Equation (C.13) by \( V \) and \( V' \) respectively, we obtain

\[
\det(tI_k - \Lambda + VMV') = 0,
\]

(C.14)

where \( \Lambda \) is a diagonal matrix containing the eigenvalues of \( S \) on its diagonal. Since \( M = \mathcal{O}(\delta) \), we have that \( VMV' = \mathcal{O}(\delta) \). This guarantees the existence
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of a constant \( \kappa_3 \) such that \( \| VMV' \|_\infty \leq \kappa_3 \delta \) for sufficiently small \( \delta \). In order for the matrix in the determinant of Equation (C.13) to be singular, we must have that \( | t - \Lambda_{ii} | \leq \kappa_3 \delta \), otherwise this matrix will be strictly diagonally dominant. The diagonal entries of \( \Lambda \) are the eigenvalues \( \sigma_i : i = 1, 2, \ldots, k \) of \( S \), and therefore \( t = \sigma_i + \mathcal{O}(\delta) \).

The smaller eigenvalues can be dealt with in a similar way where we need to find the eigenvalues of \( W \). Since \( WW' \) is a block-diagonal matrix and symmetric, we can find the squared values of the eigenvalues of \( W \) (recall that \( W \) is symmetric) by computing the eigenvalues of \( S_{ij}S_{ji} \) for all \( i \neq j \). Suppose that these squared eigenvalues are represented in the set \( \{ v^2_i : i = 1, 2, \ldots, m_1 \} \).

We have the following asymptotic expressions for the eigenvalues:

\[
1 - \sigma_i \delta + \mathcal{O}(\delta^2) : i = 1, 2, \ldots, k, \\
\begin{align*}
| s_j | v_j | \delta + \mathcal{O}(\delta^2) : j & = 1, 2, \ldots, m_1, \end{align*}
\]

where \( s_j \in \{-1, 1\} \). Clearly, the eigenvalue with the largest absolute value approaches one from below as \( \delta \to 0 \). For sufficiently large \( \lambda \) (small \( \delta \)), the spectral radius of the linear update matrix will be less than one, and convergence will occur with this level of regularisation.

**Proof of Theorem 14**

We have proven, for sufficiently large \( \lambda \), convergence to

\[
Q_{ij} = -S_{ji} \hat{P}_{ij} S_{ji},
\]

\[
v_{ij} = -S_{ji} \hat{P}_{ij} [\lambda \mu_i + z_i - v_{ji}],
\]

\[
\mu_i = \hat{P}_{ij} [\lambda \mu_i + z_i],
\]

where \( \hat{P}_{ij}^{-1} = \lambda I_d + S_{ii} + \sum_{t \neq i, j} Q_{iti}, \hat{P}_{i}^{-1} = \hat{P}_{ij}^{-1} + Q_{ji} \) and \( z_i = b_i + \sum_{t \neq i} v_{ti} \). Note that these formulas are valid even when \( S_{ij} = 0 \). We now show that these equations imply that \( \sum_i S_{ji} \mu_i = b_j \) for all \( j \).

Note the following for all \( i \neq j \),

\[
\hat{P}_{ji} = [\hat{P}_{ij}^{-1} - Q_{ij}]^{-1} \\
= [\hat{P}_{ij}^{-1} + S_{ji} \hat{P}_{ij} S_{ji}]^{-1} \\
= \hat{P}_{j} - \hat{P}_{j} S_{ji} [\hat{P}_{ij}^{-1} + S_{ij} \hat{P}_{j} S_{ji}]^{-1} S_{ij} \hat{P}_{j}.
\]
and,

\[ \tilde{P}_i = \left[ \tilde{P}_{ij}^{-1} + Q_{ji} \right]^{-1} \]
\[ = \left[ \tilde{P}_{ij}^{-1} - S_{ji} \tilde{P}_{ji} S_{ji} \right]^{-1} \]
\[ = \tilde{P}_{ij} + \tilde{P}_{ij} S_{ji} \tilde{P}_{ji}^{-1} S_{ji} \tilde{P}_{ij} \]
\[ = \tilde{P}_{ij} + \tilde{P}_{ij} S_{ji} \tilde{P}_{ji}^{-1} + Q_{ji} \]
\[ = \tilde{P}_{ij} + \tilde{P}_{ij} S_{ji} \tilde{P}_{ji}^{-1} S_{ji} \tilde{P}_{ij}. \]  
(C.21)

Consider the following lemma.

**Lemma 7** For all \( i \neq j \) we have that \( S_{ji} \tilde{P}_{ij} S_{ji} \tilde{P}_{ij} = -Q_{ji} \tilde{P}_j \).

**Proof.** Consider

\[ S_{ji} \tilde{P}_{ij} S_{ji} \tilde{P}_{ji} = S_{ji} [\tilde{P}_{ij} + \tilde{P}_{ij} S_{ji} \tilde{P}_{ji} S_{ji} \tilde{P}_{ij}] S_{ji} \tilde{P}_{ji} \] (see Equation (C.21))
\[ = S_{ji} \tilde{P}_{ij} S_{ji} \tilde{P}_{ji} + S_{ji} \tilde{P}_{ij} S_{ji} \tilde{P}_{ji} S_{ji} \tilde{P}_{ij} S_{ji} \tilde{P}_{ji} \]
\[ = S_{ji} \tilde{P}_{ij} S_{ji} [\tilde{P}_{ij} - \tilde{P}_{ji} S_{ji} \tilde{P}_{ij}^{-1} + S_{ij} \tilde{P}_{ji} S_{ji}] S_{ji} \tilde{P}_{ji} \]
\[ + S_{ji} \tilde{P}_{ij} S_{ji} \tilde{P}_{ji} S_{ji} [\tilde{P}_{ij} - \tilde{P}_{ji} S_{ji} \tilde{P}_{ij}^{-1} + S_{ij} \tilde{P}_{ji} S_{ji}] \]
\[ = S_{ji} \tilde{P}_{ij} S_{ji} [\tilde{P}_{ij} - \tilde{P}_{ji} S_{ji} \tilde{P}_{ij}^{-1} + S_{ij} \tilde{P}_{ji} S_{ji}]. \]

Setting \( O_{ij} = [\tilde{P}_{ij}^{-1} + S_{ji} \tilde{P}_{ji}]^{-1} \), we obtain (after some simplification)

\[ S_{ji} \tilde{P}_{ij} S_{ji} \tilde{P}_{ji} = -Q_{ji} \tilde{P}_j \]
\[ + Q_{ij} \tilde{P}_j S_{ji} [I_{d_i} - \tilde{P}_{ij} O_{ij}^{-1} + \tilde{P}_{ij} S_{ji} \tilde{P}_{ji}] O_{ij} S_{ji} \tilde{P}_j. \]  
(C.22)

Consider

\[ I_{d_i} - \tilde{P}_{ij} O_{ij}^{-1} + \tilde{P}_{ij} S_{ji} \tilde{P}_j S_{ji} = I_{d_i} - \tilde{P}_{ij} [\tilde{P}_{ij}^{-1} + S_{ij} \tilde{P}_{ji} S_{ji}] + \tilde{P}_{ij} S_{ji} \tilde{P}_j S_{ji} \]
\[ = I_{d_i} - I_{d_i} - \tilde{P}_{ij} S_{ji} \tilde{P}_j S_{ji} + \tilde{P}_{ij} S_{ji} \tilde{P}_j S_{ji} \]
\[ = 0 : d_i \times d_i, \]

which completes the proof.

Setting \( Q_{ij} = -S_{ji} \tilde{P}_{ij} S_{ji} \), we see that \( Q_{ij} \tilde{P}_j = Q_{ij} \tilde{P}_j \) and \( S_{ji} \tilde{P}_{ij} = S_{ji} \tilde{P}_{ij} + Q_{ij} \tilde{P}_{ij}^{-1} \). Furthermore,

\[ S_{ji} \tilde{P}_{ij} = [I_{d_j} + Q_{ij} [\tilde{P}_{ji}^{-1} - \tilde{Q}_{ij}^{-1}]] S_{ji} \tilde{P}_i \]
\[ = [\tilde{P}_{ji}^{-1} - Q_{ij} + \tilde{Q}_{ij}] [\tilde{P}_{ji}^{-1} - \tilde{Q}_{ij}^{-1}]^{-1} S_{ji} \tilde{P}_i \]
\[ = \tilde{P}_{ji}^{-1} [\tilde{P}_{ji}^{-1} - \tilde{Q}_{ij}^{-1}]^{-1} S_{ji} \tilde{P}_i. \]  
(C.23)

Consider

\[ v_{ij} = -S_{ji} \tilde{P}_{ij} [\lambda \mu_i + z_i - v_{ji}] \]
\[ = -\tilde{P}_{ji}^{-1} [\tilde{P}_{ji}^{-1} - \tilde{Q}_{ij}]^{-1} S_{ji} \tilde{P}_i [\lambda \mu_i + z_i - v_{ji}], \]
which implies that
\[ -[\ddot{\mathbf{P}}_{ij} - \ddot{\mathbf{Q}}_{ij}]\ddot{\mathbf{v}}_{ij} = \mathbf{S}_{ji} \mathbf{\mu}_i - \mathbf{S}_{ji} \ddot{\mathbf{P}}_i \ddot{\mathbf{v}}_{ji}, \]  
(C.24)
since \( \mathbf{\mu}_i = \ddot{\mathbf{P}}_i [\mathbf{\lambda} \mathbf{\mu}_i + \mathbf{z}_i] \). From Equation (C.24) we see that
\[ \mathbf{S}_{ji} \mathbf{\mu}_i = -\mathbf{v}_{ij} + \ddot{\mathbf{Q}}_{ij} \ddot{\mathbf{P}}_j \ddot{\mathbf{v}}_{ij} + \mathbf{S}_{ji} \ddot{\mathbf{P}}_j \ddot{\mathbf{v}}_{ji}. \]  
(C.25)
Since \( \mathbf{S}_{ji} \ddot{\mathbf{P}}_j \ddot{\mathbf{v}}_{ji} = -\mathbf{S}_{ji} \ddot{\mathbf{P}}_i \mathbf{S}_{ij} \ddot{\mathbf{P}}_j [\mathbf{\lambda} \mathbf{\mu}_j + \mathbf{z}_j - \mathbf{v}_{ji}] = \ddot{\mathbf{Q}}_{ij} \ddot{\mathbf{P}}_j [\mathbf{\lambda} \mathbf{\mu}_j + \mathbf{z}_j - \mathbf{v}_{ji}] = \mathbf{Q}_{ij} \ddot{\mathbf{P}}_j [\mathbf{\lambda} \mathbf{\mu}_j + \mathbf{z}_j] - \ddot{\mathbf{Q}}_{ij} \ddot{\mathbf{P}}_j \ddot{\mathbf{v}}_{ij} = \mathbf{Q}_{ij} \mathbf{\mu}_j - \ddot{\mathbf{Q}}_{ij} \ddot{\mathbf{P}}_j \ddot{\mathbf{v}}_{ij}, \) we have
\[ \mathbf{S}_{ji} \mathbf{\mu}_i = -\mathbf{v}_{ij} + \mathbf{Q}_{ij} \mathbf{\mu}_j \]  
(C.26)
for all \( j \neq i \). From Equation (C.26),
\[
\sum_i \mathbf{S}_{ji} \mathbf{\mu}_i = \mathbf{S}_{jj} \mathbf{\mu}_j - \sum_{i \neq j} \mathbf{v}_{ij} + \left[ \sum_{i \neq j} \mathbf{Q}_{ij} \right] \mathbf{\mu}_j
\]
\[ = \mathbf{S}_{jj} \mathbf{\mu}_j + \mathbf{b}_j - \mathbf{z}_j + \left[ \ddot{\mathbf{P}}_j^{-1} - \mathbf{\lambda I}_{dj} - \mathbf{S}_{jj} \right] \mathbf{\mu}_j
\]
\[ = \mathbf{b}_j - \mathbf{z}_j + \ddot{\mathbf{P}}_j^{-1} \mathbf{\mu}_j - \mathbf{\lambda} \mathbf{\mu}_j
\]
\[ = \mathbf{b}_j - \mathbf{z}_j + \mathbf{\lambda} \mathbf{\mu}_j + \mathbf{z}_j - \mathbf{\lambda} \mathbf{\mu}_j
\]
\[ = \mathbf{b}_j \]  
(C.27)
for all \( j \). In particular, we see that the means implied by the stationary conditions satisfy \( \mathbf{S} \mathbf{\mu} = \mathbf{b} \) and are therefore the correct marginal means.
Appendix D

Chapter 4 - Additional Notes

We start this Appendix by proving Lemma 8, which was used in Chapter 4 to derive the asymptotic behaviour of $\mathbf{P}_i(\lambda)$ and $\mathbf{P}_{ij}(\lambda)$.

**Lemma 8** Consider a sequence of matrices $\mathbf{A}_n(\lambda)$ with the following properties:

1. There exists a constant $\lambda_0$ such that $\lim_{n \to \infty} \mathbf{A}_n(\lambda) = \mathbf{A}(\lambda)$ for all $\lambda > \lambda_0$.

2. $||\mathbf{A}_n(\lambda)||_\infty \leq g(\lambda) = \mathcal{O}(\frac{1}{\lambda^2})$.

These properties imply that $\mathbf{A}(\lambda) = \mathcal{O}(\frac{1}{\lambda^2})$.

**Proof.**

Consider $A_{ij}^{(n)}(\lambda)$ and $\lim_{n \to \infty} A_{ij}^{(n)}(\lambda) = A_{ij}(\lambda)$ for any $i, j$. Since $||\mathbf{A}_n(\lambda)||_\infty \leq g(\lambda) = \mathcal{O}(\frac{1}{\lambda^2})$, we also have:

$$|A_{ij}^{(n)}(\lambda)| \leq g(\lambda) \quad \text{(D.1)}$$

Pre-multiplying (D.1) by $\lambda^2$ and taking the limit as $n \to \infty$ we see that:

$$|\lambda^2 A_{ij}(\lambda)| \leq \lambda^2 g(\lambda). \quad \text{(D.2)}$$

Since $\lim_{\lambda \to \infty} \lambda^2 g(\lambda) = 0$, we see from the squeeze theorem:

$$\lim_{\lambda \to \infty} \lambda^2 A_{ij}(\lambda) = 0. \quad \text{(D.3)}$$

(D.3) implies that $A_{ij}(\lambda) = \mathcal{O}(\frac{1}{\lambda^2})$.

The remainder of this appendix briefly describes UWTs for sGaBP. Consider applying sGaBP on the loopy MG given in the top panel of Figure D.1. There are four different UWTs for this graph, one for each of the clusters as the root node. The UWT for cluster 4 (with a depth of $n = 4$) is shown in the bottom
The matrix $T_{ii}^{(n)}(\lambda)$ can be obtained by moving along the UWT and assigning to a node, with reference to cluster $t$, the matrix $\lambda I_d_t + S_{tt}$. If two nodes in the UWT are linked, we need to determine the references of both nodes (say $s$ and $t$), and they are linked by the matrix $S_{ts}$. As an example,

$$T_{44}^{(3)}(\lambda) = \begin{bmatrix} S_{44} + \lambda I_{d_4} & S_{42} & S_{43} & 0 & 0 & 0 & 0 \\ S_{24} & S_{22} + \lambda I_{d_2} & 0 & S_{21} & S_{23} & 0 & 0 \\ S_{34} & 0 & S_{33} + \lambda I_{d_3} & 0 & 0 & S_{31} & S_{32} \\ 0 & S_{12} & 0 & S_{11} + \lambda I_{d_1} & 0 & 0 & 0 \\ 0 & S_{22} & 0 & 0 & S_{23} + \lambda I_{d_2} & 0 & 0 \\ 0 & 0 & S_{32} & 0 & 0 & S_{11} + \lambda I_{d_1} & 0 \\ 0 & 0 & S_{32} & 0 & 0 & 0 & S_{22} + \lambda I_{d_2} \end{bmatrix}.$$  

The matrix $T^{(n)}_{ji}(\lambda)$, $j \neq i$ can be obtained in a similar fashion. However, we only consider the subtree rooted at the node in the second layer corresponding to cluster $j$ of the original graph. For example,

$$T_{34}^{(3)}(\lambda) = \begin{bmatrix} S_{33} + \lambda I_{d_3} & S_{31} & S_{32} & 0 & 0 & 0 \\ S_{13} & S_{11} + \lambda I_{d_1} & 0 & S_{12} & 0 & 0 \\ S_{23} & 0 & S_{22} + \lambda I_{d_2} & 0 & S_{21} & S_{24} \\ 0 & S_{21} & 0 & S_{22} + \lambda I_{d_2} & 0 & 0 \\ 0 & 0 & S_{12} & 0 & S_{11} + \lambda I_{d_1} & 0 \\ 0 & 0 & S_{42} & 0 & 0 & S_{44} + \lambda I_{d_4} \end{bmatrix}.$$  

Let us consider constructing a potential vector $t_4^{(3)}(\lambda)$ to use alongside $T_{44}^{(3)}(\lambda)$ for the computation of $\mu_4^{(2)}(\lambda)$. Suppose we have already obtained $\mu_4^{(0)}(\lambda)$ and $\mu_4^{(1)}(\lambda)$. The potential is:

$$t_4^{(3)}(\lambda) = \begin{bmatrix} b_4 + \lambda \mu_4^{(1)}(\lambda) \\ b_2 + \lambda \mu_2^{(0)}(\lambda) \\ b_3 + \lambda \mu_3^{(0)}(\lambda) \\ b_1 + \lambda b_1 \\ b_3 + \lambda b_3 \\ b_1 + \lambda b_1 \\ b_2 + \lambda b_2 \end{bmatrix}.$$
Consider the following matrices:

\[
\begin{bmatrix}
G^{(3)}_d \\
E^{(3)}_d \\
J^{(3)}_d
\end{bmatrix} = \begin{bmatrix}
I_d & 0 & 0 & 0 \\
0 & I_d & 0 & 0 \\
0 & 0 & I_d & 0 \\
I_d & 0 & 0 & 0 \\
0 & I_d & 0 & 0 \\
0 & 0 & I_d & 0 \\
0 & 0 & 0 & I_d \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

From these definitions we see that \( t^{(3)}_d (\lambda) = E^{(3)}_d b + \lambda J^{(3)}_d \phi_2 (\lambda) \) where \( \phi_2 (\lambda) = (\mu^{(1)} (\lambda), \mu^{(0)} (\lambda), b)' \). We can obtain \( \mu^{(2)}_d (\lambda) \) by computing \( [G^{(3)}_d ] [T^{(3)}_d (\lambda)]^{-1} t^{(3)}_d (\lambda) \), which is what is given by Equation (4.42).

Let us consider an example for the change of Equation (4.42) to Equation (4.49) for the heuristic measure. For our example we have \( n = 3 \) and \( i = 4 \). The following changes are made:

\[
T^{(3)}_d (\lambda) = \begin{bmatrix}
S_{d4} + \lambda^{(0)} I_{d4} & S_{d2} & S_{d3} & 0 & 0 & 0 & 0 & 0 \\
S_{d2} & S_{d2} + \lambda^{(1)} I_{d2} & S_{d3} & 0 & 0 & 0 & 0 & 0 \\
S_{d3} & 0 & S_{d3} + \lambda^{(1)} I_{d3} & 0 & 0 & 0 & 0 & 0 \\
0 & S_{d2} & S_{d3} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & S_{d2} & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
D^{(3)}_d (\lambda) = \begin{bmatrix}
\lambda^{(2)} I_{d4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \lambda^{(1)} I_{d5} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \lambda^{(0)} I_{d6} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \lambda^{(0)} I_{d7} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \lambda^{(0)} I_{d8} & 0 & 0 & 0 \\
\end{bmatrix}
\]

Here, \( \lambda^{(2)} \), \( \lambda^{(1)} \) and \( \lambda^{(0)} \) denote the regularisation used for layers 1, 2 and 3 of the UWT in Figure D.1. For the purpose of our heuristic, we are interested in tuning \( \lambda^{(2)} \) to a level where the posterior means at iteration 2 are closer to solving the system of linear equations, \( S \mu = b \).
Figure D.1: Loopy Markov graph and the UWT for cluster 4 with a depth of $n = 4$. 
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